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Inductive measurement of ultrafast magnetization dynamics
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An inductive technique for the measurement of dynamical magnetic processes in thin-film materials
is described. The technique is demonstrated using 50 nm films of Permallgy-€Nj. Data are
presented for impulse- and step-response experiments with the applied field pulse oriented in the
plane of the film and transverse to the anisotropy axis. Rotation times as short as 200 ps and free
oscillations of the magnetization after excitation are clearly observed. The oscillation frequency
increases as the dc bias field parallel to the anisotropy axis increases as predicted by classical
gyromagnetic theory. The data are fitted to the Landau—Lifshitz equation, and damping parameters
are determined as a function of dc bias field. Damping for both impulse and step excitations exhibits
a strong dependence on bias field. Damping for step excitations is characterized by an anomalous
transient damping which rapidly increases at low dc bias field. Transformation of the data to the
frequency domain reveals a higher order precessional mode which is also preferentially excited at
low dc bias fields. A possible source for both phenomena is precessional mode saturation for large
peak rotations. The technique has the potential for 20 ps resolution, although only 120 ps resolution
is demonstrated due to the limited bandwidth of the waveguides used.99® American Institute

of Physics[S0021-897809)06111-3

I. INTRODUCTION sampling technology. Strip transmission lines were used to

L i , i deliver the electromagnetic field pulse to the sample, and
Rapid increases in the areal density of hard disk datEie

he | h ted i ickup coils were positioned around the transmission lines to
storage systems over the last decade have resulted in a COflsact the inductive signal from the changing magnetization

mensurate increase in the data rate of the magnetic recordirﬁg the sample. The dynamics were partially obscured by the
channel. Extrapolation from recent trends in disk drive per- '

f di q hi b hcoupIing of the incident microwave pulse to the inductive
ormance pre icts data fat?s, approaching 1 GHz by t Bickup coil. To extract the dynamic magnetization response,
middle of the next decadeThis increase has fueled concern

o _wave forms were measured with and without an applied satu-
about the fundamental limits to the speed of the magnet'?ating magnetic field and subsequently subtracted.

compoqents in disk dri\{e systems. In this paper, we describe We describe an inductive method for the measurement
a tec':hn'lque for measuring the hlgh-speed magnetic responge ,rafast magnetic phenomena in thin-film materials which
of thin films, an.d report response times fofglfie;, (Permal- . advances the work of Dietricét al. in four important ways.
loy), a magnetic alloy used throughout the dafa storage ingirgt 5 time-domain transmission geometry which avoids the

dustry for recording heads. We have observed magnetic Gsoq for inductive pick-up coils is used. Second, lithographi-

tations of nearly 90° in a characteristic time of 200 ps for ana ) patterned coplanar waveguides are used to deliver field
applied transverse field of 1.7 kA/(21 Oe.

) . pulses to the magnetic films. Various field-to-voltage ratios
. Ithas been known since the early 1960s that fast switchz,, e optained by patterning the waveguides to different
ing speeds of<1 ns could be achieved in thin films of Per- iqihs | ower voltage solid-state microwave pulse and step
malloy. Dietrich, Proebster, and Wolf were the first to mea-

o . . . sources may be employed by using 1@t and narrower
sure switching speeds of 1 ns using an inductive techrfidue. stripline widths. Third, modern pulse/step sources are ca-

When field impulses were applied transverse to the easy XFable of much faster rise times than can be obtained from
of the film, oscillations in the inductive signal, indicative of mercury reed relays. Fourth, wave form subtraction is ac-

unde_rdamped magnetic precgssion, were obsérids i_n- complished digitally and employs digital signal processing to
ductive approach used the discharge of a(b@harge line improve signal-to-noise ratios

through a coaxial mercury relay as a pulsed current, and
therefore pulsed magnetic field source. Resulting pulse
widths were less than 350 ps, although an exact determingr METHOD

tion was limited by the temporal resolution of the existing _
A. Experimental apparatus

3Electronic mail: silva@boulder.nist.gov In' Fig. 1, we present a schemati.c representation of the
Ppresent address: NIST, Boulder, CO 80303. experimental arrangement. Several different sources are used
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[Microwave| —— guide for both the.impulse and step response measurements,
proz\ air in a geometry similar to that employed by Freenearl. for
time-resolved magneto-optic studies of magnetic reversal in
Sampling Permalloy films2 The Permalloy films were grown by dc
oscilloscope magnetron sputtering with 0.27 Pa X240 3 Torr) argon
pressure at 300 W. A uniaxial anisotropy axis oriented par-
h ? T allel to the waveguide was induced in the Permalloy film by
5 4 1 application of a magnetic field during film growth. A pla-
& = = narization layer of Jum thickness composed of photosensi-
3'3 5 °§ tive polymer between the Au and NiFe films was necessary
= y . = to achieve the desired coercivity and anisotropy for the mag-
| netic layer.

The NiFe bulk magnetic properties were measured on
codeposited NiFe coupons. UsingBaH looper, we mea-
sured an easy axis coercivity of 80 A/h.0 Oeg, with 0.99
loop squarenesgatio of remanent to saturation magnetiza-
tion, M, /My). In the hard direction, we measured a uniaxial

for pulse generation. For producifigpulseswe use a com- Magnetocrystalline anisotropy;™ of 344 A/m (4.3 09. M
mercial InGaAs photodiode driven by optical pulses from awas measured to be 840 kA/m (840 emufpmsing a super-
mode-locked Ti:sapphire laser. We operate the photodiode &onducting quantum interference devic@QUID) magneto-
bias voltages approaching50V. The diode acts as a pho- meter to determine the perpendicular shape anisotropy,
toconductive switch when using 50 fs optical pulses withHg , =Ms. Film thicknessé was then deduced to be 47
roughly 10 nJ of energy, limited principally by the capaci- =1 nm by measuring the absolute moment of the coupon.
tance of the diode and the carrier drift velocity. The resultant ~ The 50um wide sample was imaged by wide-field Kerr
electrical pulses have amplitudes of 5 V, rise times of 80 psmicroscopy to ascertain the domain structure of the patterned
and pulse widths of 200 ps, and arrive at a frequency of 106ilm. The structure was single domain in the middle of the
MHz which is set by the laser repetition rate. stripe only for bias fieldH,>80A/m (1 Oe. For smaller

To produce magnetic fieldtepswe use a commercial bias fields, the magnetization broke into a four-domain struc-
solid-state pulse generator. Pulses from this source have arture, with triangular closure domains at the two ends of the
plitudes of 10 V, rise times of 50 ps, and pulse widths of 10stripe and two oppositely oriented longitudinal domains
ns, and arrive at a frequency of 1 MHz. Trigger jitter for the throughout the length of the stripe. The triangular closure
commercial pulse generator is less than Frpss). The volt- domains remained present for fields in excess of 800 A/m
age pulse is delivered to the coplanar waveguide with high¢10 Osg.
bandwidth coaxial cable. Insertion onto, and extraction from, The waveguide bandwidth was 10 GH2 dB poin)
the waveguide is accomplished with B0triaxial microwave  before deposition of the planarization and magnetic layers.
probes. Each probe has an insertion loss <00.3dB The completed waveguide has a bandwidth of 2.5 GHz, as
(~4%) at 7 GHz. measured by both a calibrated network analyzer and time-

Coplanar waveguides were lithographically fabricateddomain transmissivity. We attribute the reduction in band-
on single-crystal(100 GaAs substrates with resistivity in width to the polymeric buffer layer. The actual characteristic
excess of 1& 10’ ) cm, using 750 nm thick Au conductive impedanceZ, was 601, resulting in some impedance mis-
strips. GaAs was chosen for its high dielectric constant ( match between the waveguide and microwave probes. This
=13.1) and low loss tangent. To maximize the usable bandmismatch is primarily due to the nonzero dc resistance of the
width of the structure, we have sought to minimize conduc-center conductor stripe~<{20()). The coaxial cables em-
tor losses. For Au at 20 GHz, the skin depth is calculated t@loyed have a bandwidth of 3 GHz. Thus, the time reso-
be 2 um. Our deposition system limits us to a maximum lution of the present implementation is limited to 140 ps.
thickness of 0.75um, which causes some attenuation of the  The transmitted pulse is detected by a high-speed sam-
highest frequency components, but is adequate for the pupling oscilloscope with an 18 GHz bandwidth. A trigger
poses of this work. pulse for the sampling oscilloscope is derived from the pulse

The waveguide for impulse—response measurements hgenerator. Sampling intervals are 9.7 ps, resulting in 512
a 100 um width along its entire length. The waveguide for samples ovea 5 nstrace. A Helmholtz coil pair, calibrated
step-response measurements has agicenter conductor with a Hall probe, is used to apply a variable longitudinal
width at the two ends and tapers to ath in the middle for  bias field to the sample with a magnitude as large as 4 kA/m
a length of 1 mm. The total waveguide length is 50 mm in(50 Og in a direction parallel to the easy axis of the sample.
both cases. The waveguide was designed to b€l 5ing The sampling oscilloscope has a raw input noise of
conventional design criteria for coplanar waveguides with~1 mV (rms) over the full 18 GHz bandwidth. By averaging
finite-width ground plane3. A nominally 50 nm thick 4096 sampled wave forms, we can reduce the noise level to
NigFe o (Permalloy film was deposited and subsequently 16 uV (rms). The digitized wave forms are stored in 16 bit
lithographically patterned onto the waveguide structurememory, with a discretization of 1BV, matching the noise
along the entire 1 mm segment in the center of the waveef the instrument. To avoid damage to the sensitive electron-

FIG. 1. Diagrammatic sketch of experimental configuration.
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ics of the instrument, we reduce the input from the pulsepermeability head material at=0 is replaced with the cur-
generator with high-bandwidth attenuators. For a 10 V pulsetent strip? Solving with these boundary conditions leads to a
at least 20 dB of attenuation must be used, and for this cas&ansverse field given by
the resulting noise level of the instrument is 180 (rms),
referenced to the point before the SMA attenuators. After
averaging, the final acquired wave form is transferred digi-
tally to a computer for processing and analysis. (WI2)—y
With the magnetic sample saturated by a large transverse + arctar( —) } )
field >4 kA/m (50 Oe in the direction of the pulsed field, a z

reference wave form in which no magnetic activity has OC'Hy(I 'y,2) is within 90% of its maximum field value df2w

curred is acqgired. The transverse field is provided by eitheLi s gistance of 3zfrom the waveguide edge, or only 5% of
Helmholtz coils(not shown in Fig. 1or a hand-held perma- e total center conductor width faz=0.75xm and w
nent magnet, with identical results. This reference wave fornL 5o ,,m_ Thus, we may approximate,(1;y,z) for z<w as

is subsequently subtracted from other acquired wave forms,
allowing the observation of precessional effects. One system- I

atic source of error arises from the fact that small temporal ~ Hy(11¥:2)= 5o f(zw)[u(y+w/2)—u(y—w/2)],  (2)
drifts in the triggering point of the wave forms can substan-

tially corrupt the processed data. As an example, a 100 f&hereu(y) is the Heaviside step function arfdz,w) is a
drift in the trigger point between the reference and inductivefunction which accounts for the loss of field due to the non-
wave forms can produce a spurious 20 mV spike, which igzero spacing. The spacing loss functibfz,w) is approxi-
temporally coincident with the rising edge of the unproc-mated by determining the amplitude of the function de-
essed wave forms. To remove this time shift, we developed &cribed by Eq.(2) which has the same integrated value
computational algorithm which maximizes the temporal cor-across the width of the sample as that of E#). In this
relation of the first 40 ps of the rising edges of the two wavetreatment, we have ignored the field produced by current in
forms. The wave forms are then interpolated to allow forthe ground planes since that field is primarily perpendicular

arcta

’E(W/2)+y
z

gy L]
y(y.z)=—oo

temporal shifts smaller than the sampling interval. to the sample plane and is too weak to caMséo tip out of
plane.
From reciprocity, the flux that winds around the wave-
B. Induced voltage signal guide center conductor from a magnetic sample of thickness

H .40
The inductive voltage signaV,, may be related to the 5 lengthl, and widthw may be calculated &

sample magnetization in the transverse direction through o

Faraday’s law. We use reciprocity to derive such a relation, ®= I_f f I Hy(I;x,y,2)My(x,y,z)dx dy dz
greatly simplifying the calculation. Reciprocity, in its most ample

general form, states that the inductive coupling between two Mo +wi2

flux linkages is independent of which linkage is actually be- = 5w of(zw) LW/Z My(y)dy

ing driven by a current.For this specific case, reciprocity
dictates that the field profile of the waveguide for a unit
excitation current may be substituted for the waveguide’s
spatial sensitivity to changing magnetization. We assume
that the sample magnetization lies primarily in thg plane, ~We have assumed that the magnetization is uniform over the
and that it is uniform in thex direction. (See Fig. 1 for thickness and along the length of the sample. An inductive
coordinate axe.Thus, we ignore the sensitivity of the Voltage is produced by the change in flié —dd/dt. The
waveguide to perpendicular magnetization and treat théductive voltage pulse within the waveguide is bipolar. The
problem as one dimensional along thedirection. (Further ~ induced current i$ =V/(2Z,), since each leg of the wave-
justification for these assumptions is presented at the end @uide providesZ, of series resistance. This results in two
Sec. Ill) The magnetic field in thg direction produced by a Pulses of equal amplitude but of opposite polarity with mag-
current! at a distance above the waveguide is representednitude V,=3V=— 3d®/dt, traveling in opposite directions

by Hy(1;y,2), where they axis is transverse to the direction Within the waveguide. Only the one pulse which travels in
of current. At a position close to the center conductor of thedhe same direction as the driving voltage pulse is actually
waveguide but far from an edge, the center conductor apdetected by the sampling oscilloscoé.power splitter has
pears as an infinite sheet of current, which produces a field d}€en used to detect the second pulse which travels back to-
I/2w. Far from the center conductor, the functional form of ward the pulse generator, verifying its equal magnitude and

the field requires a solution to Laplace’s equation with theOPPosite polarity. Thus, our result from Eq3) is halved. If
proper boundary condition. the waveguide has a nonzero dc resistaRge this will act

The Karlgvist equations for the fields above a two-2S an additional loss for the detected inductive pulse. After
dimensional, gapped recording head are derived with &King the time derivative, we have
boundary condition of linearly increasing potential across the —
gap width® This boundary condition is identical to that of a Vv z( Zo dMy_ (4)
uniform current strip, where the gap between the high- Zo+ 3Ryc dt

1
=§,u0MyI of(z,w). 3)

ol of(z,w)
4
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FIG. 2. Inductive wave forms obtained for impulse excitations with the 100
um wide NiFe sample. Wave forms were acquired with different levels of
dc bias fieldH,, applied along the easy axis of the sample.

By integrating the measured voltage pulse, we can infer th
average amount of magnetization that rotates

M=

Zy+ 3Rge
VA

4
ol 6f(z,w)

J V, dt. (5)

Ill. RESULTS

A. Impulse excitations
1. Data and fitting

Figure 2 contains processed dataifopulseexcitations.
Pulse amplitudes are estimated to be 380 A7 O8. The

Silva et al.
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FIG. 3. Precessional frequendy and Landau-Lifshitz damping as a
function of dc bias fieldH,, for the case of impulse excitations. The damping
has been scaled bym4to aid comparison with past published values of
\cgs= M4 (see Appendix A The solid curve drawn through the data fgr

is a fit to Eq.(8) with fitting parameterg=2.21 andH,=1.07 kKA/m.

different curves are for seven longitudinal bias fields ranging

from 0 to 2.5 kA/m(30.6 Og. One immediately notes the

wherevy is the gyromagnetic ratid{, is the anisotropy field,

existence of free magnetic oscillations in the data, similar tyng (H, +H,) <M. Fitting the precessional frequendy

those previously observed by WdlfThe existence of induc-
tive oscillations long after application of the field pulse,
where the magnetic response is no longer driven, is chara

= wpl2 to the bias field produces fitted values for béth

and the spectroscopic splitting factgr where?
C_

teristic of highly underdamped gyromagnetic precession. _9ks ©)
These data are well fitted to an exponentially damped sinu- h
soid

B(t)=Bosin(wpt+e)e” ", (6)

where ¢(t) is the in-plane magnetization angle apd-0 is
the equilibrium positiony is an arbitrary phase parameter.

In the limit ¢(t) <1, Eq.(6) is an approximate solution
to the Landau—LifshitZLL) equation‘! In Fig. 3 we show
the dependence of both the precessional frequency and t
LL damping parametex uponH,, where we ust

A=2/T. (7)

The damping parametarhas Sl units of st. It is not iden-
tical to the original definition of the damping paramexgg;
used by both Woffand Smitfi! (see Appendix A They are
related as\ =4\ ¢4

We expect the behavior of, to be governed by the
usual ferromagnetic resonan€EMR) result for gyromag-
netic precession

wp:'}’MO\/Ms(Hk'I'Hb)v )

Here, ug is the Bohr magneton antl is Planck’s constant
h/27r. The fitted value ofg=2.21 is only 6% greater than
previously reported values for PermallbyH, is 1.1 kA/m
(14 Oe.

The hard-axis hysteresis loop was measured for the
waveguide sample by Kerr optical techniquesminally at
ﬁrée middle of the sample stripéndicating a total static an-
isotropy of 1 kKA/m(12.5 Og¢. This anisotropy is significantly
different from the measured value of 344 Af#.3 Og9 for
the magnetocrystalline anisotropy. We presume that this ad-
ditional anisotropy exhibited by the patterned structure arises
from shape-induced demagnetizing effects. The relatively
large anisotropy compared to the drive pulse amplitude,
which results in small rotation angles, justifies the use of Eq.
(6).

The increase in damping shown in Fig. 3 is qualitatively
similar to that observed by Wolf, although we find that the
average value ol is about 40% greatérSmith also ob-
served a rapid increase in damping for 250 nm thick Permal-
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FIG. 4. Inductive wave forms obtained for step excitations with the.60 -1 -05 0 0.5 1 1.5 2 2.5
wide NiFe sample. Wave forms were acquired with different levels of dc H (kA/m)
b

bias fieldH, applied along the easy axis of the sample. We infer an equi-
librium magnetization rotation of~63° for H,=0 from values ofH,

— 1.6 kA/m andH,— 1.8 kA/m fitted to the Landau—Lifshitz equation. FIG. 5. Precessional frequendy as a function of dc bias fieldi,, for the

case of step excitations, using both FFT and MSF analysis. Open circles are
MSF results obtained by fitting the data using EfL). All other data were
obtained by identification of spectral peaks in Fourier transforms of the
|0y films measured by EMR when the resonance frequency jiaductive data. Filled circles are believed to derive from the lowest order

reduced. However, this increase becomes considerable onfy, * excitation. Filled squares are the second harmonic distortion ai the

. =1 mode. Filled triangles are a higher order precessional excitation, tenta-
at frequenues below 500 MHz, whereas our data show ﬁvely labeledn=3. The curve drawn through the lowest FFT spectral peak
monotonic increase in damping from 2 GHz downw&rd. is a fit to Egs.(12) and (15), with fitting parameterg=2.21+0.02 and
Such an increase in damping at reduced precessional fréh=1.82+0.06 KA/m (22.8:0.8 Oe). The Fourier transform data were fit

quencies typically has been ascribed to inhomogeneous lirfaly for H,>440 A/m (5.5 09¢. An inset shows one example of a Fourier

broadening caused by dispersionHm _4,14—16 transform spectrum foH,,= 0.6 kA/m (7.5 Os.

B. Step excitations similar to Eq. (6) for impulse response. Equatioii0) is
derived in Appendix A.

1. Data Keep in mind that inductive detection senses only the

Several fully processed inductive wave forms for thetralnsverse.component of magnetlzatldsmyzMs_sm_qb(t)._
This fact will generally result in second-harmonic distortion

case ofstepresppnse are s_hown in Fig. 4'. The four. Wave'(SHD) in the detected wave form since sinfar from ¢
forms were acquired with different dc bias fields applied Par"_ 1 is a nonlinear function. Fourier series expansions may be

allel to the easy axis of the film. A total of 1024 averages sed to show that
was used for each wave form. The applied bias field rangeH

from 0 to 2.1 kA/m(26 O¢. The step response data exhibit dm, _y
— ~0pMgBo| COShg COLwpt+p)e "

free inductive oscillations, similar to that observed for the dt
impulse response data. The oscillations last almost 5 ns for P
the cases of 800 A/m and 2.08 kA/m bias fields. However, 0. . —2tlr 3
S . . — 5 Singgsin2(wpt+¢)e +0 , (11
the free oscillations are greatly reduced in amplitude for zero 2 N $o Sin2(wpt + ¢) (Bo), (1D

bias field. Indeed, the wave forms fbt,<<400 A/m (5 O¢
show only minor oscillations, indicative of critical damping.
The full width at half maximum of the primary inductive
pulse forH,=0 is 200 ps.

where we have used the approximatjgge "< 1. Equation
(11) and its more general form are derived in Appendix B.
Large ¢, will produce a second-harmonic distortion to the
inductive signal which impedes a simple, damped sinusoidal
fit. Indeed, a large magnetization rotation ¢f= /2 will

2. Fitting result in only a second-harmonic signal.

The magnetization can rotate to a relatively large equi- The modified sinusoidal fitMSF) described by EqiL1)

. - was applied to the step response data to determine foth
librium angle ¢, for step response excitation. Nonetheless, - '

: o andr, wheref ;= wp/27. The data were fitted only after 2—-3
we still expect the magnetization angle to evolve as an ex-

. . X . . cycles of oscillation to ensure that the motiongofvas small
ponentially decaying sinusoid long after application of the o .
X enough for the approximations used to derive 8d) to be
step according to

applicable. The results of fitting fdr, are shown in Fig. 5.
d(t)= ¢+ Bo SiN(wpt + e, (100  The extracted damping constanis discussed below.
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In addition to time-domain fitting, we may also deter-

mine the fundamental precession frequency by transforming 30
the data to the frequency domain by a fast Fourier transform 3
(FFT). Frequency spectra yield multiple peaks which are not

. o . . 25
apparent from the time-domain fitting to long-time behavior.
We identify three different peaks from the spectra. The peak 4,
positions are continuous functions bif,, all of which are = =
plotted in Fig. 5 along with the results of the modified sinu- E 4158
soidal fit. A representative spectrum for the caseHyf < <
=0.6 kA/m (7.5 Og is shown as an inset to Fig. 5, with all 41
three spectral peaks identified. The frequency of the lowest
spectral peak is nearly identical to that resulting from the 905
MSF, suggesting that this peak results from the lowest order
(n=1) precessional excitation. The highest frequency peak 2_50

is attributed to the aforementioned SHD resulting from trigo-
nometric distortion of the inductive signal because it occurs
at exactly two times the frequency of thle=1 mode. In  Fig 6. Amplitudes of ther=1 modeA,; andn=3 modeA, as a function
addition, a third peak, located at a frequency betweemthe of bias field. The data are fitted with a model described in Sec IV.
=1 mode and the SHD, was also observed. We tentatively
identify this peak as that of a higher-orde# 3 precessional
mode.

We expectf,, for the n=1 mode to approach the stan-
dard FMR result for weak damping:

are included in the fit, the resultant function does not cor-
rectly reproduce the data over the entire rangél gf
The relative amplitudes of the=1 andn=3 spectral

y 22U peaks do not remain constant with changing bias field, as
fo= > ,(,L()(W (12 may be seen in Fig. 6, where we show the relative ampli-
T bo tudes of then=1 andn=3 peaks as obtained by fitting the
data to Lorentzian-shaped peaks. Tie 3 peak grows in
YO amplitude with a reduction iftd,, whereas thev=1 peak
= 2 MsHeff(d’O): (13) Shl’i[I)’]kS. b P

_ In the case of step excitation, an accurate estimate for
He( #o) =Hp COSho+Hp singg+Hycos2pg,  (14)  the pulsed fieldH, is essential to properly fit the datt,,
affects both the equilibrium magnetization orientation and

whereH, is the field step amplitudeH, is the uniaxial in- ¢ hrecessional frequency. In the limit of no separation be-

plane anisotropyt)(¢) is the free energy of the system, and e the sample and waveguide, the pulsed field magnitude
¢ is the effective equilibrium direction of magnetization

. o X e may be calculated from the voltage pulse amplitude using the
with respect to the longitudinal axis long after application of

i ) . i characteristic impedance of the wavegutjcand Ampere’s
the field step.Hg is the stiffness field; we have assumed law for a current sheet of widty.

negligible damping X <f,;). We call ¢, an effective equi-
librium direction only because it is not actually independent Vv

of position within the sample. HoweveH (¢ must be Hp=ZZpW.
invariant with position forf , to be a well-defined quantity of 0

a pr_gcessional mode; that IQ) must also be invariant with \y/e assume/, is equal to that produced by the pulse gen-
position as required for an eigenmode. erator. Fow=50um, V,=10V, andZ,=60(), we expect
) SinceHy is not k”OW”"j_‘ priori, we must 5_°|"e Eql2) pulse amplitude of 1.7 kA/ni21 Oe¢. We verified the
simultaneously with the minimum energy criterfén validity of Eq. (16) by measuring the precessional frequency
for a larger voltage pulse, employing a pulse generator ca-
) =Hysingo+Hptang,—H,=0 (15) pable of producing 40 V step wave forms, a factor of 4
o greater than the pulse generator normally used for these mea-
surements. We assume the majority of the sample magneti-
to numerically fit the data in Fig. 5. The solid line drawn zation was rotated by a full 90° under the influence of this

through the FFT data is such a fit, wigh=2.21+0.02 and  |arge pulse. By measuring the precessional frequency, we
H,=1.82£0.06 kA/m (228': 0.8 Oe) We also fitted the fre- calculate the field pu|se amp"tude by

guencies obtained from the modified sinusoidal fitting, with

g=2.20+0.02 and H,=2.08+0.06 KA/m (26.G-0.8 Oe). wpz%uo\/m- (17)

The fitted gyroscopic splitting factors are in excellent agree-

ment with the value obtained from the impulse experiment.The fits for V,=10V andV,=40V were corefined using
We were forced to restrict the fit of the FFT data to Egs.(12), (15), and(17) to determine self-consistent values

Hp=440 A/m (5.5 Og; the fitting function and data diverge for H,, Hy, and g. We thereby determined thatl,

sharply forH,<440 A/m. If the data belowH,=440A/m  =1.63kA/m(20.4 Og, only 3% less than predicted by Eq.

(16)

(au
b
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FIG. 7. LL damping for step-response data obtained by three different fitting
methods. Open circles are the MSF results using(Ef). Filled circles are  FIG. 8. Gyroscopic splitting factog and inductive coupling efficiency
the result of fitting the entire time range of data to LL. Filled triangles are resulting from fits of inductive step-response data to LL.
the result of fitting to LL, but over a restricted time range similar to that
used for the MSF. The damping has been scaledbtoaid in comparison
with past published values ofcg=\ /4.

with decreasing bias field. The damping saturates for 0

<Hp<280 A/m (0<H,<3.50e), with an average value of
(16). Using fitted values foH, andH,, we infer an effec- \/47w=634+17 MHz, roughly three times greater than the
tive magnetization rotation angle for the case of zero biaslamping obtained foH,>0.7 kA/m.
field: ¢o=arcsinf,/H,)=63°. Fitting of the entire data set to LL also yields values for

We extracted damping values from the step excitatiorg ande, the inductive coupling efficiency. Bottp and thee

data by three alternative methods. First, application of there plotted in Fig. 8. The average value feris 0.62
MSF discussed previously yields the exponential dampingt0.05. The fitted value forg is constant only forH,
time 7. Second, the data were fitted directly to the LL equa->560 A/m, where it is equal to 2.21. It varies between 2.14
tion. The LL equation in spherical coordinates for a magnetiand 2.55 below 560 A/m. This fitted value fgrover the
film in the xy plane may be written as restricted range oHy is in excellent agreement with that
obtained by fitting the precessional frequencies to (&8).

d—¢:|V|MoMs¢— Lz E, Mallinson and others have argued that the LL model for
dt uoMyg 9 magnetodynamics is unphysical for large damping, in which
dy |y U (18 case the . Landau—Lifshitz—Gilbert model is more
rTen M. 96 + N, appropriaté® However, these two models are degenerate for

the case of weak damping;=\/yuo,M<11° The largest
where ¢ is the azimuthal magnetization directiogt,is the  damping we observe is fad,<280A/m (3.5 Og, where
polar magnetization direction relative to the sample plane\/47<700 MHz («=0.05). We thus conclude that the LL
(M,=0 for =0), and we have assumefl<1l. Equation formalism is an appropriate model for the analysis of all our
(18) is solved numerically, using the measured transmittediata.

voltage pulse as the time dependehy(t) in dU/d¢. Only Finally, a small digression into the assumption of in-
three free parameters were used to optimize the/fit, and  plane sensitivity for this inductive technique is in order. We
an inductive coupling efficiency. Finally, the data were have assumed until now that the magnetization response is
fitted to a numerical solution of LL, but only over a reduced predominantly in-plane. However, the precessional motion
time range which excludes the first half cycle of oscillationof the magnetization as indicated by our data implies a non-
in the inductive data. The results of all three methods areero perpendicular magnetization component. It is therefore
compared in Fig. 7. The damping obtained by the MSF andeasonable to expect oscillations in theomponent of mag-
the numerical solution to LL over a restricted time rangenetization to make a contribution to the total inductive sig-
agree quite well within the experimental error. The averageal. We do not believe these contributions to be of any sig-
damping obtained by the MSF and the restricted numericahificance for the experimental geometries employed by us.
LL solution areN/4w=177+20MHz and 1649 MHz, re-  First, the out-of-plane sensitivity of the waveguide for an
spectively. The damping obtained by numerical fitting of LL inductive signal has odd parity across the width of the wave-
over the entire time range is in fair agreement with the otheguide (using the Karlqvist equation& Thus, the waveguide
two methods, but only foH,=0.7 kA/m (9 O¢. For H, cannot pick up the perpendicular component of even parity
=0.7kA/m, the average damping by full LL fitting is modes 6=1,3,5, ..). Second, the precessional motion of
NAm=225+18 MHz. For smaller bias fields, the full nu- the magnetization is extremely elliptical, in virtue of the
merical solution yields a damping which rapidly increaseslarge difference between the out-of-plane and in-plane
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anisotropies. The ratio oM, to M, for FMR excitations H_4 must be uniform throughout the sample for any given
scales with the square root of the ratio of the in-plane angigenmode.

out-of-plane anisotropi¥: H, /M ~0.05 for our samples. Let us consider only the shape anisotropy term in the
Thus, in the event that odd parity modes are present, thecal free energy of the sample:

strength of the inductive signal due to the perpendicular

magnetization component would be only 5% of the longitu- US(y)= — @M H 19
dinal magnetization signal strength, making them difficult to <y) 2 y(Y)Ha(y)- (19

detect. We anC.IUde that our assumptiqn Of. nggllgible OUtAs a first order approximation to a precessional eigenmode,
of-plane sensitivity, while an approximation, is justified.

let us presume that thecal demagnetizing fieldHy(y) is
proportional to thelocal magnetizationMg(y) of the nth
eigenmode through a demagnetizing fadtrsuch that

Ha(y)=—NpMy(y). (20)
The presence of multiple peaks in the FFT spectra Ofrpe |ocal free energy is therefore

step excitation data suggests that the magnetization reacts

inhomogeneously to the application of the field step. While

some microscopic inhomogeneity may be pregestripple

or defect$, the fact that the samples are narrow enough in i i i i

width to cause a significant increase in shape anisotropy su%—he stiffness field, which determines the frequency of pre-

gests that finite size presents the largest source of inhomog&€SS!ON: 1S

neity. We expect that the strong demagnetizing fields at the U3

edges of the sample effectively pin the magnetization. —zw,uoNnMgz,uoHﬁ(n)Ms, (22

Within the constraint of such a boundary condition, multiple ¢

odd-indexed excitation modes should be present, each withwahere we have assumed tha{y)<1 (that is, large bias

well-defined eigenmode frequency of precession. Previoufields) and have used the conventional definition of the shape

theoretical work by Bryant and co-workers treats the prob-anisotropy fieldHy(n)=N,Ms. Thus, we see that the dy-

lem of finite Permalloy stripes for the case of FMR by nu- namical shape-induced anisotropy fi¢lf(n) represents the

merically calculating the exact eigenmodésn the absence proportionality between the local magnetization of tht

of an alternative theory, we shall compare our results to Bryeigenfunction squtiorM{,‘(y) in the transverse direction and

IV. DISCUSSION

Ui(y) = S5 NoMESir? 6(y). (21)

ant’s theory. the local demagnetizing fieldj(y), where
We shall also discuss the peculiar nature of damping for N
step excitation data. Our results suggest that a more complex HS(n) = Ha(y)
k(nN)=—5—M (23

time-dependant damping may be required to provide a phe-
nomenological description of our data. In addition, a corre-

lation of the damping anth=3 mode amplitude provides ' ) o ,
strong evidence that the inhomogeneity responsible for thg/mg the requirement that the entire eigenfunction precesses
t the same frequencyfor arbitrary¢, the general require-

creation of higher-order excitation modes is also responsiblé1 ) S o, 2
for the strong increase in damping at low bias fields. ment for an eigenfunction is thatU/d¢? be independent of
position. This is a significantly more difficult theoretical

A. Anisotropy problem to solve. The magnitude ofHy(n) will depend
The difference between the static, measured Crysta"inguantitatively on the exact functional form of the magnetiza-
anisotropy and the fitted, dynamidd|, may be attributed to tion distributionMC,(y). Ii1 the case of an infinite plane with
shape anisotropy. In the static case, the shape anisotropy off# average magnetization aligned alongxteis, the mag-
finite width strip is not a well-defined quantity. Only ellip- rietizat|on profile is smusom{ial_and the_anisotropy_is_propor-
soids have well-defined demagnetizing factors such that Hgnal tozihe wave numbeky (in the thin-sample limit, or
uniform magnetization will result in a uniform demagnetiz- kyd<1):
ing field.. Ingleeq, 'the static equilibrium distribution.lmf'(y) HE(n) = k"M 6. (24)
for a stripe is distinctly nonuniform far ,# 0 in the limit of y
negligible crystalline anisotropy, whereas the demagnetizindg’inning of the magnetization st= —w/2 and+w/2 leads to
field is uniform, withHg=—H, .?2(This is a consequence of a quantization of the wave numbiai/’:nw/w. For a finite
the requirement that the local torque be zero wiveris in  width stripe, the wave number is further modified by edge
equilibrium) effects due to the abrupt end of the magnetization at2.%
However, the dynamical case is different: The magneti-The effective mode numbery; is defined as the normalized
zation distribution may now fall into eigenmodes of preces-wave numbeineffzky“vv/w. Thus, an exact value farg; will
sion, where a given eigenmode is defined as having a unalso depend quantitatively on the functional formM>§(y).
form precessional frequency everywhere in the sampleBryantet al. calculated that, in the limit of uniform magne-
Presumably there is no single eigenmode solution, so wézation along the stripe lengttk{=0), nyz=0.735 fork’.?
shall consider any particulath eigenmode. Examination of However, ngg—1 as ky— (ngg~1 for k,=20Mv, or A\,
Eq. (12) allows us to conclude that the total stiffness field <3.24v).%

My(y)

Hi(n) is approximately independent of position, thus satis-
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The total anisotropy, is the sum of shape and crystal- @ | T T T T T T
line componentsH,=H§(n)+H . Since we have fitted i irhg MAT = 450 MHz H =04kA/m |
dynamical anisotropies for two widths of sample stripes, we NR (=50¢) B
may then determine both; andH® in a simple algebraic AV AN .
fashion:H$(n) is inversely proportional tev, whereasH g 5 +—t—+—+——+—
is not. If we use the _anisotropy for the step response mea- .g i °““ Mdn = 158 MHz T D :
surement as determined by the MSF, we hang=1.45 Lhoye 0 |e---- L-L fit
+0.09 andH '= 160+ 60 A/m (2=0.8 Oe). Here, the crys- SN e e~ i
talline anisotropy is in poor agreement with the statically = | } | } | } }
measured value of 340 A/i#.3 O8. If instead we use the 5 —(°),e\ M > Aj4n =561 MHz
anisotropy for the step response measurement as determined ! ‘, A /dn=158 MHz ]
by fitting to FFT spectra, we have.s=1.06+0.09 and LY, b .
H*®=416+60A/m (5.2-0.80¢e). The crystalline anisot- (—OW' L1
ropy is now in good agreement with the statically measured 0 05 1 15 2 25 3 35 4
value. Time (ns)

Note that the flttemeff IS .1'5_.2 t.lmes _the theoretical FIG. 9. Results of fitting inductive step-response dataHgr 0.4 kA/m (5
value from Bryantet al. This dlspanty INNesr IS NOt yet un- Oe) using LL. (a) The result of a fit when only the first 0.5 ns of data is
derstood. One possibility is thiag# 0; that is,M is inhomo-  used for the fitting with a fitted damping af4= 450 MHz. (b) The result
geneous in the direction parallel to the sample stripe. Also9f a fit when the last 3.5 ns of data is used for the fitting with a fitted
Bryantet al. considered only the case of a large external biag2mping of\/4m=158 MHz. () Demonstrates a fit to the data using a
. xtal 21 14 . model of time-varying damping, with fitted damping ®§/47w =561 MHz
field H,>H}® such that¢y=0." It is conceivable that the and /4 =158 MHz.

eigenfunctionwl;(y) are significantly altered fogy# 0 and

|
H2+0. H,
M,=M SH_E (28
B. Signal amplitude _ 2 HpW) . 29
We expect the magnetization rotation for our samples to Nerm | &

be nonuniform, as determined by the spatial profile of thewe then estimate as the ratio of Eqs(27) and(28). Using
excited dynamical eigenmodes. If the magnetization rotatioBryant’s calculated value af.4=0.735 for the lowest-order
were uniform, we would predict a theoretical magnetizationmode with k,=0, we arrive ate=n.7/8~0.91, in fair
change of agreement with the experimentally derived value. A more
th_ . accurate calculation would consider static and dynamic mag-
My=Mssin¢, (25) netization profiles withH*®+0 and ¢+ 0.

whereg is determined for step data from Ed5). We define
the normalized experimental coupling efficiency a&s
= My/Mty“, using Eq.(5) to determineM,. As such,e is a The damping has a different dependence on bias field for
qguantitative measure of the nonuniformity inherent in thethe impulse and step response data. While the impulse data
magnetization rotation. Numerical fitting of the step- exhibit a slow monotonic increase in damping as the bias
response data to LL yields=0.78+0.06. field is reduced, the step data are relatively constantipr

We consider the equilibrium magnetization profile long >0.6 kA/m (7.5 O9, as obtained by our three different meth-
after application of the field step fét,=0. The magnetiza- ods. For bias fields less than 0.6 kA/m, the damping is dra-
tion distribution as a function of positiop across the width matically different, depending on whether the analysis in-
of the sample is given BY cludes or excludes the initial cycle of inductive oscillation.

Including the initial portion of the wave form in the numeri-
How L (Zy )2

C. Damping

M (y)= —P— A cal fitting procedure results in a sharp increase in damping
y 1) w between 0.32H,<0.5kA/m, below which the damping is
relatively constant, with\/47=650 MHz. Exclusion of the
initial 1-2 cycles of oscillation produces damping values
which remain unchanged with bias field. These disparate val-
ues for fitted damping, depending on the temporal range of
o ( pr) fitted data, suggest that the damping is not constant over the

(26)

where 0<y<w. The derivation of Eq(26) ignores any crys-
talline anisotropy and assumésw<1. The average of Eq.
(26) across the width of the sample is

My= s | (27) entire time range of measurement. This notion is exemplified
in Fig. 9, where several attempts to fi{,=0.4 kA/m (5 Oe
Bryant et al. predict the dynamical shape anisotropy givenstep response data are shown. Figu@® 6ompares the data
by Eq.(24), where they, like Bertram, also ignore crystalline and fit when the numerical algorithm is optimized to fit the
anisotropy. If we were to naively assume uniform behaviorfirst ~500 ps of inductive response. While the fit is good
when predicting magnetic rotation, as is assumed for Egduring the early portion of inductive response, it clearly suf-
(25), then we would conclude fers from overdamped behavior relative to the latter portion

B
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of data. Figure ) presents the converse situation, wheregreatly complicates the analysis of the step data. Indeed, us-
the fitting algorithm was optimized for the all the data excepting LL to fit the data is clearly suspect féi,<<0.28 kA/m
the first nanosecond of response. Again, the fit is good ove3.5 09, where then=3 peak exceeds the=1 peak in
the optimized range of time, but fails to fit the first half cycle magnitude. This may partly explain why the fitted values for
of oscillation by a factor of 2. It appears that there is ag shown in Fig. 8 become less stable Fby<<0.28 kA/m(3.5
transient increase in damping during the early portion of dy-Oe). Clearly, the simple picture of coherent magnetic preces-
namical response. sion is inappropriate at low bias fields.
To test whether the notion of anomalous transient damp- One possible explanation for the growth of the=3
ing is a plausible explanation for the observed phenomenanode at low bias fields is the saturation of tire 1 mode for
we used the following model: The damping is set to an initiallarge ¢,. Such a saturation may be described by a purely
value\y and is abruptly changed to a final valugat a time  geometrical formulation, which naturally leads to nonlinear
corresponding to a half period of oscillation in the experi-effects. We begin by assuming that the magnetization is
mental data. Again, the driving function used for the fit is originally excited in then=1 mode, characterized by a sinu-
derived from the measured voltage pulse transmitted througboidal distribution of the magnetization angle across the
the waveguide. We fit the data with LL using four free pa-width of the waveguide:
rametersig, N1, 7, ande. The resulting fit is shown in Fig. my
9(c). The fit is now good over the entire time span of the ¢(y,t)=g(t)sin(—), (30
data. Further, the fitted damping is almost a factor of 4 larger w
during the initial stage and is comparable to the dampingvhere 0<y<w and g(t) is the time-dependent amplitude
obtained by fitting the entire wave form with a single damp-for the excitation. We ignore finite size effects since these
ing parameter. generally act as perturbations to the classical magnetostatic
Admittedly, this step-function model is somewhat arbi- mode result of Damon and Eshba¢hwe expect to couple
trary, and we have chosen it for its numerical simplicity. A preferentially to then=1 mode since the excitation field is
more accurate representation of time-dependent dampingpproximately uniform across the sample width. The magne-
would presumably result in a more continuous variation oftization in the transverse direction is given by
damping with time._ However,_ we prese_nt _this model as arMyzsir[¢>(y,t)]
elementary analysis to provide quantitative results based
upon the observed phenomenology. [Ty _[3my
The large transient damping observed at low bias fields =2J1[g(t)]sm(W +2J3[g(t)]sm(T

?If'l)'/ expl::unl the E(.)O:hf.'t :(0 I§q$12) a[]r?](lf) of tkhg nt: L Thus, we see that large magnetization rotations will naturally
d r?‘?te(zjrat Ipeab_ln f'lsidle range.d i eth p]f?taThf”‘ aare spawn higher-order spatial modes. Note the dependence of

IrgusS slcht?al 2¥1viftl?ss alt(?sesntC ?nm 51aerepre2esseioln.al f;2§$gr:2?g§e respective amplitudes upon Bessel functions, with the

obtained by fitting the data to a modified damped sinusoid Xcitation amplitude as arguments. Such a nonlinear mecha-

which excludes the initial 12 | f maanetic r N hism will depend primarily upon the maximum excursion
ch excludes the al Z—< cycles of maghetic respo .Seangle¢max of the magnetization immediately following ap-

from a large initial stage of damping. We show in Appendix%\:;c?:gn r?fj::eerifcglcli s;(e;ﬁ/.elr;ot;e “Tjgiﬁf negligible damping,
B the well-known result that damping shifts the resonance y y max USING

frequency of magnetic precession down from its asymptotic ~ U(¢=0)=U(¢dmax, (32
limit according to Eq.(A8). For H,=320A/m (4 Oe), the  whereU(¢) is the free energy of the magnetic sample after
FFT-derived precession frequencyfi§ '=1.175GHz. The the field step has settled to the equilibrium valueHgf, and
LL derived damping is\"-/47r=521 MHz. In the limit of  we are equating the energy at the morridnbegins to move
linear oscillatory analysis, we expect the “idealfree of  and wherM reaches it maximum angle. We may now model
damping precession frequency to befo=[(f;")?  the amplitudes of tha=1 andn=3 spectral peaks4; and
—(\")?]Y¥2=1.285GHz, implying a damping-induced fre- A,, respectively as
guency shift of 110 MHz. This frequency shift is close to the _ _
measured error of 128 MHz between the precessional fre- A1=Codil émal Hp)ITp(n=1),
guency data and the fit to Eq$12) and (15 at H, Az=CuJ3[ Pmad Hp) 1T o(n=23), (33
=320 A/m(4 Og). While such analysis shows that the damp-\yhere we have scaled the amplitudes by the precessional
ing obtained by the LL fitting is a plausible explanation for fequencies of the two different modes to account for the
the anomalous frequency shift observed forel peak, @ hquctive method of detectiofsee Eq(4)]. The inset to Fig.
more complete quantitative analysis is difficult, due to theg shows the results of fitting the spectral amplitude data to
nonlinear nature of magnetization dynamics when the Mageq. (33), with only C, and C, as fitting parameters. The
netization is driven over large excursion angles. model fits the spectral dependence for thel mode orH,,
accurately, including the occurrence of a cusp in thel
data around 0.6 kA/ni7.5 Og. The fit for then=3 mode is
The occurrence of multiple spectral peaks for step-4n more qualitative agreement, where both the model and
response excitations, indicating multiple precessional modeslata display a rapid increase in the amplitude of the3
distinguishes the step response from impulse response amabde forH,<0.8 kA/m (10 O@. However, the model pre-

+---. (3D

D. Spectra



J. Appl. Phys., Vol. 85, No. 11, 1 June 1999 Silva et al. 7859

Hb (Oe) over the past five decades, a lack of time-domain data to

5 0 5 10 15 20 25 30 facilitate a similar understanding of fundamental limits to
0T T T T T T T3, switching speeds in technologically relevant materials re-
700 |- i los mains. The dearth of time-resolved data has partly stemmed

= 600 - My ' from the lack of a simple and direct method for such mea-
E * A 1%# surements. The inductive method described here is both
b 5001 -2 S simple and direct, albeit the analysis of the data may be
X 400 416 § complex. The complexity of the analysis is in part due to the
< 300 | dia < lack of appropriate theoretical tools for the understanding of
&5 200 08 switching dynamics under the influence of moderately large
= 1 field pulses. Indeed, we have found several phenomena
100 |- m 194 (saturation-induced nonlinear mode generation, transient

0 L L L L L 0 damping through the analysis of our data which appear
05 0 05 1 15 2 25 unique to time-resolved experimentation. Nevertheless, a
Hb (kA/m) conventional analysis based upon the Landau—Lifshitz equa-

' _ _ o tion can provide a coarse understanding of the dynamical
FIG. 10. Comparison of damping obtained via fitting to b, and the — hrcesses with some degree of quantitative self-consistency.
amplitude of then=3 peakAs vs Hy . The damping data are shifted down Alternative methods for time-resolved observation of
by Ny=121 MHz to account for intrinsic damping mechanisms, which s )
should not affect the amplitude of te=3 mode. subnanosecond magnetization dynamics have been devel-
. ) ) ] oped in recent years. Time-resolved Kerr microscopy has
dicts a monotonic decrease in the amplitude ofitke3 peak gy ccessfully resolved precessional dynamics in both YIG and
with increasingH,,, in contrast to the data, which settle to an Permalloy films2*25 One obvious advantage of such an op-
asyr_PE_totlc \:aluiz_ of _Oﬁo.l(;nv folr_Hb>O.8 kAr\]/m (10 Ofé- clical method is the capability to spatially resolve details of
IS Saturation-induced noniinéar mechanism tor &, nitorm dynamics. Recent efforts to use pulsed x-ray

gener_at|on O.f h|ghe_r-order pre_:cess_lonal modes may partg;(ources for time-resolved spin polarized photoemission mea-
explain the time-variant damping discussed above. Indee .
urements have been fruitffl. However, both such tech-

the damping obtained by fitting the step-response data to I'niques are expensive and complex to implement. The induc-

and the amplitude of the=3 peak obtained by Fourier . thod ted h ) h simoler. both in desi
transformation have similar dependences on bias field, atéve method presented here 1S much simpler, both in design
and in use, with the exception of our use of a mode-locked

shown in Fig. 10. This similarity supports the notion that®’ , )
saturation-induced mode generation is the source of anomgd-Sapphire laser as part of the impulse generator. We used a
femtosecond laser due to its timely availability; there exist

lous transient damping seen in our data.
Sandler and Bertram have performed micromagneti@ommemial electronic sources for impulse generators which
simulations for a magnetic system modeled after the inducaré easier to both acquire and operate.
tive experiments presented héfeThey have observed an Three different analyses are used to extract gyromag-
inhomogeneous magnetization distribution during the revernetic parameters for step excitations from our samples. The
sal process with clear indications that higher order spatialise of multiple fits was necessitated by our inability to fit the
modes are indeed present. In addition, they find that theidata with any one approach to a high degree of certainty. The
simulations can reproduce the phenomenology of the tranMSF technique provided precessional frequencies as a func-
sient damping process observed in our experiments, althougfon of bias field which may then be fitted with the standard
the micromagnetic simulation employs only a fixed micro-equations for ferromagnetic resonance. It also provides a
scopic damping constant. Presumably, a microscopically dedamping value which describes the rate of the exponential
fined damping parameter is a reasonable approximation tgecay long after the application of the field step. In essence,
the intrinsic damping. We conclude that the damping paramihe MSE approach bridges the gap between our time-
eter which we fit to the data is an effective value for damp-resolved data and a conventional, pulsed FMR measurement.
ing, not to be confused with an intrinsic damping parameteryse of LL to fit our data is justified only if all the magneti-
While the |n'_tr|nS|c damplng is representatl_ve of .the_ funda-, ation in the sample precesses at the same frequency as a
mental physical coupling between magnetic excitations ang,o||_defined eigenmode. The observation of higher-order

the crystalline Iattige throug'h njagnon—phon'on.sgatteringmdes through FFT analysis should preclude LL fitting.
processes, an effective damping includes less intrinsic Eﬁecﬁowever such analysis is instructive as to the degree to

such as inhomogeneous broadening and nonlinear mode cons . . :
L . which our sample departs from a simple, uniform model of
version(i.e., magnon—magnon scatterjngs comparison of

damping parameters obtained by micromagnetic mode"ng:ecession with reduced bias field. Finally, a comparison of

and phenomenological fitting should shed light on the degreMgllz‘L fltslrestncte(?jto llong t|mes.afterf_the_ﬁeldfstsp and th?
of nonintrinsic effects present in our experimental system. results serve dual purposes: verllication of the approxi-

mations used to derive the MSF algorithms, and clarification

V. CONCLUSION that any departure of our data from ideal LL behavior ap-

While the understanding of precessional processes ipears localized in time to the early stages of gyromagnetic
ferromagnetic materials has been greatly advanced by FMResponse.
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This technique is by no means limited to the sample 1 dU. 49U .
parameters presented. It is general in its applicability to a T= W@e_ 5 ¢ (A3)
wide spectrum of soft ferromagnetic materials and sample
geometries. In addition, this technique lends itself to comWhereU(6,¢) is the free energgensityof the system. Un-
parative studies by alternative laboratory methods, such a@er the approximation#1s>H, (“soft” ferromagney and
Kerr microscopy, time-resolved optical methods, and\<y4mMs (“underdamped” oscillator, the Landau-
scanned probe microscopies such as magnetic force microkifshitz equation may be reduced'to
copy. _ d’¢  do Ju

In summary, we have presented detailed results from a —— +\ ——+ uoy?— =0. (A4)

. . . L dt dt a¢

new inductive method for characterizing magnetization dy-
namics. This work builds upon previous implementations ofA field step is applied at= 0, which shifts the magnetization
inductive techniques by employing modern high-speed samequilibrium direction from¢=0 to ¢,. For small motion of
pling technology, lithographic waveguide fabrication, and¢, we may expand’U/d¢ in a Taylor series and further
digital signal processing. We have demonstrated its use iapproximate Eq(A4) as
structures wit a 3 GHz bandwidth, although our sampling a2 db 2U
oscilloscope’s temporal resolution Wpuld easily permit mea- W+)\E+’uoy2(ﬁ) [é— pou(t)]=0, (A5)
surements over an 18 GHz bandwidth. For Permalloy, we ¢ o
measured switching times as short as 200 ps for an inferred _ - : .
60° rotation. Shape-induced demagnetization strongly aﬁect‘é’hereu(t) is the Heaviside step function. Taking a Laplace

the magnetization oscillation frequency. Anomalous behav'_[ransform of Eq.(A5) and setting the initial conditions to

ior was found for step-response experiments when the bia‘é(o):O and¢’(0)=0, we have

field was reduced below 640 A/nB Oe, including the ) wg%
growth of higher-order precessional modes and transient S°®+As®+wid= s (AB)
damping. Both phenomena may be partly explained in terms ) _ _
of nonuniform magnetization dynamics. wherewg=uoy*(9°U/d$?) 4 . Solving for @, we find
1 S+\/2 N w,
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Thus, the solution is an exponentially damped sinusoid,

invaluable engineering assistance with the experimental de- in th fa st itation. H th i
tails of the step excitation measurements. even in the case of a step excitation. However, the magnet:-

zation angle now oscillates about the new equilibrium mag-
netization angleb,, as determined by a solution to E45).
Since actual excitation sources produce pulses which deviate
The Landau-Lifshitz equation in two systems of units issomewhat from a perfect step, we may generalize our solu-
tion to the form

(A7)

APPENDIX A

dm .

E=—|’)/|T— ,LLOMg(M XT)(S| Un|t$, (Al) ¢(t)=¢o+,8087“7$in(wpt+<p), (AlO)

dM N wherer=2/\, By and ¢ are fitted parameters, and sufficient

5t —|y|T— —=5(MXT)(cgs unit3, (A2) time has elapsed such that the applied field step has attained
t 4mMg a final value.

where M in Eq. (A2) has units of

ergOe cm3=emucm 3. The damping parameter is in

units of s* and is numerically identical in either system. APPENDIX B

This is not the same definition for LL damping historically

invoked by either Smith or Wolt:!* We shall call their pre- The inductive voltage is given by E¢4). We shall as-

vious definition of damping\.4, and the relationship be- sume@=0, without loss of generality. Since the geometry

tween damping parametersNs=4m\ . The factor of 4 employed by the described technique detects changes in the

in Eq. (A2) is required for dimensional balance. flux along they axis only, then the detected component of
The torqueT in spherical coordinates is magnetization is given by
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My=Mgsin ¢(1)]
=M, sin ¢o+ Boe ™7 sin(wpt) ]
=M{sin( o) cog Boe 7 sin(wpt) ]+ cog po)sin Boe ™7 sin(wpt) 1}

)

Sin(¢o)| Jo(Boe "+ 2 234(Boe”)cognwpt)
_ Ms . n=246,... , (Bl)
tood o) 3 23n(Bee”Msinnayl)

where J,(x) is the nth Bessel function. When the magnetization precession angle has become sufficiently small such that
Boe Y7<1, we may use the asymptotic form of the Bessel function with the result

( - * 2 Boeftlr n
- sin( ¢o) 1+nz;e,..ﬁ( 5 ) cognw,t)
y~Ms = 2 (Bee tT\"
\ +C03¢O)n—1;5,...m( 5 ) sin(Nw,t)
( BZ
sin(o)| 1+ fe*Z"Tcoqzwpt)
~Ms3 8 : (B2)
r 0 _st/r .
\ +cog )| Boe V7 siN(wpt) + 54€ 37 sin(3wpt)

retaining terms up to third order iB,. Taking a time derivative and using the “underdamped” oscillator approximation
wp7'>1,
—t/T i Bg —2t/7 o
€09 ¢p) Boe™ "7 coq wpt) +Sin(¢g) =€ sin(2w,t)
dm, M P 2 P B3
dt s B ., (B3)
+ cog ¢) 5 e U7 cog3wpt)

The third harmonic distortion, represented by the third term=~ ¢y, which is equivalent to assuming that the free energy
in Eq. (B3), will always be very small compared to the fun- profile U(¢) may be approximated by a parabola. Finally,
damental frequency, no matter what the value figy is.  let us assume a damping ®& 130 MHz, a typical value for
However, the SHD may become arbitrarily large relative toNig;Feo.# If the magnetization rotation is only,=20°,

the fundamental ag, approachesr/2. Thus, we have our then the required waiting time for simple sinusoidal behavior

final form is thin=0.2r= 250 ps. However, if the magnetization rotation
dM is as large aspy=60°, then the wait time increases ttg;,
—y~prS[cos(¢0),80e’“’cos(wpt) =2.97=3.6 ns. Suqh a long waiting time is pr_ohibit_iv_e be-
dt cause the signal will have decayed to a level insufficient for
" %sin(¢0)ﬁ(2)e‘2‘”sin(2wpt)]. (B4) numerical fitting, given the finite signal-to-noise ratio of the

inductive measurement.
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