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Abstract—In this paper, we employ measurements of
transponder tolerance to both differential group delay (DGD) and
second-order polarization mode dispersion (SOPMD) and of the
temporal evolution of DGD and SOPMD in installed transmission
systems to predict the influence of PMD on the rate and duration
of PMD-induced system outages. An empirical 2-D random-walk
model predicts that the outage rate and duration depends solely
on the mean fiber DGD. We find that the step size of the random
walk is nearly uncorrelated with the instantaneous value of the
PMD. We then justify the assumptions of this procedure with
a full numerical simulation and employ a biased Markov chain
algorithm to generate highly accurate results for system outages
where simplified models fail.

Index Terms—Monte Carlo methods, numerical analysis, optical
fiber applications, optical fiber polarization, polarization mode dis-
persion (PMD).

I. INTRODUCTION

P OLARIZATION mode dispersion (PMD) complicates the
assessment of network performance because of its time-

varying nature. Estimates of PMD-induced outages are often
quantified in minutes per year [1]. However, this metric does not
provide insight into the frequency or duration of outage events.
For example, if one claims an impairment of 53 min a year, does
this occur as one yearly event, or a distribution of shorter events?
This issue impacts both static point-to-point links, which can ac-
commodate PMD outages with dedicated protection switching,
and networks for which the total PMD from transmitter to re-
ceiver will depend on routing that normally changes with time.
Accommodating the provision of various paths in a network
may, therefore, ultimately require adaptive compensation for
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PMD. However, accurate knowledge of the PMD impairments
and dynamics for the possible paths are required in order to pre-
scribe the optimum mitigation technique.

Recently, Caponi et al. measured time-dependent differential
group delay (DGD) and then estimated the mean outage rate and
duration in an embedded fiber with a mean DGD, 9.4 ps
[2]. This analysis was based on the absence of correlation be-
tween the Maxwellian probability distribution of the DGD and
the probability distribution of DGD change (expressed below
in units of ps per hour). Consequently, an analytic 1-D level
crossing model could be applied to determine the mean outage
rate [3], [4]. However, PMD system outages are not exclusively
influenced by DGD as receivers are also sensitive to distortions
induced by the frequency variation of PMD associated with the
magnitude of the frequency derivative of the polarization mode
dispersion vector, i.e., the second-order PMD (SOPMD).

In this paper, we accordingly extend Caponi’s model to
address the simultaneous effects of both DGD and SOPMD
on system outages. For a fiber with a known value of , the
probability of an instantaneous state with a certain DGD and
SOPMD is given by the 2-D joint probability density function
(J-PDF) [5]. We here combine numerical techniques with tem-
poral measurements of DGD and SOPMD taken on an installed
buried fiber to simulate the evolution of instantaneous PMD
states over the J-PDF with time. To model this evolution accu-
rately, however, we must determine not only the PMD behavior
of the fiber, but also the PMD tolerance of the transponder.
Therefore, we measured a commercial transceiver’s tolerance
to DGD and SOPMD with a programmable PMD source, and
employed this data to determine the combinations of DGD and
SOPMD that give rise to the excessive penalties associated with
system outages. Superimposing these penalties on the J-PDF
yields an “outage boundary” that separates PMD states with
acceptable penalties from those with excessive outage inducing
penalties. We then simulate DGD/SOPMD evolution and mon-
itor the crossings of this outage boundary in order to gather
statistics on the occurrences and durations of PMD-induced
outage events. The distributions of times between outages
provide important information for protected links for which the
frequency of outages has far greater practical relevance than
their duration.

Further, we present a simplified alternative model of PMD
time evolution based on the stochastic variation of mode-cou-
pling angles in a standard fiber emulator. We demonstrate that
this numerical model of PMD evolution yields a PMD step-size
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distribution consistent with experimental measurements, further
justifying the assumptions of the empirical random-walk model
of the preceding paragraph. It is of fundamental importance to
note, however, that our model unlike that of [4] is based on
local rather than global fiber parameters. Therefore, it can im-
mediately be applied to general fiber links in which the birefrin-
gence of individual sections of an optical fiber vary stochasti-
cally but at different rates according to the particular properties
of the local environment. On the other hand, in the simplified im-
plementation of this paper, we vary each mode-coupling angle
of the fiber emulator stochastically but with identical magni-
tude distributions, so that an experimental PMD time series can
be characterized with a single measurement of the fiber’s drift
time [6]. Our results then apply principally to systems for which
the properties of the outage states are dominated by first-order
PMD.

II. MEASUREMENT OF TRANSPONDER PMD TOLERANCE

In this section, we briefly describe our experimental tech-
nique, which will be applied to 10-Gb/s signals in fibers with
15 ps 35 ps, corresponding to the range of states gen-
erated by our DGD source. In particular, we will characterize
the PMD penalty of a commercial OC-192 transponder with a
DGD- and SOPMD-programmable PMD source.

PMD-related system penalties can be determined from the
noise-loaded bit error rate (BER) [7]. The BER is measured at
several optical signal-to-noise ratios (OSNRs) by attenuating
the 10-Gb/s nonreturn-to-zero (NRZ) OC-192 transmitter signal
immediately before an optical amplifier. After the back-to-back
characteristic of the transponder is recorded in the absence of
PMD impairment, a programmable PMD generator is placed
after the transmitter and a polarization scrambler [7].

In this study, we limit our characterization of a PMD state
to the magnitude of its DGD and SOPMD, where the principal
contribution to SOPMD results from the depolarization of the
PMD vector with optical frequency while the polarization-de-
pendent chromatic dispersion is negligible as noted in [1]. Our
PMD generator provides a wide range of reproducible DGD
and SOPMD combinations [8] with these desired properties. In
this manner, we can locate the boundaries on the J-PDF beyond
which transponder penalties result in transmission outages. Ac-
curately characterizing the transponder tolerance to a particular
PMD state may require many hours of testing, during which the
PMD generator must maintain the desired state. In contrast, for
PMD emulators that dynamically generate PMD states, the state
in which a given penalty occurs is unknown and only an “av-
erage” penalty over all instantaneous PMD states is obtained.

With our PMD source, BER versus OSNR curves can be
determined for various DGD and SOPMD combinations. The
system penalty for each PMD state is defined as the increase
in OSNR (compared to zero PMD penalty) required for a BER
of . We measured the OSNR penalty exhibited by com-
mercial transponders at 89 different DGD and SOPMD states,
with DGDs ranging from 0 to 80 ps, and SOPMDs from 0 to
2500 ps . In general, the penalty of all transponders increases
monotonically with the DGD; further, we have observed that the
penalty of many commercial transponders varies similarly as a
function of the SOPMD at a fixed DGD.

Fig. 1. J-PDF of the DGD and SOPMD for a ��� � 25 ps fiber. The contours
are labeled by the probability density followed in parentheses by the cumulative
probability that the PMD state (DGD and SOPMD) will occur. For example,
90% of the time the PMD will lie within the inner contour labeled with proba-
bility density ���� �� . Also shown is an outage boundary for a commercial
transponder.

The OSNR margins of optical communication systems are
allotted to various parameters that degrade performance such
as chromatic dispersion, self-phase modulation, and PMD. In
our example, we assume that 3 dB of OSNR penalty is bud-
geted to PMD; that is, values of PMD that lead to penalties
larger than 3 dB yield a system outage. Therefore, we measured
the OSNR penalty at a large number of PMD generator states,
for which the DGD was sampled at 5- or 10-ps intervals, while
the SOMPD values were nominally separated by 200 ps . For
our receiver measurements, the penalty approached 3 dB for the
values of DGD 45 ps and SOPMD 0 ps . With 45 ps,
we found that the penalty rose to 5 dB as the SOPMD was in-
creased to 2500 ps , while for comparison the penalty was about
3 dB for 40-ps DGD and 2000-ps SOPMD. Accordingly, for
this receiver, we can define an approximate outage boundary
line rising from (45 ps, 0 ps ) to (40 ps, 2000 ps ). The outage
boundary for this transponder is superimposed on the J-PDF
for a 25 ps fiber in Fig. 1. This boundary approximately
separates states with penalties less than and greater than 3 dB,
which are located to the left and right of the boundary, respec-
tively. Since every transponder design has different DGD and
SOPMD tolerances, the outage boundary is unique to this partic-
ular transponder and is employed only to illustrate our method
[7].

III. DGD/SOPMD TIME-EVOLUTION MEASUREMENTS

We repeatedly measured the time variation of the first- and
second-order PMD in a target fiber to obtain distributions of
the rates of change of DGD and SOPMD. A typical temporal
measurement examined the first span of a 3-span, 110-km di-
rect-buried route [9], where two fibers from this span with
36 ps were looped-back and connected to a tunable laser and
commercial polarimeter to enable Jones matrix eigenanalysis
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(JME) measurements at each wavelength [10]. Appropriate nu-
merical derivatives calculated over pairs of wavelengths yielded
the DGD and the SOPMD. A wavelength range of 20 nm was
analyzed every 1.6 h over 174 h with 20-pm steps. The measure-
ment was then repeated on another 36-ps fiber pair on the third
span with similar results. By comparing these JME measure-
ments against our stable programmable PMD generator [8], and
noting the repeatability among field measurements taken within
a few minutes at a fixed wavelength, we estimated that the un-
certainty in our DGD and SOPMD values does not exceed 10%.
Unlike the PMD tolerance analysis of Section II, however, our
results are independent of the particular transponder implemen-
tation and unambiguously determine the time and wavelength
variation of the fiber’s DGD and SOPMD.

In order to model the temporal evolution of the PMD state,
we require measurements over a time interval significantly
larger than the correlation time associated with the PMD time
evolution. However, it suffices to record many data sets over
time intervals smaller than the correlation time, so that the
amount of relevant data can be greatly increased by including
data from different uncorrelated wavelength bands. In the
frequency domain, PMD measurements separated by 24 GHz
are essentially uncorrelated for a 36-ps fiber [11]. Thus, by
analyzing the recorded time series at wavelengths separated by
24 GHz, we obtain numerous statistically independent ensem-
bles, each of 174-h duration, that together provide an effective
4.73 years of temporal data taken at 1.6-h intervals.

A convenient estimate of the correlation time is provided
by the wavelength-averaged temporal autocorrelation function
(ACF) of the DGD and SOPMD time histories [6]

(1)

Here the time samples are recorded at intervals , while
the wavelength samples are separated by intervals .
The term represents the magnitude of the DGD or the
SOPMD. This temporal autocorrelation was applied to the full
DGD vector in [11]; however, in [12], it was demonstrated that
the above expression also holds for the magnitude of the DGD
and the SOPMD.

Fig. 2 shows the normalized ACF for the DGD of one of the
PMD impaired links examined in this study. The DGD has an
average drift time of 1.3 days as defined by [11] with similar
SOPMD behavior. Thus, in the time domain, measurements sep-
arated by less than 11 h are highly correlated since the ACF
exceeds 0.89, while by 160 h the ACF has decreased to 0.1 in-
dicating nearly uncorrelated PMD states (for visual clarity, the
large time behavior of the ACF is not displayed in Fig. 2).

A central finding upon which we will base much of our
computational formalism is that the magnitude of the change in
the PMD state over one time step in properly normalized units
is nearly uncorrelated with the instantaneous value of DGD
and SOPMD. Accordingly, we respectively express the DGD
and SOPMD in terms of the normalized quantities and

Fig. 2. Normalized wavelength-averaged temporal ACFs for the measured
DGD (solid). The dashed theoretical fit corresponds to an average drift time of
1.3 days [6]. The SOPMD curves are similar.

Fig. 3. Experimentally observed magnitude of the PMD state change � over
one time step as a function of initial position on the J-PDF, indicating that the
step size is independent of the initial PMD state.

, which will also serve, for example, as the horizontal
and vertical axes in our graphs of the J-PDF. In particular,
although the DGD and the SOPMD have differing dimensions,
in the normalized J-PDF plane, we can define a dimensionless
radius (i.e., step size) DGD SOPMD , of the
change in the normalized PMD state ( DGD, SOPMD) over
a given time interval. This 2-D generalization of the normalized
time step can be applied to a random walk over the J-PDF [2],
[5]. Indeed, the experimentally measured distribution of the
step sizes as a function of the initial PMD states grouped
according to their relative probability of occurrence (cf. Fig. 3)
is approximately independent of the probability of the initial
normalized (DGD and SOPMD) state. That is, the magnitude

of the variation in a PMD state over a time step depends
negligibly on its location on the J-PDF.

To determine the distribution of experimentally, we mea-
sured the temporal evolution of DGD and SOMPD in our fiber
link. A histogram was constructed from all uncorrelated sets
of fiber measurement data with a 1.6-h sampling period. The
results, after linearly scaling to 1-h intervals, are shown in
Fig. 4. To confirm that 1 h is sufficiently small compared to the
PMD autocorrelation period, we created histograms from every
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Fig. 4. Experimentally determined distribution of the normalized step size � for
1-h observation intervals for a 36-ps mean fiber. Two fits to the data are included
that provide a self-consistency test of our empirical random-walk model. The
step size is defined by the change in the PMD state on the normalized J-PDF.

second and third data point (corresponding to sampling at 3.2-
or 4.8-h intervals, respectively). All three time intervals, i.e., 1,
3.2, and 4.8 h, resulted in identical histograms for , implying
that the estimated J-PDF does not depend on our sampling
interval, which was far smaller than the correlation period. The
step-size histogram displays a maximum near 0.025-scaled
units. Large changes in the step size occur rarely and appear to
be underestimated as a result of insufficient statistics.

To improve the computation efficiency of our subsequent cal-
culations, we adopt the approximation

(2)

to the experimentally measured PDF of Fig. 4, in which the
values of are determined through a nonlinear least squares fit-
ting procedure. To avoid the zero in (2) at a second-order
polynomial fit to the data was employed in the vicinity of this
point. Our curve marked fit 1 was obtained with ,

, , and . These values
were subsequently employed in the empirical random-walk sim-
ulations of outage durations. “Fit 2” is identical to fit 1 below a
normalized step size of 0.06 but more accurately reproduces the
measured step size distribution in the tail region. This second
fit will be employed to establish the sensitivity of the empir-
ical random-walk model to variations in least squares coeffi-
cients. Alternatively, although not implemented in this paper,
a Metropolis sampling procedure can be employed to generate
samples directly from the experimental step-size distribution.

IV. NUMERICAL MODELS OF PMD EVOLUTION

A. Empirical Random-Walk Model

We have shown that the magnitude of the change in PMD
state is approximately independent of the initial position on the
J-PDF. To further examine the direction of the PMD change
at different location within the J-PDF, we employ a numerical
technique for modeling time-dependent effects and DGD-in-
duced outage rates that we term the “empirical” PMD evolution
model. Here we generalize the observation of [2] that the prob-
ability distributions of the DGD as well as its rate of change

(in units of ps per hour) are uncorrelated to the temporal evolu-
tion of both the DGD and the SOPMD [2]. We observe that the
change in the PMD state over a time step becomes more biased
toward the higher probability central region of the J-PDF as the
distance of the initial state from the maximum J-PDF value in-
creases. Therefore, the direction of the change in PMD varies
with position across the J-PDF space, while the magnitude of
PMD change is independent of position on the J-PDF. Our em-
pirical model calculation commences at an arbitrary point
(DGD, SOPMD) on the normalized J-PDF (repeated simula-
tions demonstrated that this result is independent of the initial
value of ). A step size drawn from is chosen as described
above from a random distribution that is fit to the experimentally
measured distribution of step sizes (Fig. 4) and a circle of this ra-
dius is drawn about . The J-PDF is evaluated on the perimeter
of this circle, and the step direction is selected from a random
variable that is weighted according to the J-PDF values on the
circle, yielding a new point . In this manner, the PMD change
is preferentially directed towards higher probability regions of
the J-PDF. We enhanced the computational efficiency without
significantly affecting our results by sampling the “weighted
circle” every 11.25 and discretizing the J-PDF on a grid of

points.
Repeating the above steps yields a random walk over the

J-PDF. A system outage is recorded each time that the random
walk crosses the outage boundary for the transponder (e.g.,
Fig. 1). However, since our calculations are performed in
normalized PMD space, the outage boundary determined for an
actual transponder must be expressed in dimensionless DGD
and SOPMD units. For the receiver in Fig. 1, the boundary is
a line from (45 ps, 0 ps ) through (40 ps, 2000 ps ). On the
normalized J-PDF, this outage boundary transforms to a line
from (1.8, 0) through (1.6, 3.2) for a 25 ps fiber while for
a 15 ps fiber the line extends from (3.0, 0) to (2.67, 8.89).
The duration of an outage then corresponds to the number of
random-walk steps over which the PMD remains beyond the
outage boundary. The frequency of outages is similarly given
by the number of steps between successive outages. After
a sufficient number of recorded outage events, we generate
histograms of both the outage frequency and the duration. We
have further verified that if this random-walk procedure is
applied only to the DGD variable the resulting outage rates and
durations agree with the integral method of [2] independent of
the starting location .

Comparing in Fig. 5 the PDFs formed from the histogram
of visited states during the resulting random walk to the the-
oretical DGD and SOPMD distributions [5] yields a self-con-
sistency test for the fitting procedure represented by (2). The
simulated and expected distributions only diverge noticeably in
the tail region (cf. Fig. 5) as the J-PDF distribution generated
by the random walk, especially for improbable large step sizes,
is noticeably affected by the step size distribution. Clearly fit
2 severely underestimates the tail of the PDF [Fig. 5(a)] while
fit 1 more closely approximates the expected theoretical distri-
butions of both the DGD and the SOPMD. Accordingly, while
we employ fit 1 in the calculations of Section V, our calcula-
tion clearly establishes the importance of an accurate model of
the step-size distribution . Finally, under the assumption that



YEVICK et al.: FREQUENCY AND DURATION OF COMMUNICATION SYSTEM OUTAGES RESULTING FROM PMD 1905

(a)

(b)

Fig. 5. (a) Probability density function of the DGD from the empirical model
random-walk plotted against the known probability distributions for two
choices of step sizes. The results obtained from fit 2 (dashed) underestimate
the frequency of large DGD or SOPMD events, while those of fit 1 (solid)
reproduce more accurately the theoretical distribution of DGD and SOPMD
(dotted–dashed). (b) Same as Fig. 5(a) except for the PDF of the SOPMD.

our step size is representative of buried fibers that are exposed
to similar environmental and/or mechanical conditions, our 2-D
random-walk model should accurately predict outage probabil-
ities as a function of the mean fiber DGD.

B. Fiber-Emulator Model

To provide a simple alternative to the empirical random-walk
model discussed above, we calculated the frequency and du-
ration of system outages directly from a fiber emulator model
in which the change in the normalized DGD and SOPMD is
recorded after random perturbations of the emulator angles that
can be associated with the changes to the fiber properties over a
time step. In our implementation, the relative orientation of the
birefringence axes between two adjacent sections is specified by
three angles describing rotations around fixed , , and axes on
the Poincaré sphere. The random change in these angles that is
assumed to result from a single time step is simulated by adding
randomly uniformly distributed values within to
the current angle. For consistency with Section IV-A, is de-
termined by comparing the numerically generated distributions
of the step size with experimental measurements. To obtain the
optimum maximum perturbation angle employed
in our calculations, we compared the simulated distribution for

from a 20-section fiber emulator for several values of in

the range to the measured temporal evolution
of the DGD and the SOMPD of Fig. 4.

We have further observed that the ACF of the PMD vector
between the outputs of the fiber emulator after and
random perturbations of the mode-coupling angles (time steps)
is described by

(3)

in agreement with [6] in which the birefringence of each em-
ulator segment rather than the coupling angles between adja-
cent segments varies randomly. The emulator’s “drift time”
is a measure of the average number of random perturbations re-
quired for the emulator to reach a PMD state that is decorre-
lated from the initial state. Since we have found numerically
that if all fiber sections are subjected to the same
randomly fluctuating environment, the PMD time evolution can
be simply and accurately modeled by equating to the mea-
sured drift time of an installed fiber [13].

Associating each random perturbation of the fiber emulator
with the 1-h sampling interval characteristic of the experimental
measurement yields a predicted DGD autocorrelation time of
1.7 days, comparable to the measured value of 1.3 days from
Fig. 2. Further, in Fig. 6(a) and (b), we verify numerically that
the obtained from a fiber emulator is nearly uncorrelated with
the instantaneous value of DGD and SOMPD. In this and our
subsequent fiber-emulator-based computations, we evenly dis-
tributed histogram bins over the normalized region 0
to 3.5 in both the normalized DGD and the SOPMD. Fig. 6(a)
then displays the distribution of the variation in the DGD and
the SOPMD after a single time step graphed as a function of
the DGD of the initial state, calculated from realizations of
a 20-section fiber emulator. Similarly, the average magnitude of

across the DGD-SOPMD plane is plotted as a function of the
coordinates of the initial state in the J-PDF of Fig. 6(b). While
the mean value of changes moderately with initial position in
Fig. 6(b), this variation is several orders of magnitude less than
the corresponding variation of the probability of the initial state.
Therefore, we conclude that the numerically calculated distribu-
tion of remains approximately constant over the J-PDF, con-
sistent with the experimental observation of Fig. 3.

Finally, the frequency and duration of outage events were ob-
tained from the fiber emulator model with a rapid transition ma-
trix procedure for dynamic system modeling that was first intro-
duced in [13]. Quantities such as the probability that a system
with a particular initial value of the DGD will evolve into an
outage event as a function of time are then simply evaluated
[13].

V. RESULTS

From the outage boundary, Fig. 1, of a commercial 10-Gb/s
transponder together with emulator time steps (the
equivalent of 700 years of PMD evolution within the framework
of buried fiber temporal dynamics considered in this paper),
we calculated the outage statistics associated with each of the
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(a)

(b)

Fig. 6. (a) Magnitude of the change in the position in the DGD-SOPMD plane
� of a state over one time step, graphed as a function of initial state as calculated
with �� realizations of a 20-section fiber emulator. (b) Contour map showing
the average magnitude of the change in the position in the DGD-SOPMD plane
� of a state over one time step plotted as a function of the coordinates of the
initial state as calculated with �� realizations of a 20-section fiber emulator.

numerical models of Section IV. We subsequently linearly
normalized our results to correspond to a 20-year period.

Histograms for the outage duration and the period be-
tween outages for a fiber with 25-ps mean PMD are shown in
Fig. 7(a) and (b) for the empirical random-walk model. Our
model predicts that for this particular transponder deployed on
a 25 ps fiber, PMD outages occur an average of 38 times
per year with mean and median outage durations of 10 and
4.8 h, respectively. Since the distribution of outages possesses a
long tail with outage durations ranging from 4 min to 6.7 days,
we believe that the median is the appropriate statistic in this
context.

We verified the results of our empirical random-walk model
by characterizing the outage performance of our measured
OC-192 transponders on an installed fiber link. A
bidirectional OC-192 system was provisioned on a 3-span
110-km route of buried fibers with net 25 ps. These
fibers were in the same cable as the 36 ps fiber of
Fig. 4. Even though the fibers are different, we assume that the
same step sizes can be employed in our model for different
fibers exposed to the same environmental conditions [9]. The
commercial transponders at the transmit and receive sides
of the link were of identical design to those of Fig. 1 and

(a)

(b)

Fig. 7. (a) Histograms of the outage event durations for a 25-ps mean PMD
fiber with the empirical random-walk model scaled to a 20-year time period
with “fit 1” of Fig. 3. (b) Time between outages for the conditions described in
Fig. 7(a).

accordingly exhibited similar performance sensitivity to DGD
and SOPMD [7]. Chirped NRZ was transmitted through the
amplifiers at each span termination to the receiver after which
the BER performance was characterized from the raw SONET
data stream. Over a 25-day period, the link experienced PMD
outage events in three separate instances; day 2, day 12, and day
17, or roughly once every 8.3 days. In comparison, our outage
simulation for a 25 ps fiber for this receiver suggests
an outage state every 9.6 days. Although the duration of the
field trial was insufficient to yield statistically precise outage
frequency and duration, the approximate agreement between
simulation and measurement is encouraging.

The PMD tolerance is sensitive to factors such as the
transponder design and the modulation scheme [7]. Therefore,
to calculate network outages with our methods, the trans-
mitter/receiver PMD tolerance and associated outage boundary
for a given transponder must be independently determined.
Once these values have been measured, however, the distribu-
tion of outage durations for fibers with differing mean DGD
but equivalent temporal behavior can be immediately calcu-
lated. Our results for the number of outages per year and the
median outage duration for fibers with mean DGD
35 ps are shown in Fig. 8(a) and (b). Here the J-PDF was not,
however, obtained analytically but was instead generated by a
Monte Carlo simulation with fiber realizations in which
the fiber was modeled as a concatenation of 2000 linearly
birefringent sections. As a result, the J-PDF is not well defined
beyond the probability contour. The decreased
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(a)

(b)

Fig. 8. (a) Expected number of outages per year for fibers with mean PMD from
15 to 35 ps with the empirical random-walk model for the step size distribution
of fit 1 in Fig. 4. (b) Median outage duration for the conditions described in
Fig. 8(a).

accuracy of the low-probability contours degrades the accuracy
of our interpolation of the weighted circle at PMD states on the
edge of the J-PDF, which typically results in an underestimate
of the number of outages and their duration. We have found
that for fibers with 17 ps, the interpolation error has
a negligible effect since most outages result from traversing
regions where the J-PDF is well defined. However, for fibers
with 17 ps, the scaled outage boundary is at the extreme
right of the J-PDF [e.g., (3.0, 0) through (2.67, 8.89) for a 15-ps
mean fiber] and a significant fraction of the outages occur from
walks that intersect the poorly defined region of the J-PDF.
While the interpolation error can be minimized for moderate
values of through improved sampling techniques [14], [15],
this source of numerical error can be eliminated by employing
the analytic J-PDF [16] for small values of .

The fiber-emulator model of Section IV-B, on the other
hand, yields results for the mean outage times with an outage
boundary of 45 ps (cf. Fig. 9) that are not degraded by interpo-
lation error. The corresponding curve for the mean number of
outages per year in Fig. 9 agrees qualitatively with those of the
previous figure but can be extended over many additional or-
ders of magnitude (an analogous calculation of outage duration
distributions is presented in [13]). Clearly, precise quantitative
agreement is precluded by the different time-step distributions.
With appropriate inputs, however, our method can be applied

Fig. 9. Expected number of outages per year calculated with our numerical
fiber emulator model for values of the mean PMD ranging from 14 to 40 ps and
an outage boundary defined by a DGD of 45 ps.

to any transponder with known PMD tolerance, including 40-
and 100-Gb/s systems.

VI. SUMMARY AND CONCLUSION

We have analyzed the effect of PMD on system performance
over time with two novel random-walk models in conjunction
with the probability distributions derived from PMD measure-
ments of installed fibers. Our methods employ data from rela-
tively short measurements of temporal PMD changes to predict
system behavior at much later times, based on accurate models
of both DGD and SOPMD effects. We determined that the step
size of the PMD change is nearly independent of the magnitude
of the PMD of a state. Moreover, the step sizes for the buried
fiber characterized in this paper were small compared to the
magnitude of the DGD and the SOPMD. Of course, longer term
environmental changes such as seasonal changes are not regis-
tered unless, for example, the DGD and SOPMD measurements
are repeated during the course of a year.

The system degradation resulting from PMD was measured
by employing a programmable PMD source to define thresh-
olds for outages for a specific fiber optic transponder. Running
a random-walk model with these thresholds provided statistics
that described the quantity and duration of PMD-induced out-
ages over time. The distribution of the visited DGD and SOPMD
states over the random-walk was then compared with theory,
providing a self-consistent check of our results. This procedure
not only ensures that the PMD evolution follows theoretically
expected distributions but also leads to an interesting specula-
tion. Our simulations indicate that precise agreement between
the expected PDF of the DGD and SOMPMD and that obtained
from the random-walk procedure requires an accurate model of
the step-size distribution . If, however, only the correct scaling
of is required to produce an adequate agreement, the temporal
fiber measurement procedure could possibly be further simpli-
fied, providing new insight into PMD-induced outages.

Our techniques enable the analysis of rare outage events
caused by PMD, as well as of variations of receiver perfor-
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mance resulting from DGD and SOPMD. Through appropriate
scaling, they can be applied to an entire class of fibers with
certain similar characteristics that are subjected to dynamic
environments. Our methods can also be employed to charac-
terize receivers and PMD compensators and to calculate service
availability in the presence of a wide class of time-dependent
sources of pulse distortions.

Finally, we have applied, to our knowledge for the first time,
our recently advanced transition matrix analysis to an experi-
mental problem. The results of these calculations further justify
our simplified empirical model for time-dependent effects.
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