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We have measured the detailed dependence of the oscillation frequencies, linewidths, and output powers of
spin-transfer nanocontact oscillators as functions of applied field strength, bias current, and angle of the applied
magnetic field. For fields applied only moderately out of the plane of the film, the evolution of these properties
is continuous. However, for fields applied more strongly out of plane they exhibit discontinuous evolution in
both current and applied field. These discontinuities typically correlate with changes in the device resistance,
changes in device output power, and a broadening of their spectral linewidths. However, away from these
discontinuities, the oscillator output powers are larger and the linewidths narrower when compared to geom-
etries having the fields applied at smaller angles. Our measurements suggest that the discontinuous evolution
of the frequency with current and applied field results from an abrupt change in the precessional mode of the
free layer.
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I. INTRODUCTION

Since the initial predictions that a spin-polarized current
can exert a torque on a nanoscale magnet,1,2 much progress
has been made in understanding the spin-transfer effect
and its manifestations. A number of groups have successfully
demonstrated both current-induced switching and steady-
state magnetic precession in patterned magnetic
nanostructures,3–9 nanowires,10 and nanocontacts,11–14 as
well as current-induced motion of domain walls.15 Theoreti-
cal efforts to better understand these effects have included
analytical approaches,16–23 numerical single-domain
modeling,24–26 and more recently, micromagnetic
simulations,27–29 and a general qualitative agreement be-
tween experiment and theory regarding the most basic results
has been achieved.30

However, there are also a number of discrepancies be-
tween the measured behaviors of the precessional dynamics
in magnetic nanocontacts and the behaviors predicted by
both micromagnetic and single-domain modeling. For in-
stance, as we discuss below, measurements show much more
complicated behavior in the evolution of the precessional
frequency with current and field than have been predicted by
single-domain simulations and spinwave-based theories. Fur-
thermore, the precessional dynamics in the nanocontact de-
vices are much more persistent and robust than have been
predicted by micromagnetic modeling.29 In this paper we
describe the characteristics of the spectral output of spin-
transfer nanocontact oscillators �STNO� in detail and point
out some of the differences between the measured behaviors
and those predicted by models. All presented data are from a
single device. However, the qualitative features and general
trends that we concentrate on here have been observed in all
measured devices, independent of device size or material.

The device discussed here consists of a single, nominally
50-nm-diam electrical contact made to the top of a continu-
ous 10�20 �m spin-valve mesa. The spin valve comprises
Ta�3 nm� /Cu�15 nm� /Co90Fe10�20 nm� /Cu�4 nm� /Ni80Fe20

�5 nm� /Au�3 nm�. In this structure, precessional motion is

induced in the NiFe layer, and the CoFe layer acts as the
“fixed” layer due to its larger thickness and saturation mag-
netization. The devices are dc current biased so that preces-
sional motion of the free layer induces a microwave voltage
across the device through the giant magnetoresistance
�GMR� effect. The spectral characteristics of the device out-
put are measured with a spectrum analyzer. All measure-
ments discussed here were performed at room temperature.

II. RESULTS AND DISCUSSION

In a previous publication,31 we showed that the average
oscillation frequencies and output powers of STNO devices
mimic a large-angle version of ferromagnetic resonance
�FMR�, in accordance with single-domain simulations. Here,
we give a much more detailed presentation of the evolution
of the oscillation frequency with field and current and com-
pare this with the evolution of the oscillator linewidth and
output power. In Fig. 1, we show surface plots of the oscil-
lator precessional frequencies as functions of both current
and applied field for applied field angles �H between 50° and
85° out of the film plane. The surface plots are formed by
measuring the device output as the current Idc is stepped in
increments of 0.25 mA and the field in increments of either
19.9 kA/m �250 Oe� or 39.8 kA/m �500 Oe� and linearly
interpolating between these positions. The center frequency,
linewidth �full width at half-maximum �FWHM��, and output
power are determined by Lorentzian fits to the device output.
The data are plotted for both increasing and decreasing cur-
rent sweeps. There is no measurable hysteresis in these
scans, so the plots are symmetric about the highest current
value, but including both scan directions in the plots tends to
make slight variations in the surface more visually apparent.
If there are no precessional oscillations present for a particu-
lar combination of current, field, and angle, the frequency is
taken to be zero, resulting in the appearance of side walls on
the surface plots when the precession begins.

At the lowest field angle �50°� the evolution of the pre-
cession frequency is approximately planar, with the fre-
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quency changing linearly with both field and current. The
variation with current is roughly 0.5 GHz/mA, and the
variation with field is about 28 GHz/T. As the field angle is
increased to 60° the frequency surface remains qualitatively
similar to the 50° surface, although there is more local varia-
tion in the surface gradient. As the angle of the applied field
is further increased, the field tunability of the oscillations
decreases while their current tunability increases. Note that
the frequency range of the plots is the same for Figs.
1�a�–1�c� and changes for Figs. 1�d�–1�f�. For instance, for
�H=80° the variation with field is roughly 18 GHz/T, and
the variation with current, although more variable, is roughly
1 GHz/mA. As discussed previously, the overall observed
trend is in general agreement with single-domain simulations
using the theoretical model of Slonczewski.

However, other features of the frequency surfaces have
not been found in either single-domain simulations or micro-
magnetic simulations of nanocontact devices. For instance,
as the applied field angle is increased to greater than about
70°, the frequency surface progressively takes on a different
character, and there exist locations where the oscillation fre-
quency evolves in a discontinuous manner with both current
and field. These discontinuities can be seen at the highest
currents and fields for the 70° surface and become more
common at the higher applied field angles. The size of the
frequency discontinuity varies with its location on the fre-
quency surface and the applied field angle, but generally

ranges from a few hundred megahertz to several gigahertz
and can be significant fractions �10–20%� of the oscillation
frequency �see Fig. 1�.

The positions of these discontinuities evolve relatively
smoothly with field and current, forming frequency surfaces
that have several plateaus separated by discontinuous steps.
As seen by comparing Figs 1�d�–1�f�, the escarpments
formed by these discontinuities also change with �H and gen-
erally become more prominent at the higher field angles. The
exact locations �i.e., current and field values� of these discon-
tinuities vary from device to device, perhaps resulting from
variability in the material microstructure in the vicinities of
the contacts or variation in the contact geometries them-
selves. However, their appearance at roughly these applied
field angles, field strengths, and currents is consistent across
the many tens of devices measured, as are the other qualita-
tive features and trends we discuss below.

We describe these transitions as discontinuous at those
locations because we typically find two precession frequen-
cies in the acquired spectra: one corresponding to the higher
frequency mesa and the second to the lower. One example of
this is shown in Fig. 2. We interpret this as resulting from the
existence of two distinct and stable precessional excitations
with thermally activated switching between them. We have
explicitly determined that the surface is discontinuous in
both current and field. In Fig. 1 the discontinuities appear
more clearly in current than field since the density of data in

FIG. 1. �Color online� �a�–�f� Surfaces showing the oscillation frequency as functions of current and applied field for different applied
field angles �noted on the plots�. The frequency ranges for �A�–�C� are identical, as are the frequency ranges for �d�–�f�. The color scale is
linear and identical to the frequency range of each plot.
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the current direction is much greater. It is also clear that the
surface must be discontinuous in both current and field since
a curved ridge on a three-dimensional surface cannot be ev-
erywhere discontinuous in only one direction. Neither single-
domain simulations nor micromagnetic models have pre-
dicted the existence of these discontinuous jumps.

In Fig. 2, we plot a representative differential resistance
dV /dIdc curve along with the excitation frequency for �H
=80° and �0H=0.7 T. As seen in the figure, there are sig-
nificant and reversible changes in the dc device resistance
�peak in the differential resistance� at these discontinuities.
This indicates that there is a significant change in the projec-
tion of the time-averaged orientation of the free layer onto
the fixed layer, consistent with significant changes in the pre-
cessional motion of the free layer occurring at these loca-
tions. The change of the precessional mode could be, for
instance, a significant change in the precessional angle of
quasiuniform precession, or the precession changing from a
quasiuniform mode to some other spatially nonuniform
mode. We have found no correlation between the size of the
changes in the dc resistance of the device and changes in the
size of the frequency discontinuities.

The discontinuities could also result from the fixed layer
undergoing a reorientation. However, we have measured de-
vices that are identical to those discussed here but with a
75% thicker CoFe �35 nm� fixed layer. In both device sets
we observe similar discontinuous frequency evolution at
roughly the same currents, fields, and angles, indicating they
do not result from a reorientation of the fixed layer. Further-
more, when a device is biased close to a discontinuity in the
frequency surface it can be injection locked32 to either the
higher or lower frequency for fixed values of Idc and �Iac� and
changing only the frequency of the injected ac current. Both
of these results indicate that these discontinuities are associ-
ated with a change in the precessional motion of the free
layer.

A number of experiments have established that at thresh-
old the excited mode is well approximated by uniform pre-

cession of the magnetization, either in the vicinity of the
contact area in the case of nanocontacts, or in the free-layer
volume in the case of nanopillar devices.12,33 Micromagnetic
simulations have suggested that other precessional modes
can be excited for currents significantly beyond threshold27,28

and there is experimental evidence that such modes can be
excited in nanopillar devices34 where there are spatially vary-
ing demagnetization fields. However, the data shown in Fig.
1 are qualitatively different from those in Ref. 34. In the data
presented there all modes have the same change in frequency
with the applied field df /dH and hence remain distinct over
at least a large range of applied field values. Here the case is
quite different. When the frequency jump occurs, the plateau
formed by the higher frequencies has a lower value of df /dH
than the lower frequency plateau, so that they eventually
merge at higher applied fields. This is explicitly seen for the
larger angles of the applied field �e.g., Fig. 1�f� with �0H
=1.1 T for I=9 and 12 mA�, but cannot be checked at lower
field angles because of limitations on the applied field
strength.

In Fig. 3�a� we show a surface plot of the linewidth �f
�FWHM� mapped onto the frequency surface for an applied
field angle of 80° �Fig. 1�e��. The linewidth varies by several
orders of magnitude over the surface and is shown in a loga-
rithmic color scale. Clear correlations exist between �f and
the frequency surface. For instance, when there is a discon-
tinuity in the frequency there is a corresponding increase in
the linewidth �although the amount of this increase varies
with location�. The linewidth similarly increases when there
is a rapid, but continuous, change in the frequency. The lo-
cations of the discontinuities and large surface gradients in
the frequency surface are highlighted in the plot of the dif-
ferentiated frequency surface in Fig. 3�b� �discussed in more
detail below�. This behavior will occur in any tunable oscil-
lator. Noise in a parameter that changes the oscillation fre-
quency will also cause the oscillation linewidth to broaden.
Here the sources of noise will include instrumentation noise
as well as thermal noise, i.e., Johnson noise, shot noise, and
thermal field noise. In order to quantitatively model the line-
width from a frequency surface the relative strengths of each
of these contributions will need to be determined along with
any other sources of linewidth broadening, such as inhomo-
geneous broadening.

Determining the relative strengths of each of the various
noise contributions to the spectral linewidths is beyond the
scope of this paper. Instead, we compare the measured line-
widths to a simplified model that assumes that low-frequency
instrumentation noise in the applied field and current are the
dominant sources of linewidth broadening. The surface
shown in Fig. 3�b� is calculated through

�f = �� �f

�H
�2

��H�2 + � �f

�Idc
�2

��Idc�2�1/2

, �1�

where �0�H=0.1 mT is the measured field noise in an ap-
proximately 100 Hz bandwidth and �Idc=1 �A is the mea-
sured noise from the power supply in a 10 kHz bandwidth.
The derivatives are calculated using a multipoint numerical
differentiation of the frequency surface. For the �H=80°
data, there is a general correlation between regions having

FIG. 2. �Color online� Plot showing the oscillation frequency
and differential resistance vs Idc for an applied field of 0.7 T and
�H=80°. The data for increasing and decreasing current scans are
plotted for both data sets. �Inset� Spectral power density showing
two distinct frequencies as the discontinuity at Idc=10.875 mA.
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high measured linewidths and regions having large calcu-
lated linewidths. The correlation is particularly strong when
there is a discontinuous jump in the oscillation frequency in
either current or applied field, where the gradient of the fre-
quency surface is strongest. Similarly, a strong correlation
occurs between regions having measured linewidths on the
order of a few MHz, and regions having narrow linewidths in
the calculation. This indicates that the narrowest linewidths
we have measured in the nanocontact devices may be limited
by instrumentation noise rather than reflecting the intrinsic
oscillator linewidths. We note that quantitative comparison
between the differentiated surface and the measured line-
width cannot be made at the discontinuous jumps, because
the frequency surface is not strictly differentiable at these
locations and must be numerically smoothed. Furthermore, at

the discontinuities linewidth broadening due to the finite
dwell-time effects also must be taken into account, which is
not included in this model.

Similar comparisons between the measured linewidths
and those predicted by Eq. �1� for other field angles give
significantly worse agreement. For example, for the �H
=50° surface, the average df /dIdc is smaller than for the
�H=80° surface and df /dH is roughly 50% larger than for
�H=80°. Eq. �1� would predict that the average linewidth for
the �H=50° data is only slightly larger than for �H=80°,
assuming the same values for �H and �Idc. Instead, the mea-
sured linewidths for �H=50° are roughly a factor of five
larger than for �H=50°. This discrepancy would remain even
if other sources of thermal noise were included in the model,
assuming that the other sources would contribute equally for
all applied field angles. This shows that the linewidth cannot
generally be attributed to a constant thermal noise source,
but may be limiting the narrowest peaks that we measure.

There are also correlations between the device output
power �integrated area under a spectral peak� and discontinu-
ous changes in the frequency surface, as shown in Fig. 3�c�.
For instance, for �H=0.7 T and Idc=11 mA the output
power changes by a factor of 2 across the frequency discon-
tinuity. The increase in power is not simply associated with
the increase in current since a similar increase is not found at
higher field values, and the power output increases abruptly
at the frequency jumps. As was discussed above, this is con-
sistent with a significant change in the precessional trajecto-
ries, i.e., the oscillation mode structure, occurring at these
locations. However, there is not always a significant change
in power output at a frequency jump, as seen at the highest
applied field values. We note that the fine structure in the
measured linewidth within a given plateau results, at least
primarily, from standing-wave resonances in the measure-
ment circuit.

As shown by the data for �H=50° in Fig. 4�a�, frequency
surfaces that are nominally planar in field and current can
also yield complicated and nonmonotonic linewidth surfaces.
For instance, for �H=0.65 T the frequency surface is nomi-
nally planar while the linewidth varies from greater than
1 GHz to less than 100 MHz for Idc ranging from 8 to 10
mA. Furthermore, even the qualitative evolution of the line-
width with current changes as a function of applied field
strength. At low applied fields the linewidth is relatively
large at onset, then decreases, before increasing again at
higher currents, whereas the opposite behavior occurs at the
highest applied field �Fig. 4�b��. This is one example of the
complexity of the precessional dynamics induced by the
spin-transfer effect and leads to questions regarding the util-
ity of comparing experimental work to theoretical predic-
tions over only a small range of applied fields, currents, and
geometries.

In order to more quantitatively summarize the variation of
output power we plot the average output power as a function
of the applied field strength for various field angles in Fig. 5.
The data represent the average output power over the swept
current range for a particular applied field strength and angle.
For moderate applied field strengths the maximum device
output power occurs for fields applied nearly out of plane. As
seen in the figure, the maximum output power occurs for

FIG. 3. �Color online� �A�–�C� Plots showing �A� the measured
linewidth �FWHM�, �B� the magnitude of the numerical differentia-
tion of the frequency surface through Eq. �1�, and �C� the device
output power for �H=80° mapped onto the corresponding fre-
quency surface �Fig. 1�e��. The color scale for �A� and �B� is loga-
rithmic and ranges from 1 to 100 MHz.
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�H�80° and �0H�0.7 T to 0.8 T, as is generally the case
for devices with CoFe and NiFe as the fixed and free layers,
respectively. The field value at which the maximum occurs
increases with angle. For all directions of the applied field,
the device output power decreases to small values at the
largest applied field values. This is consistent with the device
power output resulting from the GMR effect, which depends
on the relative angle between the magnetization directions of
the two layers. For large applied fields, the relative angle
between the layers should be the smallest.

In Fig. 6�a� we show the average oscillation linewidth for
the frequency surfaces shown in Fig. 1 along with their me-
dian values. While there is significant variation in the line-
width for any applied field direction, on average the line-
width decreases with increasing applied field angle and
reaches its smallest value for �H=80° before increasing again
at �H=85°. The averaging includes locations where the os-
cillator has particularly large linewidths, e.g., at the fre-

quency discontinuities, and these large values skew the av-
erage for a given field geometry. This somewhat
deemphasizes the narrowness of the oscillation linewidths
over much of the various surfaces, as can be seen by com-
paring the mean and median linewidth values. A comparison
of the distribution of linewidths at the lowest and highest
field angles is shown more explicitly by the histograms in
Fig. 6�b�. For �H=50° the distribution is bimodal consisting
of roughly 20% of the oscillator linewidths being less than
20 MHz and the mean of the distribution being roughly
250 MHz. In comparison, for �H=80°, approximately 50%
of linewidths are less than 20 MHz and the mean of the
distribution is approximately 50 MHz.

As can be seen in Fig. 3 the oscillator linewidths can be as
small as a few MHz over much of the surfaces for large
angles of �H. It has been suggested that narrow linewidths in
spin-transfer oscillators may result from a localization of the
excited mode in these structures.35 However, here we show
that the narrowest linewidths occur for an applied field di-
rection that is nearly out of plane. Elsewhere,36 we have
explicitly shown that in this geometry the mode is not local-
ized but leads to propagation of spin waves into the sur-
rounding film, demonstrating that localization is not respon-
sible for the narrowness of the measured linewidths.

The cause of the overall trend of the excitation linewidth
with applied field angle is not presently clear. FMR measure-
ments have shown that as the magnetization is rotated into
the out-of-plane direction, the number of degenerate spin-
wave modes decreases, thus decreasing the two-magnon
damping rate and the FMR linewidth.37,38 This mechanism
could also be responsible for the similar decrease in line-
width measured here. Another possibility is that the narrower
linewidths at higher angles results from the oscillations being
of the largest amplitude at these field geometries, as has been
suggested for nanopillar devices.39 This is possibly supported
by the correlation between the oscillators generally having
the narrowest linewidths and largest output powers for
roughly �H=80°. However, because the device output results
from the GMR effect one generally expects an increase in the
output power as the applied field angle is increased, indepen-
dent of the precessional angle.31 Furthermore, as shown at
the highest applied field values in Fig. 3, regions of narrow
linewidths are not exclusive to high output power, large-

FIG. 4. �Color online� �A� Plot showing the measured linewidth
�FWHM� for �H=50° mapped onto the corresponding frequency
surface �Fig. 1�a��. The color scale is logarithmic and ranges from
1 MHz to 1 GHz. �b� Plots explicitly showing the measured line-
width for �0H=0.65 and 1.15 T in part �A�.

FIG. 5. �Color online� Plot showing the device output power
versus the applied field for the frequency surfaces shown in Fig. 1.
The power is averaged over the current sweep.

FIG. 6. �a� Plot showing the mean and median values of the
measured linewidth as a function of the applied field angle. The
values are determined by averaging the linewidths over the entire
frequency surfaces shown in Fig. 1. �b� Histogram of the measured
linewidths over the entire frequency surfaces for applied field
angles of 50° and 80°. The bin size is 20 MHz.
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angle precession, indicating that other effects must also be
taken into account. Because of the discrepancies between the
single-domain model and the measured response of the nano-
contact devices, as discussed above, we do not find it mean-
ingful to compare the measured linewidth and the linewidth
predicted by the single-domain model.

In summary, we have measured the precessional dynamics
in spin-transfer nanocontact devices for a range of applied
field strengths and angles. The excited frequencies qualita-
tively agree with those predicted from the single-domain
model. However, the details of the evolution of the frequency
with current and field at high angles of applied field differ
from the predicted behavior. In particular, the frequency un-
dergoes discontinuous jumps with both current and applied
field. These jumps appear to be associated with changes in

the mode structure, i.e., precessional trajectories, of the free-
layer magnetization that can also result in significant changes
in the oscillator linewidth and output power. While the par-
ticular locations of these discontinuities vary from device to
device, we have found their existence robust with respect to
contact size, field strength, free-layer material, and devices
fabricated by different groups.13 There are correlations be-
tween the discontinuities in the frequency evolution and the
device output power and the spectral linewidth. Combined,
these create a complex spectral signature, particularly at high
applied field angles, that is not well simulated using either
single-domain or micromagnetic modeling. The data pre-
sented are intended to provide a set of measurements to
which future theory and measurement can be compared.
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