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Abstract: Metrics are tools to facilitate decision making and improve performance and
accountability. Measures are quantifiable, observable, and objective data supporting met-
rics. Operators can use metrics to apply corrective actions and improve performance.
Regulatory, financial, and organizational factors drive the requirement to measure IT
security performance. Potential security metrics cover a broad range of measurable fea-
tures, from security audit logs of individual systems to the number of systems within an
organization that were tested over the course of a year. Effective security metrics should
be used to identify weaknesses, determine trends to better utilize security resources, and
judge the success or failure of implemented security solutions.
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Cyber security metrics and measures can help organizations (i) verify that their secu-
rity controls are in compliance with a policy, process, or procedure; (ii) identify their
security strengths and weaknesses; and (iii) identify security trends, both within and
outside the organization’s control. Studying trends allows an organization to monitor its
security performance over time and to identify changes that necessitate adjustments in
the organization’s security posture. At a higher level, these benefits can be combined to
help an organization achieve its mission by (i) evaluating its compliance with legislation
and regulations, (ii) improving the performance of its implemented security controls, and
(iii) answering high-level business questions regarding security, which facilitate strategic
decision making by the organization’s highest levels of management. This article defines
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some terms, and then discusses the current state of security metrics, focusing on the mea-
surement of operational security using existing data collected at the information system
level. This article explains the importance of selecting measures that support particular
metrics and then examines several problems with current practices related to the accu-
racy, selection, and use of measures and metrics. The article also presents an overview
of a security metrics research effort, to illustrate the current state of metrics research,
and suggests additional research topics.

1 CONTRASTING METRICS AND MEASURES

The term metric is often used to refer to the measurement of performance, but it is
clearer to define metrics and measures separately. A measure is a concrete, objective
attribute, such as the percentage of systems within an organization that are fully patched,
the length of time between the release of a patch and its installation on a system, or the
level of access to a system that a vulnerability in the system could provide. A metric is
an abstract, somewhat subjective attribute, such as how well an organization’s systems
are secured against external threats or how effective the organization’s incident response
team is. An analyst can approximate the value of a metric by collecting and analyzing
groups of measures, as is explained later.

Historically, many metrics efforts have focused on collecting individual measures,
and given little or no thought as to how those measures could be combined into metrics.
Ideally, organizations should first select their metrics, and then determine what measures
they can perform that support those metrics. An organization should also have multiple
levels of metrics, each geared toward a particular type of audience. For example, tech-
nical security staff might be interested in lower-level metrics related to the effectiveness
of particular types of security controls, such as malicious code detection capabilities.
Security management might be interested in higher-level metrics regarding the organi-
zation’s security posture, such as the overall effectiveness of the organization’s incident
prevention and handling capabilities. Lower-level metrics facilitate making more tacti-
cal decisions, whereas higher-level metrics are well suited for making more strategic
decisions. The lower-level metrics are often used as input to the higher-level metrics.

Organizations can use measures and metrics to set goals, also known as
benchmarks, and determine success or failure against the benchmarks. For example,
suppose that an organization determines that 68% of its systems are in compliance
with a particular policy. The organization could set a benchmark of 80%, implement
changes in its practices to increase compliance, and then measure compliance again in
six months to see if the benchmark has been achieved. Benchmarks are organization
specific and are typically based on baselines from an operational environment.

2 SELECTING MEASURES TO SUPPORT METRICS

Once an organization has identified its metrics, it then needs to determine what measures
can feasibly be collected to support those metrics. Organizations should favor measures
that can be collected via automated means because they are more likely to be accurate
than manual collection (e.g. self-evaluation surveys) and can also be collected as often
as needed. Organizations should also seek opportunities to use existing data sources and
automated collection mechanisms because of the cost of implementing and maintaining
new systems and software simply for data collection purposes.
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As measures are collected, organizations need a way to analyze them and generate
reports for the metrics they support. Organizations can analyze the measures and metrics
in many ways, such as grouping them by geographic location, logical division within the
organization, system type, system criticality, and so on. Some organizations use products
that roll up measures into metrics and present the metrics in a security dashboard format,
with the measures underlying each metric available through drill-down. This allows a
dashboard user to see the values of the presented metrics and changes in those metrics
over time, as well as to examine the metrics and measures comprising those metrics.

3 PROBLEMS WITH THE ACCURACY OF MEASURES

The accuracy of a metric is by definition dependent on the accuracy of the measures that
comprise the metric. Organizations currently face several problems related to the accuracy
of measures. One problem is that measures are often defined imprecisely. Consider the
percentage of systems that are fully patched: does this only include operating system
patches or does it also include service and application patches? Does it only mean
that the patches have been installed or that subsequent actions necessary to activate
the patch (such as rebooting the system or changing configuration settings) have also
been performed? Another issue with measure definition is the terminology itself, such as
measuring the number of port scans performed. What is the minimum number of ports
that must be scanned in a port scan? If an attacker scans ports on 100 hosts, is it one
port scan or 100 port scans? If the attacker performed the same scan but only scanned
one host each day, is it one port scan or 100 port scans?

Measuring port scans is also a good example of a related common problem—inconsis-
tent measurement methods. Port scans are often identified by intrusion detection systems
(IDSs), but each IDS uses its own proprietary algorithms for identifying port scans, so
activity identified as a port scan by one IDS may not be identified as such by another. This
causes inconsistency in measurement if the organization uses multiple IDSs or if a single
product is in use but its sensors have different port scan settings (e.g. the minimum
number of ports in a scan or the maximum length of time to track a scan). Another
example is system patch status—one operating system might report only on operating
system patches, while another operating system might also include some application
patches. In such a case, an organization could use multiple measures instead of one, with
each measure corresponding to a different measurement method, and then combine the
measures into a metric that approximates the collective values of the measures.

Many instances of problems with imprecise measure definitions have been mentioned
in the security community, but to date no concerted effort has been made to exhaustively
gather information on these problems, document it, and make it available to the secu-
rity community. It would be much more helpful to identify the factors that organizations
should consider when defining their measures than to attempt to provide a single definition
for each measure. The best definition for an organization is driven by what the organiza-
tion is trying to accomplish. For example, in the patching example mentioned above, an
organization might be trying to gain insights on general patch distribution and installa-
tion practices to verify that all applications deemed critical by the organization have been
patched or to verify that the organization’s patch management software is functioning
properly (e.g. patches are installed and operate properly based on a predefined schedule).

Another common problem with the accuracy of measures is the use of qualitative
measures. As mentioned earlier, data collection methods such as self-evaluation surveys
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often produce inaccurate or skewed results, depending on the types of questions asked.
For example, if users or administrators are asked if their systems comply with the orga-
nization’s policies, they are very likely to say that they do. It would be more accurate
to instead use quantitative measures that assess the systems’ compliance. Qualitative
measures that do not have well-defined scales or units of measure can be particularly
problematic in terms of accuracy. For instance, asking a user to rate the reliability of
their computer on a scale of 1-5 where 1 is simply defined as “poor” and 5 as “excel-
lent” is subjective and imprecise. A qualitative measure may be useful if each rating is
defined clearly without overlap between the ratings, so that different people, when given
the same information, would be likely to assign the same rating. An objective scale
might be 5—no crashes or hangs in six months, 4—one crash or hang, 3—two or three
instances, 2—four to six instances, and 1—more than six instances. The rating may still
be somewhat subjective because it is dependent on the user’s recall or because “crash”
and “hang” are not defined. Nonetheless, this qualitative measure is more precise than
“poor” to “excellent”.

Some measures are also considered qualitative because they provide absolute counts
without a context, norm, or goal. For example, a measure that indicates that 100 attacks
were attempted has no context. What is the period of time? Is 100 a lot or a little? A
measure that indicates that 100 attacks were attempted out of 1,000,000 incoming Web
server connections adds context.

Context is very important to measures and metrics. Most measures individually have
little meaning. Even the example above—the number of attempted attacks per million
incoming Web server connections—does not have much meaning by itself. Is the rate
of attempted attacks rising, falling, or staying steady? Have any changes been made to
the organization’s security controls that would change how effectively they can detect
attacks or has there truly been a change in the number of attacks? Do changes in the rate
of attempted attacks correspond to observations about attack trends reported by other
organizations? A single measure may need to be analyzed in context with several other
measures, as well as separate events such as security control changes and external trends,
to determine its true significance. It would be helpful to organizations to have additional
information compiled on the relationships between measures and between measures and
separate events, particularly if it includes empirical information based on analyses of
real-world operational environments.

Also, because cyber technology is so dynamic, the meaning of measures and metrics
changes over time. For example, a measure may have shown an increase in attacks suc-
ceeding last year, and the organization determined through other measures and knowledge
of external events that this was primarily due to an increase in phishing attacks. This
year antiphishing technologies are deployed, but the success rate for attacks continues to
increase. Is this due to improved attack techniques, improperly configured antiphishing
technologies, inadequately trained users, or other factors? Next year, there may be addi-
tional factors that influence the significance of the measure, as well as different relative
importances for the existing factors.

4 PROBLEMS WITH THE SELECTION OF MEASURES

Most organizations have many existing sources of security measures, automatically gener-
ated by enterprise security controls such as antivirus and antispyware software, intrusion
detection systems, firewalls, patch management systems, and vulnerability scanners.
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There may be accuracy issues with some of these measures, but this can still leave
an organization with many existing measures from which to choose. Organizations could
also create additional measures such as utilities to extract information from security logs,
but there may be considerable cost in creating and deploying software and, in some cases,
entire systems to collect such measures.

Some organizations collect many measures under the assumption that it is better to
have more information than less information, or because it is easier to collect a lot of
measures than it is to create a set of metrics and then determine which measures support
those metrics. Collecting measures without evaluating their usefulness and having a plan
for how to use them has several disadvantages. Firstly, it can waste considerable time
and resources to collect, analyze, and report measures: only the measures that support
the organization-selected metrics are generally needed. Secondly, if the measures are
not selected and organized so that the dependencies between the measures are clear and
accurately represented in the corresponding metrics, analysis of the measures and related
metrics is likely to generate misleading results. Thirdly, it often causes people involved
in the measure collection process to feel that the effort is a waste of time, because it
is unclear what value there is in collecting so many measures. Another reason is that if
people are allowed to choose which measures they will collect and share with others,
they are more likely to collect measures that demonstrate positive results (e.g. 100%
of desktop computers have antivirus software installed) than measures that demonstrate
negative results (e.g. 15% of antivirus software installations are up to date).

Currently, there are many suggestions in the security community for what measures
organizations should collect. However, little work has been done to determine the value
of these measures in real-world operational environments, including which measures are
most supportive of particular metrics. For example, suppose that an organization wants
a metric for how effectively its security controls detect and stop attacks. Dozens, if not
hundreds, of measures that could support this metric have been suggested by the security
community, but little research has been done as to which of those measures are most
closely correlated with the metric. If the characteristics of real-world operations were
studied and analyzed, it may become apparent which measures are most indicative of the
overall security posture and which measures are of little or no value. It might also be
possible to approximate a metric by using just a few carefully selected measures.

5 PROBLEMS WITH THE USE OF MEASURES

In addition to issues with measure accuracy and selection, many organizations also face
challenges involving the use of measures. Some of these challenges, such as ensuring
that the selected measures support the determination of the chosen metrics, have been
discussed earlier. Another common challenge is determining how to combine the values
of the measures into a metric. The measures may use different units of measurement,
have different scales, and have varying precision; these issues can be addressed through
careful creation of equations to combine the values. Also, some of the measures may
be more important than others in the scope of the metric; however, it is often difficult
to quantify what weight each measure should be given. Empirical research in this area
could provide organizations with a factual basis for weighting measures instead of either
guessing or weighting each measure equally.

Organizations need to recognize that over time, they will need to alter their measures
and metrics. Although high-level metrics may stay the same, low-level metrics need to
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change over time as the security posture of the organization changes. For example, an
organization with relatively immature security practices may need to initially focus on
measures and metrics involving its most basic security controls, such as what percentage
of computers are protected by antivirus software. As the organization’s security controls
mature, these metrics may become less useful, and the organization may want to answer
new questions, such as how effective its security controls are at stopping malware. This
may require the development of new metrics and corresponding measures, and the col-
lection of the old metrics and measures can be stopped if the organization no longer finds
them to be of value.

6 COMMON VULNERABILITY SCORING SYSTEM (CVSS)

To better illustrate the current state of research on security metrics, we will examine
an ongoing research effort for metrics that indicate the significance of vulnerabilities in
systems. The Common Vulnerability Scoring System (CVSS) is a standard for assessing
the severity of flaws in operating system and application software [1]. CVSS is composed
of three sets of measures: base measures that are constant over time, temporal measures
that change over time but are the same for all environments, and environmental measures
that may be different for each environment. There is a different equation for each set of
measures, and the result of each equation is a score—a base, temporal, or environmental
score—that is in essence a metric. The measures are for particular characteristics of
each vulnerability, such as whether it can be exploited remotely (over a network) and to
what degree the confidentiality, integrity, and availability of a target could be impacted.
The score metric is intended to give a general indication of the relative severity of the
vulnerability.

The initial version of the CVSS measures, equations, and metrics were released in
2005. On the basis of feedback from their real-world use, particularly examination of
empirical measure and metric data by security experts, deficiencies in the CVSS standard
were identified. The measures, equations, and metrics, as well as the corresponding
documentation, have all been revised to make the measures more consistent and to
improve the accuracy of the metric scores. Version 2 of the CVSS standard was released
in mid-2007.

CVSS is most commonly used by organizations to prioritize their vulnerability
mitigation activities, such as applying patches to systems. However, researchers are
investigating other uses for CVSS. For example, work has been done at the National
Institute of Standards and Technology (NIST) on using CVSS to determine metrics for
security-related software configuration settings [2]. Researchers at Veracode are looking
at using CVSS to rate software weaknesses [3]. There is also interest in bringing CVSS
scores down from the enterprise level to the individual system level so that CVSS could
be used to help assess the overall vulnerability of individual systems. To accomplish
this, considerable research and empirical validation are needed for applying CVSS to
software configuration settings and weaknesses, as well as a new way of measuring the
strength of security controls on individual systems.

7 RESEARCH DIRECTIONS

Literature contains hundreds of measures. Research is needed to validate connections
between measures and security, determine correlations, and model effects. Although
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there is some readily accessible data, for example, National Vulnerability Database [4]
and A Chronology of Data Breaches [5], such research and analysis require more and
higher-quality data. State laws requiring companies to notify consumers of data breaches
have the benefit of supplying data. Additional information can come from developing
or articulating motivations for organizations to share information, as is the practice for
business case studies or the airline industry.

Beyond measures, a secure nation needs research to understand which metrics lead
to higher security, the measures supporting those metrics, and analytical methods to
aggregate measures.
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