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numerical properties. In opposing “quantizable” [in quotes] to structural
properties, we are making a rather different point, and one which we wil l
have cause to return t o below: that structural propert ies are generally
not expressed numerically among biologists, because of the unwieldiness
of such expressions. It i s consistent with our a1 outlook that we be-
lieve it therefore incumbent on us t o avoid such diness i f we can.)

Our work has as i t s end, analysis; as i t s means, analysis bolstered by
synthesis and description. A t the heart of our research is the view that,
in processing t h e architecture of complex images, any information -
reduction must be preceded by an information -amplification: and this,
as we willshow, in two different though related senses.

By “analysis” we mean, put most simply, what any biologist means,
except that we plan for this function ultimately t o be performed by a
computer system. Our usage of “synthesis” is, again, the obvious one. A
computer program which can synthesize biological images, can provide
pictorial instances which match (nonpictorial) specifications, whether
these specifications determine a naturally -occurring image or an image
contrived by t h e experimenter. Our use of “description” i s a
everyday use: a “description” of a biological image is just such a descrip -
tion, in English sentences, as one biologist might offer another or might
offer a computer.

The information derived from the process of iteratively i m p ~ o v ~ gthe
syntheses, through relevant descriptions, provides the a ~ ~ ~ i ~ c a t i o ~re-
quired for the class of sophisticated analyses which forms our objective.
The kinds of amplification required, and the potential means for their
utilization, form the main subjects of this paper.

The Analysis of Biological Images

Scientific biology rests upon the reproducibility of its results. We must
be careful however, not to confuse reproducibility with quantifiability .
One can be fully as precise in explicating pattern and structure as in per-
forming measurements which yield numerical quantities. Moreover, the
explication of these articular properties, as we term them, may be made
without recourse to such measurements. The distinction between quanti -
tative and qualitative characteristics of biological images is closely related
to the distinction which we are about to examine: that between metric
properties on the one hand and articular properties on the other. This
examination may best be introduced by an example.

I f one were interested in investigating the relationships between nu-
cleic acid content and nervous system structure and function, one might
take a number of different approaches. We classify these approaches into
four levels. The f i r s t of these levels might be termed diffuse; it i s typified
by chemical analysis of an entire brain or a large portion thereof. The
result i s a set of numerical values with a high degree of possible precision.
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a measurement program, it is not necessary to describe any of the struc -

FIGURE 2. Memoscope display of SEAC memory corresponding t o scanned
input from FIGURE 1.
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exacting job; but there are other tasks equally demanding. W
cluded, surprisingly perhaps, that it wil l no t be difficult in principle t o
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FIGURE 4. Spread of chick embryo retina unstained.
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not what we are after. Yet, how are we to explicate what we are after
except by putting forward some “intuitive” notion of what are the artic -
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ular structures imposed by t h e biologist? The answer lies in making a
further demand of pictorial synthesis: that any given image must be
resurrectable, not only as a faithful rendition of t h e original, but also as
a generalized instance of the class-membership of the original. That is,
we demand that the computer be able to supply us, for any presented
picture, with synthesized images which depart from the original only inso -
far as is possible without shifting the original from one class of images t o
another: where the classes are defined by t h e morphologist. We could
begin by demanding, for a picture of a given large bipolar neuron, a set
of synthetic images: one would duplicate the original exactly; but the
others would simply present other examples of large bipolar neurons. The
ability to produce such a set of images from an unidentified original using
knowledge based on analyses of a set of images containing objects of the
same class represents a significant advance in depth of analysis; for such
an ability can rest only on an articulation of relevant pictorial elements
and on a differentiation between what is essentially an element of any
particular neuron, making it “large, bipolar,” and what is idiosyncrati -
cally present in one particular cell. The way i s then open for the next

FIGURE 6. Memoscope display following light-pen pointing experiment. See
text.
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image is to be able to synthesize it according t o that description, to be
able to analyze according to the synthesis procedure, to be able to augment
wi th information about class membership of i t s structural parts, and
finally to be able to augment it by supplying parts which from biological
considerations are present though pictorially manifestly absent.

The "syntactic " treatment we have spoken of i s to be underlain by
an iconic grammar. We wil l return t o a brief prescription for such a
grammar after the following section, which is devoted to describing the
PLACEBO series of linguisticgrammars.

The PLACEBO Microgmmmar

We have dwelt at length on t h e complexity of the biological images
on which our interest centers, and we have alluded (see The Analysis of
Biological Images) to the fact that, due to their complex and structural
nature, they are not easily characterized, for human understanding at
least, in the form of detailed numerical measurements. We believe that
the consequence is clear: that i f the morphologist i s to describe such im-
ages in such a way as to do justice to their structure, some sort of lan-
guage must be offered him. In this section we will take up the question of
what language is best for this purpose, al l things considered; and the
question of how such a linguistic facility i s to be provided.

It may be surprising that we devote much attention to such questions
at all. For a more norma1 reaction would be to select a large general -
purpose language for th is purpose-say IPL-V

g
-and adapt it where

necessitated by our special demands. A more unusual solution, but sti l l in
keeping with general practice, would be t o select some language of formal
logic-say the first -order predicate calculus"--for th is purpose. That
we have not done so warrants some explanation; but an adequate ex-
planation i s rather peripheral to the main points here a t issue, and would
require, t o make much sense, more time than would be appropriate. We,
therefore, beg the reader's indulgence in resting our case on a banality:
that formal languages of any kind have, from our standpoint, four clear
disadvantages. They represent an extra investment of time on the part
of their prospective users-and of such time as may well be resented;
they must in any case be greatly adapted to fit the needs of biological
description, thus losing, in forfeiting ready availability, one of their chief
advantages; and no one, no matter how adept in the use of these languages,
becomes as easy with them as he already i s with his native tongue. Lastly,
i f we force the morphologist to describe the structure of biological images
in t h e painfully detailed way that characterizes formal languages, we
may expect t o have greatly compromised his description.

Thus, for our language we have chosen English, or more accurately
a semblance thereof. In doing so we undertake a difficult task, it i s true;
but i f we succeed we wil l have provided the biologist, in one stroke, not
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only with a language he has used for description throughout his profes -
sional career, but also with a language which i s adequate, insofar as any
language is, for his descriptive ends. The advantages of using English wil l
be fought by few; but the possibility of providing it wil l seem farfetched
t o many. Yet, as it turns out, we are actually closer t o this goal than to
any other.

A procedure for interpreting the sentences of a simple language i s
described in Kirsch,“ where it i s shown how some of the information
content of sentences derives from those sentences “syntatic analysis,” or
“parse.” That is, the very way in which sentences are organized, mani-
festing the regularities of English grammar, can be analyzed and imple-
mented as conveying information. English sentences, then, may be proc-
essed in somewhat the same way as, e.g., IPL-V statements. Seen in this
way, the apparently manifold differences between IPL -V and English
are somewhat reduced.

The language described in Kirsch (ibid.), though fitted with interpre -
t ive routines which make it more like IPL-V, is much too small to serve
the biologist. A larger and more flexible language wil l be needed: and one
is under development. A language containing about eleven hundred rules
is reported in Watt”; t h e same language, expanded t o include about
twenty -one hundred rules, i s reported in Watt,1 3 forthcoming. These two
papers discuss consecutive stages of development of essentially the same
tool; the stages are each independent and “complete” in some sense, how-
ever. Named “PLACEBO JV” and “PLACEBO V,” they represent what
we think two long strides toward our goal; and “PLACEBO VI,” now
well under way, i s another such step. In our current planning the final
language, “PLACEBO VIII ,” i s expected t o contain on the order of
10,000 rules, several times the number contained in t h e aforementioned
“PLACEBO IV.” These figures are meaningful only i f it is realized how
limited a tool PLACEBO I V really is-only i f it i s realized that PLACEBO
V I I I will be orders of magnitude smaller than would b e necessary t o ac-
commodate all of English. Thus, only a small subpart of English wil l be
offered the biologist; and it is natural t o ask, then, how we hope to pro-
vide, with such a language, a descriptive tool of any usefulness. I t is this
point, in fact, this necessity of providing t h e facility of English with
much less than English, which forms a crucial part of our planning:
we wil l return to it just below.

PLACEBO I V and i t s sequels are “microgrammars” in Watt ’s I 4

coinage; this term has been informally defined to cover subsets of English
grammatical rules, roughly speaking, which analyze and synthesize (“de-
termine”) a coherent set of English sentences. A microgrammar is then a
linguistic object having as i t s correlate the kind of iconic or pictorial
grammar presented below. A “coherent subset of English sentences” i s a
t e r m which must be defined with reference to prospective users of the
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FIGURE 7a shows the sentence “NO, the process isn’t indefinite
and stellate.” The way in which th is sentence is produced by the rules
of PLACEBO I V ” is also shown in FIGURE 7a, in a “tree” repre -
sentation; “S” has been rewritten, and i t s rewrites rewritten, until a
sentence has eventuated. Also, since “determination” goes both ways, the
way in which the sentence is produced is the way in which the sentence,
i f presented cold, wil l be analyzed. The “rewriting” process then works
in reverse, rewriting the words and word -parts backwards until “S” i s
reached and the sentence, so t o speak, i s accepted as an example of “S”,
or as a well-formed sentence.

FIGURE 7b shows the sentence “There i s a small amount of the
Niss l substance which i s less dense than the nucleolus which is always
inside of the indefinite and nuclear membrane.” T h e derivation of this
sentence, from the rules of PLACEBO VI, i s also exhibited in “tree”
form.

In the course of i t s development, the PLACEBO microgrammar i s to
serve a definite function in the building of our system. That is, it will
serve as the descriptive medium in which the art icular structure of

FIGURE 8. From one of a sequence of optical serial sections of gallocyanin
steined normal cortex, The area represented in FICIJRE 9 is outlined.
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that is, the microgrammar wil l be able t o accept enough of the sentences
likeliest t o be produced in the using situation, as to re jec t submissions
only very occasionally. We rely on two constraints to limit the variety
of sentential submissions: the fact that the only users wil l be neuropatholo -
gists in their professional capacity; the fact that they will be seated at a
computer -console and wil l thereby b e somewhat inhibited (otherwise
regrettably) in their speech. Thus both vocabulary and sentential struc -
ture will be greatly limited jus t by the constraints of the using situation;
the users would have no need to call on all of English even if they could.
In fact we think it evident that they wil l not even call on all of their
professional dialect. Herein lies our hope of “habitability” -our hope of
incorporating, a f te r s tud ies of usage, most of the comparatively few
sentences which wi l l actually be presented. I f th i s hope seems unwar -
ranted, we submit that even the ratber weak PLACEBO V has succeeded
in netting an encouraging proportion - about one -fourth- of t h e sen -
tences used in a very limited descriptive situation.

In any case, i f our “habitability” hypothesis can be accepted for a
moment, it i s easy to see why we claim that “English”, in the form of
PLACEBO, is superior for our purposes to, e.g., IPL -V:not only does it
have greater descriptive power; but also it need not be learned at all, by
any neuropathologist who speaks English.

FIGURE 11. From one of a sequence of optical serial sections of unstained cor-
tical tissue.
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FIGURE 12. Representatlon of a part of FIGURE 11 with eight intensity levels
There i s the same aspect ratio distortion as in FIGURE 9.
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them, we may consider the three pictures in FIGURES 8, 9, and 10.
FIGURE 8 i s a photomicrograph of two cells in a specimen of monkey
cortex. FIGURE 9 i s a computer redisplay of the scanned photomicro -
graph with the blackness levels of the original represented by a blank
and the digits 1 through 7, corresponding respectively to an arbitrarily
white value in the original through an arbitrarily black value. It is pos-
sible t o obtain a spatial derivative of the scanned image which simultan -
eously rejects those parts of the original image which are out of focus
and preserves the boundaries where the value of the derivative exceeds
some threshhold. Such a derivative or differentiated picture is shown in
FIGURE 10. FIGURE 10 is substantially a line-drawing representing
some of the information in the original photograph. I f a line-drawing
similar to that of FIGURE 10 were supplied t o the machine as part of
the iconic description of the structure of a nerve cell, t he machine would
be able to identify the differentiated photomicrograph with the synthetic
sketch, and thereby be enabled to recognize the structure of the nerve
cell. The procedure is not qui te so simple, however. Some of the difficul -
t ies t o be encountered are shown in FIGURES 11, 12 and 13. FIGURE
11 i s a photograph of similar monkey cortical tissue, but here lef t un-
stained; t h e photograph was prepared using ordinary light microscopy.
FIGURE 12 i s t h e computer print-out of the scanned image where now
the structure of the original is not quite so manifest to the eye. In FIG-
LJRE 13, the same differentiation process has been applied t o the un-
stained scanned image as was applied in FIGURE 10. Same greas structure
i s evident in FIGURE 13. But what i s also d e a r i s that no sample
matching between a line drawing of, say, a single cell and the embedded
cel l in such a tissue “sketch” as FIGURE 13 is i ~ ~ ~ ~ i ~ ~ e l ypossible.
The structure of FIGURE 13 would j u s t have t o be decomposed before
a matching could be undertaken.

Iconic grammars with properties like those mentioned earlier do not
yet exist beyond such simple ones as the one given by Kimch.” How -
ever, an iconic grammar appears to be a prerequisite t o a satisfactory
structural analyses of images.
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FIGURE 13. Print-out of the results of a spatial differentiation of FIGURE 11.
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FIGURE 14. An overview of the ITSELF System.

be made at an articular level without exceeding the capabilities of com-
puter systems such as may now be envisioned. Secondly, that for the
most part this articular description is best carried, and treated, in i t s
customary linguistic form. But that, third, direct pictorial “description”
can also be made via sketches and other synthesized representations. We
have grazed a fourth point, that to a certain extent the internal repre -
sentation of biological images in a computer can be interchangeably lin-
guistic or iconic, and that to this extent (which we can now only guess
at) the two determining microgrammars, l inguist ic and iconic, can b e
bound together. Fifth, we have suggested that the procedure for analyzing
images, whether linguistically or iconically, should be t h e inverse of the
procedure for synthesizing them; a corollary suggestion, bearing on the
pictorial aspect alone, i s that a good synthesis procedure provides the
largest par t of a good procedure for analyzing images. We have suggested,
sixth, that in providing image -descriptions to the computer the morpholo -
gist be aided by use of machine -synthesized images; for these may function
as feedback o enable him t o improve his description until it meets the
adequacy test of an acceptable synthetic image. Seventh, we have proposed
that t h e same microgrammar, which is in use during the construction of an
image-analysis system, can also be the microgrammar which i s used in
interrogating and instructing that system when turned over t o the user.
And, we now assert that these observations are not disjointed matters of
interest but rather that they form the design principles for a coherent system
capable of analyzing biological images of high structural complexity. Having
made this assertion, we must now try to outline a tentative overall design
for such a system which we call “ITSELF.”

This system demands, for i t s realization, various computer processors,
some of which are already in existence, others of which are not. In the

4
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discussion which follows, those computer faci l i t ies which have already
been constructed, whether by us or by others, wil l not be distinguished
from those which have yet to be constructed by anybody. Of course, it
would be bad faith on our part in bringing the reader this far i f we did
not have ample reason t o believe that those parts yet to be created are
not impossible of creation: and that they can b e built with present knowl -
edge or with reasonable extensions thereof. In fact, we would like t o
take this occasion to urge that suitable effort be devoted to developing
those parts now now available, particularly t o developing those parts
which as of now seem most difficult. We beg leave to point out that
such processors, far from having utility only for the “ITSELF” system,
can be foreseen to offer wide-ranging advantages to a variety of kindred
systems, for many different disciplines.

The diagram of FIGURE 14 summarizes graphically our concepts
of how the system might be structured a t some future time. The linguistic
informant -work leading to the formation of the structure of PLACEBO
VI11 (though not necessarily i t s entire lexicon) wil l have been completed.
T h e initial iconic grammar willbe finished for the most part. T h e grammar -
writing instructions shown as proceeding from the morphologist will
largely be concerned wi th construction of then -incomplete aspects of
the system, mainly those which bind together the pictorial and linguistic
analyzers. Even though PLACEBO I V has attained some power for
expressing contextual material, a great deal more wil l be needed. Fo r
example, at the present stage of our work it i s posaible to recognize that
some grammatical constructions applicable t o cerebral cortex would not
be applicable to the basis pontis. Such contextual modifications of gram-
matical rules represent an important class (but by no means the only
one) of properties t o be modified during the early on-line operational
phase. (Indeed, iterative grammar modification by the morphologist, as
a result of the repeated synthesis -analysis cycles, is crucial t o the system.)
The unit titled “Picture and Sentence Grammar” thus stands for a highly
complex structure. I t s complexity wil l hopefully be reduced by several
factors, most of which are not yet seen very clearly. One of them, how-
ever, may be the considerable degree of isomorphism which we expect to
obtain between the iconic and linguistic grammars.

The group of processors termed “Picture and Sentence Parsers” in
the diagram would constitute a nodal point for information -transformation
in the system. Via the typewriter these processors wil l receive the direc -
tives, descriptions, and queries of the human morphologist, transmitting
to the interpreter not merely these strings of words, but also their anal-
ysis as PLACEBO sentences. As noted previously, th is analysis formed
in accordance with the grammatical rules contains information necessary
for formal treatment of the sentence.

A passer such as this i s not completely hypothetical. In fact, a parser
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for PLACEBO V exists but many factors, chief among them i t s slowness,
render it valueless for any but experimental purposes. A much faster
parser wil l be needed t o enable the interval between the entry of ques -
tions and the display of answers to be of the order of seconds rather than
minutes. A truly efficient parser would be a necessary (though, of course,
not sufficient) condition for t h e system’s operability.

Since we cannot at this time show examples of any except t h e most
primitive form of picture grammar, it i s a l i t t le presumptuous t o discuss
the iconic portion of the parsing processor. However, this part of the
overall prospect should not be regarded as totally bleak. The knowledge
gained in constructing ef f ic ient sentence parsers wil l surely be in part
transferable to the construction of iconic parsers; in fact, insofar as the
expected isomorphism between sentence and picture grammars emerges,
the picture and sentence parsers wil l prove t o be similar structures.

The scanner that we are now employing for digitization of photomicro -
graphs wi l l almost certainly not b e the one which wi l l transmit such
quantized images t o the picture parser. Optimism with regard to th is
component of our system is more firmly based on the hard results of
others. The refined techniques embodied in CYDAC, 4

for example, show
the possibility of high fidelity and high precision in optical density rep -
resentation. Computer control of the scanner would seem to be a technical
sine qua non, and this not only for reasons of storage -economy. The
scanner unit in the diagram does no t represent a scanner alone, not even
as sophisticated a scanner as that of CYDAC. We plan that considerable
preprocessing occur between the initial digitization and the presentation
of the image t o the parser. Preprocessing as well as regional and resolution
variability in scan are examples of operations which should be under
computer control.

The storage unit i s envisioned as being more than a very large array
of magnetic cores, discs, and/or tapes. We believe that for reasons of
storage economy as well as convenience, it wi l l be desirable (and possible)
to employ real pictures or even real histologic sections as additional
storage media. Thus, a sort of library would be available to the mor-
phologist for reference and instantiating purposes. Obviously, such a
storage mechanism places additional requirements on the scanner com-
ponents. The difficulty of meeting these requirements we do not believe
to be insuperable.

Storage of statements would be not in the form of words or sentences,
but (probably) in terms of their equivalents in a functional calculus, Le.,
the form into which parses (pictorial as well as sentential) are placed by
the interpreter and in which form they are manipulated by it.

The interpreter might appear, as so far exp bed , t o be a miscellane -
ous group of functions, ranging from a translator of parses into formal
statements and thence into subroutines, t o an input-output control
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unit. But, such a hodgepodge of logically unrelated functions would be
false t o the design principles as we now see them. The interpreter wil l be
a logical whole in which the various functions referred t o wil l be inter -
laced in a way corresponding to t h e structures of the grammars, the
various leve ls of discourse, etc. In avoiding the pragmatic piecemeal
approach in i t s construction, we take the immediately difficult approach,
which, however, seems t o us the approach which in the end wil l require
far less total effort.

We have not specifically indicated a separate display as one of the
outputs of the interpreter. Obviously, however, several types of display
capabilities will be required. As is the case wi th the scanner complex,
work by others in the area of display systems i s progressing at a rapid
rate, a rate sufficient t o justify optimism with regard t o th is aspect of
our system. T h e foregoing applies equally well to pointing devices such
as light-pens and cursors.

A final note concerning the morphologists who wil l participate in this
hybrid intelligence system. They wi l l find themselves typing in state -
ments, directives and questions in a language as close t o their everyday
professional dialect as we can make PLACEBO VII I . The language wil l
be “habitable.” They will not have t o know much i f anything about
computers. Curiosity, a willingneas to explore the bases of taxonomic
and diagnostic statements, and a dispassionate attitude toward the dis-
play of the consequences thereof--these wil l be definite assets. We believe
that the better the morphologist tis as a morphologist, the greater the
body of applicable information he brings, and the more articulate he can
be about articular relationships, the more useful will h is information be
to himself within such a system.

The role of the morphologist wi l l chaoge. The investment of time
made during the early phases of grammar construction and the outpouring
of his knowledge of articular structure wil l b e increasingly rewarded as
th is new instrument gains steadily in power and usefulness. H i s role can
be expected t o be more questioning and more directive as the system
grows; his own growth as a morphologist seems almost assured.
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