Determination of sodium in blood serum by inductively coupled plasma mass spectrometry
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Owing to its importance as a serum electrolyte, sodium is determined routinely in clinical laboratories. In the United States, the accuracy of these measurements is assessed through a number of proficiency testing programs. Clinical measurements are supported by the National Institute of Standards and Technology through the production of serum matrix Standard Reference Materials\(^*\) (909 and 956 series). For reference material certification, a gravimetric primary method has traditionally been used, but this method is time consuming. In this work, an alternative method has been developed in which sodium is determined by inductively coupled plasma mass spectrometry (ICP-MS) using a procedure, which is a cross between internal standardization and isotope dilution analysis. Diluted serum is spiked with \(^{26}\text{Mg}\) enriched isotope and the isotope ratio \(^{23}\text{Na}/^{26}\text{Mg}\) measured in analog detection mode. The ratios are standardized by measuring a sodium primary standard (SRM 919a) spiked with \(^{26}\text{Mg}\). As a relatively high concentration of sodium is measured, the sodium background from the ICP-MS instrument is comparatively small. The method has been successfully applied to the determination of sodium in SRM 909b (Human Serum), SRM 956a (Electrolytes in Frozen Human Serum) and serum pools from the College of American Pathologists.

Introduction

The normal concentration range for sodium in blood serum or plasma is 136–146 mmol L\(^{-1}\), constituting approximately 90% of the total cationic species present.\(^1\) Sodium ions play a pivotal role in the regulation of osmotic pressure and the distribution of water within the extra-cellular fluid compartments of the body, the concentration gradient being controlled by various ion channel proteins. Sodium is therefore an analyte that is determined routinely in the clinical laboratory to support diagnoses of circulatory, renal and nervous system function. The National Institute of Standards and Technology (NIST) supports these measurements through the provision of clinical Standard Reference Materials\(^*\) (SRMs), and historically by certification of pooled proficiency testing materials in conjunction with the College of American Pathologists (CAP).

Several analytical techniques have been employed for the determination of sodium in blood serum. In routine use for clinical diagnostics, the most commonly used technique is potentiometry using ion selective electrodes (ISE). ISE technology offers rapid sample throughput, the capability for total automation and simplicity of use. Early studies involving comparison with established reference methods, such as flame photometry, indicated that equivalent measurement data could be obtained using this approach.\(^2\)\(^4\) For example, Fuchs et al.\(^2\) compared the performance of a glass membrane ISE system with flame photometry obtaining a correlation coefficient better than 0.98. Numerous other studies have been reported using ISE systems,\(^5\)–\(^18\) which generally fall into two categories, one involving a direct method where no dilution of the sample takes place and an indirect method where the sample is mixed with a diluent prior to the measurement. ISE measurements are subject to several errors. One of the main errors is an electrolyte exclusion effect if abnormal concentrations of protein are present in the sample. Recommendations and conventions for measurement of sodium in undiluted blood have been proposed by Burnett et al.\(^17\).

Several optical methods have been developed for the determination of sodium in serum. Hisamota and coworkers\(^19\) reported the use of a disposable ion sensing probe based on ion pair extraction with a lipophilic anionic dye. The selectivity was sufficient to determine Na\(^+\) in diluted serum samples. Gunnlaugsson et al.\(^20\) investigated the use of two high selectivity chemosensors,\(^20\) one an anthracene based fluorescent sensor and the other based on an azo dye, which showed large changes in molecular absorption on addition of Na\(^+\). Enzymatic methods have been proposed\(^21\)–\(^27\) which feature simplified measurement equipment, minimal endogenous interferences and a linear range that encompasses physiological and pathophysiological ranges in serum. However, the measurement precision is often poorer than that of ISE and flame photometric measurements, and lipemic samples can produce inconsistent results. Atomic spectrometry has been a popular method for serum sodium measurements owing to its high sensitivity and selectivity. Classical flame photometry\(^28\)–\(^32\) is still used routinely. Schaffer et al.\(^32\) reported on a multi-laboratory evaluated reference method based on flame atomic emission spectrometry (FAES) in which good agreement was obtained with a gravimetric primary method on serum pools. Methods based on the direct current plasma,\(^33\) ICP emission spectrometry,\(^34\) and flow-injection atomic absorption spectrophotometry\(^35\) have also been reported.

The use of chromatography has been investigated. Thien-point and coworkers proposed the use of ion chromatography\(^36\)–\(^37\) as a candidate reference method, while Bohrer et al.\(^38\) used high performance liquid chromatography. Isotachophoresis has also been examined as a candidate reference method.\(^39\) Inductively coupled plasma mass spectrometry (ICP-MS) has not been extensively used for the determination of sodium in blood serum. The main challenge with the use of this technique is the relatively high instrumental background, which originates from sodium contamination, and which severely limits the dynamic range when using pulse counting ion detection. Some general success has been obtained with the use of cold-plasma conditions. Tanner and coworkers\(^40\) determined several elements, including sodium, at ng L\(^{-1}\).
levels. Wollenweber et al. also determined sodium and five other elements using cold-plasma conditions, but neither of these studies was applied to serum sodium measurements.

The primary method employed at NIST for the certification of sodium in blood serum is a classical gravimetric method, but this is extremely tedious and requires a relatively high degree of skill to attain accurate results. The conventional alternative to gravimetry is a reference method using flame photometry, but the attainable accuracy is somewhat limited and the determination is prone to interferences from glucose, protein and urea components in the serum.

In this work, an alternative method was developed using ICP-MS, the object of which was to provide a much more rapid method than gravimetry, but also having the potential for very high accuracy. In this method, sodium is determined by diluting the serum, adding a \(^{26}\text{Mg}\) enriched isotope and measuring the \(^{25}\text{Na}^{26}\text{Mg}\) isotope ratio in a manner similar to that used for stable isotope dilution mass spectrometry (IDMS). By measuring the isotope ratio in analog mode, the effect of instrumental sodium contamination is negligible. The performance of the new method has been investigated using NIST SRM 909b (Human Serum) and SRM 956a (Electrolytes in Frozen Human Serum). The results for these materials are compared with the primary gravimetric method, which was used to certify the reference materials. Additional measurements have been made on some performance testing materials from the College of American Pathologists (CAP) Surveys Program. The results are compared with the consensus values compiled by CAP in the Participant Summary.

Experimental

Reagents

High-purity nitric acid, hydrochloric acid and sulfuric acid were prepared at NIST\(^{44}\) using a sub-boiling distillation apparatus and stored in double-bagged Teflon bottles. High purity, de-ionized, distilled water was prepared in-house by sub-boiling distillation using a conditioned quartz still. Hydrogen peroxide was reagent grade, ammonium carbonate was puriss grade (Fluka, Buchs, Switzerland). Reagent grade nitric acid (Baker Analyzed\(^{45}\)), J.T. Baker, Phillipsburg, New Jersey, USA) and high purity de-ionized water from an in-house purification plant were used for cleaning all materials and containers.

Isotopic spike and calibration materials

The \(^{26}\text{Mg}\) enriched spike material (99.6% atom fraction \(^{26}\text{Mg}\), lot number 217301) was purchased from Oak Ridge National Laboratory (Oak Ridge, Tennessee, USA) as solid magnesium oxide. A stock solution of the spike was prepared by dissolution in a small quantity of high-purity nitric acid and dilution to yield a concentration of approximately 0.12 mol L\(^{-1}\) in 0.16 mol L\(^{-1}\) nitric acid. The isotopic composition of the spike was verified by dilution of an aliquot of the stock and measurement by ICP-MS.

Instrument calibrations were made using SRM 919a Sodium Chloride (Clinical) primary standard, having a certified purity of 99.89 ± 0.03% by weight. Before use, the standard was dried for 3 h in a convection oven at 110 °C.

Serum materials and preparation

SRM 909b and SRM 956a were used for method validation. Details of the source and certification of SRM 909b, which is a two-level, lyophilized, human serum material, have been published previously.\(^{42,43}\) Bottles of each level of the material were kept refrigerated until use, and reconstituted by adding 10.00 mL of the diluent water provided with the SRM. The bottles were swirled gently to mix the contents, and allowed to stand for 2 h to ensure complete dissolution of the contents. SRM 956a is a three-level frozen human serum prepared by the Diagnostics Group, Bayer Corporation, Middletown, Virginia, USA, consisting of 2 mL aliquots of serum in flame-sealed glass ampoules. Ampoules from each level were stored frozen at −80 °C until use, thawed to room temperature for several hours, and the contents mixed thoroughly before opening and sub-sampling. Further validation of the method was made by comparing measurements on proficiency testing serum pools provided by the CAP (Northfield, Illinois, USA). The materials, from the 1993 Chemistry Series 1 and 2 Survey, were lyophilized materials, which were reconstituted with the provided diluent in the same manner as for SRM 909b. Prior to making measurements on all of the serum materials, the density of each material was measured using a calibrated 10 mL borosilicate glass pycnometer. The density information was used to convert the sodium analytical data from a mass basis to a volume basis.

All sample preparation was carried out in a Class 10 clean environment with the use of protective clothing and gloves. Serum sub-samples ranging from 0.8–1.0 g were accurately weighed into clean 60 mL low density polyethylene (LDPE) sample bottles. The samples were acidified with 0.08 mol L\(^{-1}\) nitric acid such that the final concentration of sodium was in the range 40–50 µg L\(^{-1}\) (1.74–2.17 mmol L\(^{-1}\)) with a total sample volume of approximately 60 mL. The nitric acid concentration did not exceed 0.08 mol L\(^{-1}\) in order to limit any precipitation of serum proteins. At this point, the samples were found to be stable at room temperature for several days and no further sample processing was necessary. All samples were spiked gravimetrically with an aliquot of \(^{26}\text{Mg}\) enriched isotope. Calibration solutions were prepared from SRM 919a (Sodium Chloride Clinical Standard) primary standard at concentrations of 40 and 60 µg L\(^{-1}\) (1.74 and 2.61 mmol L\(^{-1}\)). The calibration solutions were spiked from the same stock of \(^{26}\text{Mg}\) isotope and were used to generate a calibration response curve for the instrument. As a precaution, all sodium determinations were completed within two days of sample preparation. Control materials, consisting of SRM 909 or 909a Human Serum were also prepared in the same manner as the samples as an additional check on the accuracy of the determinations.

Instrumentation and isotope ratio measurements

Isotopic measurements were made on a PlasmaQuad 1 ICP-MS system (VG Elemental, Winsford, Cheshire, UK). The instrument was operated in a standard hardware configuration with the exception of the vacuum diffusion pumps, which were replaced with turbo pumps (Pfeiffer-Balzers, Asslar, Germany). A Meinhard TR-30 C0.5 concentric nebulizer and a double-pass Scott spray chamber were used for sample introduction. The operating parameters used for the measurements are listed in Table 1. The instrument was optimized for maximum ion
transmission at m/z 23 by nebulizing a standard solution of sodium and adjustment of ion lens voltages, plasma gas flows and rf forward power.

For each sample, seven replicate blocks of 23Na/26Mg and 24Mg/26Mg isotope ratios were measured using an integration time per block of 60 s. All ratios were acquired in peak jumping mode. Owing to the relatively poor stability of the quadrupole system power supply, it was necessary to use three measurement points per peak in order to reduce effects associated with peak drift. The instrument was also operated in a low-resolution mode to broaden the top of the peak profiles. An approach was used which was similar to conventional isotope ratio measurements for isotope dilution analysis, in that the dwell time was kept relatively short in order to optimize the isotope ratio measurement repeatability. Instrument calibration was carried out after every second sample to minimize the effects of instrument mass discrimination drift and to maintain measurement accuracy. The instrumental mass discrimination for the 24Mg/26Mg isotope ratio was determined using a magnesium isotopic standard. The measured factor (approximately 3.8%) was used to correct all 24Mg/26Mg serum ratios.

Gravimetry

The procedure was similar to that used for other serum samples.42,43 Nominal 10 g sub-samples of each serum material were weighed into 200 mL Teflon® microwave digestion vessels. A mixture of 10 mL nitric acid and 2 mL hydrogen peroxide was added and the samples wet-ashed in a MLS Mega 1200 microwave oven (Milestone Inc., Bergamo, Italy). The samples were transferred, with rinsings of 0.16 mol L⁻¹ nitric acid, to 125 mL Teflon® beakers and evaporated to near dryness on a hot plate. The residues were reconstituted in approximately 30 mL of water. The resulting solutions were loaded onto polycarbonate ion exchange columns containing AG 50W-X8 (100–200 mesh) cation exchange resin and the loaded onto polycarbonate ion exchange columns containing AG 50W-X8 (100–200 mesh) cation exchange resin and the carbonate was added to convert bisulfate to sulfate. The sample. After the samples had cooled, 0.4 g of ammonium hydroxide was added to form sodium sulfate, removed and a small amount of water was added to wet each sample and the samples were again heated to 800 °C for 2 h, ignited at 900 °C, cooled in a desiccator and weighed as before. The ignition was repeated, if necessary, to constant mass. Sample masses were corrected for the blank. The difference in mass between the sample and the empty platinum crucible was taken as the mass of sodium sulfate, and this mass was divided by a gravimetric factor of 3.089275 to determine the mass of sodium. The gravimetric mass of sodium was added to the FAES-determined sodium to calculate the total sodium.

Results and discussion

Method design

Sodium has not commonly been measured by pulse counting detection ICP-MS because of high residual background contamination, which comprises a substantial fraction of the total dynamic range. Because of the relatively high concentration of sodium in serum, however, it is possible to measure sodium using analog ion detection. This approach offers the advantages of a much more effective dynamic range as well as immunity to detector dead-time effects and the limitations of counting statistics. Since sodium is monoisotopic, it is not possible to use isotope dilution approaches. However, a hybrid measurement strategy was adopted by using a 26Mg enriched isotope as an internal standard and measurement of 23Na/26Mg isotope ratios for each sample. Magnesium was selected for the internal standard on the basis of proximity in mass to that of sodium and similarity in ionization and analytical behaviour. The 26Mg enriched isotope was used because the serum materials also contain a small amount of magnesium and the contribution from this was minimized by the use of 26Mg as the internal standard rather than natural magnesium, which is predominantly 24Mg. All of the 23Na/26Mg ratios were internally corrected by concurrent measurement of the 24Mg/26Mg ratio and subtracting out the contribution from the serum 26Mg component according to the following equations:

\[
26I_{\text{true}} = 26I_{\text{true}} + C_{\text{n}}24I_{\text{serum}}
\]

\[
24I_{\text{serum}} = 24I_{\text{measure}} - C_{\text{spk}}26I_{\text{true}}
\]

where, \(26I_{\text{true}}\) is the measured signal intensity at m/z 26, \(26I_{\text{true}}\) is the true signal intensity for 26Mg spike, \(24I_{\text{serum}}\) is the signal intensity for serum 24Mg and \(C_{\text{n}}\) is the ratio correction for the natural isotopic composition 24Mg/26Mg

\[
24I_{\text{measure}} = 24I_{\text{true}} - C_{\text{spk}}26I_{\text{true}}
\]

where, \(24I_{\text{true}}\) is the measured signal intensity at m/z 24, and \(C_{\text{spk}}\) is the ratio correction for the spike composition 24Mg/26Mg

\[
24I_{\text{true}} = 24I_{\text{true}} + C_{\text{n}}(24I_{\text{measure}} - C_{\text{spk}}26I_{\text{true}})
\]

\[
24I_{\text{true}} = (1 - C_{\text{n}}C_{\text{spk}})26I_{\text{true}} + C_{\text{n}}24I_{\text{measure}}
\]

\[
26I_{\text{true}} = (26I_{\text{measure}} - C_{\text{n}}24I_{\text{measure}})(1 - C_{\text{n}}C_{\text{spk}})^{-1}
\]

The magnitude of this correction process, however, was extremely small, amounting to approximately 0.08% for a sodium concentration in the region of 140 mmol L⁻¹.

A scanned ICP-MS mass spectrum at unit resolution for a typical spiked serum sample is shown in Fig. 1. The isotopes at
m/z 24 and 25, originating in part from magnesium in the serum, are just visible. The isotope appearing at m/z 30 is most likely due to a mixture of $^{13}$N$_2$, $^{14}$N$^{15}$NH, $^{14}$NO$^{-}$ and $^{30}$Si ions. A separate study on an unspiked serum showed no evidence of C$_2^+$ or CN$^-$ interferences on the magnesium isotopes. Likewise there are no realistic interferences possible at m/z 23, for the matrix components normally found in blood serum.

Measurement repeatability and linearity

The isotope ratios and the isotope ratio measurement repeatability for a typical spiked serum sample are shown in Table 2. It is evident that the measurement repeatability obtainable for $^{24}$Mg/$^{26}$Mg is much better than could be attained by pulse counting ion detection, where counting statistics would limit this to approximately 2%. The measurement repeatability averaged across all of the serum samples used in this study was 0.14% for $^{24}$Mg/$^{26}$Mg and 0.13% for $^{23}$Na/$^{26}$Mg.

As with pulse counting detection, analog mode detection is also subject to non-linearity at higher concentrations. To test the linearity of this system, four sodium calibration standards covering the range 20–75 mg L$^{-1}$ were spiked with a constant amount of natural Mg and the ratio $^{25}$Na/$^{26}$Mg was measured as a function of the sodium concentration. The resulting calibration curve was fitted through zero and clearly indicated that the measurement system is linear ($r = 0.9999995$) up to this limit. However, all of the measurement data in this work were obtained using a concentration range spanning 40–60 mg L$^{-1}$ (1.74–2.61 mmol L$^{-1}$).

Instrument background and procedural blank

The use of analog mode ion detection dramatically reduced the measured instrument background. The magnitude of background corrections to the measurement data was approximately 0.25%, which was considered to be very acceptable, especially as the background was found to be extremely stable throughout the work.

The sodium blank originating from the procedure was assessed by adding a small amount of $^{25}$Mg spike to clean LDPE sample bottles and processing through the preparation and measurement protocol in a manner identical to the samples. The average blank ($n = 7$) was 403 ng (1 SD = 69 ng), which amounted to approximately a 0.01% correction to the sample data. This was therefore a negligible source of uncertainty.

Determination of sodium in SRM 909b

The ICP-MS method was initially tested during the certification of SRM 909b. Nine statistically selected bottles of SRM 909b Level 1 were tested using the method. Four separate bottles were tested by gravimetry, which was being used as the primary definitive method for certification of the material. In addition, six bottles of the Level 2 material were tested by the ICP-MS method and five separate bottles were tested by gravimetry. The analytical data obtained by both methods are compiled in Table 3, together with the expanded uncertainties and the final certified values listed on the Certificate of Analysis. The expanded analytical uncertainties for each set were composed of Type A and Type B uncertainties, which were combined according to ISO guidelines.

For the ICP-MS method, Type A components consisted of the standard uncertainties of the sample determinations and the correction for the blank. Type B components consisted of the purity of the SRM 919a primary calibrant, uncertainty of the density correction, variability in the ICP-MS instrument mass discrimination during the analysis sequence and weighing uncertainty. For the gravimetric method, Type A components were based on corrections for the blank, measurement repeatability and analyte stoichiometry, while Type B components were based on estimates of mechanical loss, the uncertainty in the sample mass and density in quadrature, uncertainty of the ignited mass of sodium sulfate and corrections by FAES. Coverage factors were determined from the effective degrees of freedom using the Welch–Satterthwaite formula.

Excellent agreement between the methods was obtained. For Level 1, the relative difference between the arithmetic means of the methods was 0.14%, and for Level 2 the relative difference was 0.07%. In both cases the means of the two methods were within the calculated expanded uncertainties of each method.

Several controls, consisting of SRM 909 and SRM 909a Human Serum, were analyzed by the method and by gravimetry, as a check on the accuracy of the analytical data. All of the control data for both methods were within the uncertainty of the certified values.

Determination of sodium in SRM 956a

Additional measurements using the new method were made on SRM 956a. Five measurements from separate ampoules were made for each of the three concentration levels. Gravimetric measurements were used to certify the sodium concentrations, and were made independently on six ampoules of concentration Level 1 and two and five ampoules of concentration Level 3. Analytical data obtained by both methods are summarized in Table 4, together with the expanded uncertainties and the assigned certificate values. Expanded uncertainties were calculated on a similar basis to those for SRM 909b. Again excellent agreement was obtained between the two methods for all of the concentration levels. The difference between the two methods was 0.16%, 0.05% and 0.13% respectively for Levels 1, 2, and 3.
2 and 3. Again, for all three levels, the means of the two methods were within the calculated expanded uncertainties of each method.

In general, the analytical measurement repeatability tends to be slightly higher (approximately 2.5 times higher) for the ICP-MS method relative to gravimetry, but is considered to be very acceptable for an instrumentally based method. The expanded uncertainties are also typically higher (approximately 2 times higher) for the ICP-MS method, largely as a result of the slightly higher measurement repeatability.

### CAP proficiency testing specimens

The method was used to measure the sodium concentrations in a range of CAP Survey proficiency specimens. Seven different specimen materials were analyzed and measurements were made in duplicate on each material. The expanded uncertainties for each specimen were calculated in the same manner as SRM 909b and SRM 956a, except that the Type A sample replication uncertainty was distributed across all of the duplicates by averaging the variances of each set of duplicates, calculating a distributed standard deviation by dividing by the square root of the average, and dividing the resulting distributed relative standard deviation by the square root of the total number of duplicates \((n = 7)\). The relative expanded uncertainty from combined Type A and Type B components was then scaled to generate a specific expanded uncertainty for each specimen mean. Data from each duplicate measurement are summarized in Table 5 together with the arithmetic mean and expanded uncertainty. Data from the CAP Chemistry Survey compilation are also listed in Table 5. Two sets of data are included, one (column 5) consisting of the mean of a selected set of methods, which comprise colorimetry, flame photometry and ISE diluted serum \((n \approx 3200\) laboratories), and the other (column 6) which is the mean of all the methods including ISE undiluted serum \((n \approx 6600\) laboratories). The data obtained by the ICP-MS method agree remarkably well with the overall consensus means of the selected method group, but the means from all methods are slightly higher as they tend to be biased high by the ISE (undiluted) data. This disparity is well known and ISE undiluted methods are usually compared as a separate peer group.

### Conclusions

The use of analog detection ICP-MS provides an elegant, rapid and accurate method for the determination of sodium in blood serum. Measurements can be completed on a dozen samples in less than one day, while gravimetry, takes one to two weeks and is therefore not suited to routine use. Comparative measurements on reference materials by classical gravimetry clearly demonstrate that this method is capable of providing accurate and precise data. Excellent agreement is obtained between the two methods. For all of the materials tested, the means of the two methods agree within the expanded uncertainties of each method. In general, the expanded uncertainty of the ICP-MS measurements is slightly higher than that of gravimetry, largely because of the higher measurement repeatability obtained from the early generation instrumentation used in the study. The use of current ICP-MS instrumentation, particularly multi-collector systems employing Faraday cup detection, would enhance the performance of the method further. The simplicity of the method, which involves minimal sample preparation, the ubiquity of ICP-MS instrumentation and freedom from both
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Table 4 ICP-MS and gravimetric data for sodium in SRM 956a

<table>
<thead>
<tr>
<th>Sample</th>
<th>Level 1/mmol L(^{-1})</th>
<th>Level 2/mmol L(^{-1})</th>
<th>Level 3/mmol L(^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ICP-MS</td>
<td>Gravimetry</td>
<td>ICP-MS</td>
</tr>
<tr>
<td>1</td>
<td>121.51</td>
<td>121.45</td>
<td>140.51</td>
</tr>
<tr>
<td>2</td>
<td>120.64</td>
<td>121.59</td>
<td>141.24</td>
</tr>
<tr>
<td>3</td>
<td>120.95</td>
<td>121.46</td>
<td>141.08</td>
</tr>
<tr>
<td>4</td>
<td>121.42</td>
<td>121.40</td>
<td>140.61</td>
</tr>
<tr>
<td>5</td>
<td>121.59</td>
<td>121.35</td>
<td>141.41</td>
</tr>
<tr>
<td>6</td>
<td>121.22</td>
<td>122.22</td>
<td>140.97</td>
</tr>
<tr>
<td>Mean</td>
<td>121.22</td>
<td>121.41</td>
<td>141.07</td>
</tr>
<tr>
<td>SD</td>
<td>0.41</td>
<td>0.12</td>
<td>0.39</td>
</tr>
<tr>
<td>RSD (%)</td>
<td>0.34</td>
<td>0.10</td>
<td>0.28</td>
</tr>
<tr>
<td>Exp. Unc.</td>
<td>0.59</td>
<td>0.31</td>
<td>0.62</td>
</tr>
<tr>
<td>Certified value</td>
<td>121.4 ± 0.3</td>
<td>141.0 ± 0.3</td>
<td>160.9 ± 0.4</td>
</tr>
</tbody>
</table>

*Expanded uncertainty calculated at a 95% confidence interval. *NIST certificate value and expanded uncertainty for a 95% statistical confidence interval.

Table 5 ICP-MS data for sodium in CAP proficiency testing samples

<table>
<thead>
<tr>
<th>Material</th>
<th>Replicate</th>
<th>Concentration/mmol L(^{-1})</th>
<th>Mean(^{(+1\sigma)})/mmol L(^{-1})</th>
<th>Survey selected(^{(+1\sigma)})/mmol L(^{-1})</th>
<th>Survey all(^{(+1\sigma)})/mmol L(^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-01</td>
<td>A</td>
<td>149.41</td>
<td>149.17 ± 0.44</td>
<td>149.3 ± 1.8</td>
<td>151.0 ± 2.8</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>148.92</td>
<td>127.68 ± 0.38</td>
<td>127.5 ± 1.6</td>
<td>128.8 ± 2.3</td>
</tr>
<tr>
<td>C-02</td>
<td>A</td>
<td>127.89</td>
<td>139.95 ± 0.42</td>
<td>139.5 ± 1.8</td>
<td>139.6 ± 2.0</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>139.89</td>
<td>146.92 ± 0.44</td>
<td>147.6 ± 1.8</td>
<td>149.0 ± 2.6</td>
</tr>
<tr>
<td>C-03</td>
<td>A</td>
<td>127.47</td>
<td>149.41 ± 0.44</td>
<td>149.7 ± 1.9</td>
<td>151.8 ± 2.9</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>149.15</td>
<td>128.64 ± 0.38</td>
<td>128.6 ± 1.6</td>
<td>130.1 ± 2.3</td>
</tr>
<tr>
<td>C-11</td>
<td>A</td>
<td>128.83</td>
<td>128.46</td>
<td>125.9 ± 1.7</td>
<td>127.7 ± 2.6</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>128.46</td>
<td>125.58</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Arithmetic mean of replicates A and B and expanded uncertainty. *Grand mean \((+1\sigma)\) of selected group of CAP Survey data by colorimetric, flame photometric and ISE diluted methods. *Grand mean \((+1\sigma)\) of all CAP Survey data including those of ISE undiluted methods.

---
spectral and matrix interferences, mean that the method could easily be adapted to a more routine laboratory environment.
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Appendix

Disclaimer

Certain commercial equipment, instruments or materials are identified in this work to specify adequately the experimental procedure. Such identification does not imply recommendation or endorsement by the National Institute of Standards and Technology, nor does it imply that the materials or equipment identified are necessarily the best available for this purpose.
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