Simple spectral stray light correction method for array spectroradiometers
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A simple, practical method has been developed to correct a spectroradiometer’s response for measurement errors arising from the instrument’s spectral stray light. By characterizing the instrument’s response to a set of monochromatic laser sources that cover the instrument’s spectral range, one obtains a spectral stray light signal distribution matrix that quantifies the magnitude of the spectral stray light signal within the instrument. By use of these data, a spectral stray light correction matrix is derived and the instrument’s response can be corrected with a simple matrix multiplication. The method has been implemented and validated with a commercial CCD-array spectrophotograph. Spectral stray light errors after the correction was applied were reduced by 1–2 orders of magnitude to a level of approximately $10^{-5}$ for a broadband source measurement, equivalent to less than one count of the 15-bit-resolution instrument. This method is fast enough to be integrated into an instrument’s software to perform real-time corrections with minimal effect on acquisition speed. Using instruments that have been corrected for spectral stray light, we expect significant reductions in overall measurement uncertainties in many applications in which spectrometers are commonly used, including radiometry, colorimetry, photometry, and biotechnology. © 2006 Optical Society of America
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1. Introduction
Spectrometers are used in a wide range of applications in the fields of spectroradiometry, spectrophotometry, colorimetry, photometry, and optical spectroscopy. Many of the instruments used in industry are multichannel spectrometers, commonly called array spectrometers or spectrographs, which employ array detectors that can simultaneously acquire an entire spectral image over a finite spectral region. Compared with mechanical-scanning spectrometers, spectrographs can acquire the spectral distribution of a source in a matter of seconds rather than typically minutes.

A spectrograph typically consists of an input optic, an entrance slit, a dispersing element (such as a grating), an array detector, and optics to image the entrance slit onto the array detector (Fig. 1). Because of the inclusion of a dispersing element, the spatial image of the entrance slit falls on different regions of the detector array, depending on its wavelength. Thus a broadband light source forms a spectral image across the detector array. Ideally, an image element on an element of the detector array for a particular field of view and a particular wavelength is composed only of the spectral components of the source element within the particular field of view and within the instrument’s bandpass at the particular wavelength. In a practical spectrograph system, however, the image element is modified by the presence of stray or scattered light caused by unwanted imaging and scattering on the optical elements of the instrument (surfaces, mounts, internal baffles, higher-order diffraction, fluorescence, etc.). Stray light can originate from the elements of an extended source inside and outside the instrument’s overall field of view and from the spectral components of the particular source element inside and outside the instrument’s spectral range. Stray light originating from the elements of an extended source is called spatial stray light and can be described by an instrument’s point-spread function. Stray light originating from the spectral components of the particular source element is called spectral stray light and can be described by an instrument’s spectral line-spread function (see the definition in Section 2 below). The research reported in this paper focuses on correcting an instrument’s response for spectral stray light that is the dominant stray light in many applications.
The radiometric performance of spectrographs has improved considerably in recent years, mirroring improvements in array detector technology. However, there is an intrinsic limitation to the measurement uncertainty of a single grating system that is due to the unwanted spectral stray light within the instrument. The level of this spectral stray light is of the order of $10^{-3}$ to $10^{-5}$ for the measurement of a monochromatic source or of the order of $10^{-1}$ to $10^{-3}$ for the measurement of a broadband source, depending on the quality of a spectograph. Spectral stray light can cause unexpectedly large errors when one is measuring a low-level spectral component of a broad-band source. For example, a high-quality spectograph that has a spectral stray light level of $10^{-3}$ for a broadband source measurement will result in a relative measurement error of 100% of the true value when the spectograph is used to measure a spectral component that is 0.1% of the averaged signal of the broadband source.

Spectral stray light errors occur in the calibration of the instrument and in subsequent measurements of test sources. Spectroradiometers are typically calibrated against reference standards that utilize incandescent lamps. The peak of the emission from incandescent lamps lies in the red and near-infrared spectral regions. The spectral distribution of the test source often differs significantly from that of the calibration source, in which case the spectral stray light error in the calibration source measurement and that in the test source measurement do not cancel and the errors in the test source measurement are inevitable. In fact, spectral stray light is often the dominant source of uncertainty, particularly when single-grating instruments measure light sources such as light-emitting diodes (LEDs), displays, and some discharge lamps.

Methods were proposed previously to correct spectral stray light errors in spectroradiometers. Kostkowski proposed a spectral stray light correction method for a scanning spectrometer that uses tunable lasers. This method is based on the characterization of a spectrometer’s slit scattering function (SSF), which is the relative spectral responsivity when the instrument is set at a fixed wavelength while the wavelength of the incident monochromatic source changes. The SSF of the spectograph is directly used to obtain the original spectrum by deconvolution to remove the spectral stray light from the total signal by use of an iterative approach. As the responsivity within the bandpass of the spectograph is several orders higher than that in the out-of-band region, this method requires accurate profiling of the in-band portion of the SSF, which is tedious because the SSF changes rapidly within the bandpass. In practice, the iterative solution may not converge to the correct solution owing to errors in the in-band portion of SSF as well as to measurement noise. Brown et al. developed a method that solves the convergence problem by separating the SSF into an in-band part and an out-of-band part. Their approach corrects a spectroradiometer’s spectral responsivity and a test source’s spectral distribution in separate steps. The iterative solution to spectral stray light by this approach is robust and not sensitive to measurement noise or small errors in the derived SSF. In general, extensive fine tuning of the laser, or scanning of the spectrometer’s wavelength setting when certain conditions are met, is required for measuring an instrument’s SSF accurately.

In this paper we describe a simpler, faster spectral stray light correction method that is based on the ratio of the spectral stray light signal to the total signal within the bandpass of a spectograph. This functional relationship, set to zero within the bandpass, is called the spectral stray light signal distribution function (SDF). As was done in previous techniques, one first characterizes an instrument by measuring laser emission at a set of wavelengths covering the instrument’s spectral range. In the method described here, fine scans of the laser excitation are not needed for calculating the SDFs. A SDF matrix is derived from the characterization measurements and is used to correct the instrument’s response for spectral stray light. In contrast to the method of Brown et al., the correction is applied to measured raw output signals, and no distinction is made for the source being measured, i.e., for whether the source is a calibration source or a test source.

The new method corrects for spectral stray light in the system by using a simple matrix multiplication. It is an order of magnitude faster than the iterative approach, and it can be readily incorporated into an instrument’s software for real-time correction without affecting the acquisition speed. The method was implemented in a commercial CCD array spectrograph. For experimental validation, several sources were measured and results with and without the spectral stray light correction were compared. The theory of the correction method and the results of the experimental validation are presented.

2. Method of Correction for Spectral Stray Light

An instrument’s response to spectral stray light can be characterized by measuring monochromatic spectral line sources that do not have any emission other than the spectral line itself. In this case, the spectral stray light response can easily be separated from the desired signal: Any response measured by array ele-
ments outside the instrument’s bandpass arises from spectral stray light. The excitation source should uniformly fill the instrument’s entrance pupil. When the spatial information of the sources is not important (e.g., for spectral radiance of a uniform source or uniform irradiance on a reference plane), the output of a spectrograph using a two-dimensional array detector is usually binned, or integrated, along a column, giving a one-dimensional response. That is, the image of the entrance slit is averaged along an array column, giving one average value per column.

The relationship that describes a spectrograph’s relative response at every element $i$ to a fixed monochromatic excitation at wavelength $\lambda_j$ falling on the element $j = J$ is called the spectral line-spread function (LSF), denoted $f^\text{LSF}_{i,J}$. The LSF describes the spectral stray light and is conceptually equivalent to the point-spread function that is used to describe the spatial stray light response of an instrument. Figure 2(a) is an illustration of a LSF of a spectrograph that has an array detector with 1024 elements (or pixels). The LSF is normalized by its peak value for convenience. The instrument’s response can be separated into a narrow peak region about element $j$ and the remaining broad region of low response. The narrow peak region corresponds to the instrument’s bandpass, and the signal in this spectral region is called the in-band (IB) response. The signal in the remaining broad region arises from spectral stray light. Thus the imaging characteristics of the spectrograph can be fully described by use of two indices, $i$ and $j$; $i$ expresses an output of an individual array element, and $j$ refers to the wavelength, in pixel space, of the incident radiant flux being measured.

The SDF denoted $d_{i,j}$, is derived from the corresponding LSF by normalizing the $f^\text{LSF}_{i,J}$ to the total IB area and setting values of array elements within the IB area to zero. The SDF generated from the LSF

![Fig. 2. (a) Illustration of a LSF of a spectrograph with a 1024-pixel array detector. The wavelength of the spectral line source is $\lambda_j$ centered on pixel $j$ of the array. (b) Plot of the corresponding SDF derived from the LSF shown in (a). The top x axis is in pixel space, and the bottom x axis is in wavelength space.]

$[\text{Fig. 2(a)}]$ is shown in Fig. 2(b). The SDF is given by

$$d_{i,j} = \frac{f^\text{LSF}_{i,J}}{\sum_{i \in \text{IB}} f^\text{LSF}_{i,J}}, \quad i \notin \text{IB} \quad (\text{pixel } i \text{ outside IB}),$$

$$d_{i,j} = 0, \quad i \in \text{IB} \quad (\text{pixel } i \text{ inside IB}),$$

$$i = 1 \ldots n. \quad (1)$$

Note that the denominator is simply the sum of the relative signals from the IB elements at each $J$.

To correct an instrument’s response for spectral stray light it is necessary to know the relative stray light response of element $i$ for every excitation wavelength $J$. This relationship is known as the spectral stray light response function. To generate these spectral relationships it is necessary to know the SDF for every element $J$ in the array. In general, the SDF’s of a spectrograph are wavelength dependent; that is, $d_{i,j}$ varies with excitation element $J$ as well. However, it is not required to measure the monochromatic source for $f^\text{LSF}_{i,j}$ at each element $J$ to obtain a full set of $d_{i,j}$ ($j = 1 \ldots n$) by using Eq. (1). Because the shape of $d_{i,j}$ typically changes smoothly across the array with excitation element $J$, $f^\text{LSF}_{i,j}$ can be measured at intervals much larger than the element interval, and $d_{i,j}$ between the measured excitation elements can be obtained by interpolation or modeling (described below in greater detail).

With $d_{i,j}$ for every excitation element $j$, the spectral stray light properties of the instrument can be fully characterized. To generate the spectral stray light response function for each element in the array, one forms an $n \times n$ spectral stray signal distribution matrix (SDF matrix) $D$ by filling the columns of the matrix with the individual SDFs [Eq.(2) below]. That is, each column $j = J$ of $D$ is filled with a corresponding $d_{i,j}$ ($i = 1 \ldots n$). From Eqs. (1) the diagonal elements of the matrix and surrounding elements within the instrument’s bandpass are 0. Note that each row $i$ in the matrix forms the spectral stray light response function for element $i = I$, $d_{I,j}$ ($j = 1 \ldots n$):

$$d_{1,1} \quad d_{1,2} \quad \cdots \quad d_{1,j} \quad \cdots \quad d_{1,n-1} \quad d_{1,n}$$

$$d_{2,1} \quad d_{2,2} \quad \cdots \quad d_{2,j} \quad \cdots \quad d_{2,n-1} \quad d_{2,n}$$

$$\vdots \quad \vdots \quad \ddots \quad \vdots \quad \ddots \quad \vdots \quad \vdots$$

$$d_{n,1} \quad d_{n,2} \quad \cdots \quad d_{n,j} \quad \cdots \quad d_{n,n-1} \quad d_{n,n}$$

The total signal from spectral stray light at a given element $i$, $Y_{\text{spec},i}$ is the sum of all spectral stray light contributions from the broadband source spectra falling on the elements in the array:

$$Y_{\text{spec},i} = \sum_{j=1}^{n} d_{i,j} Y_{\text{IB},j} \quad \text{true} = \sum_{j=1}^{n} d_{i,j} Y_{\text{IB},j}, \quad (3)$$
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where $Y_{IB, j}^{true}$ is the true IB signal at element $j$, which is proportional to the total incident power of the source within the spectral width of element $j$, and $Y_{IB, j}$ is the total IB signal at element $j$ arising from the incident power of the source within the spectral range of IB at element $j$. $Y_{IB, j}$ does not include the signal from element $j$ contributed by spectral stray light and is the unknown variable in Eq. (3).

Note that in Eq. (3) the summation covers only the spectral range of the instrument ($i = 1 \ldots n$). In many cases the spectrum of a measured broadband source extends beyond an instrument's measurable range; in addition, the spectral response ranges of the detector elements are broader than the instrument's spectral range. This is especially true for a spectrograph designed for the visible region is calibrated against an incandescent standard lamp whose spectral distribution peaks in the near infrared. In these cases, Eq. (3) does not fully describe the spectral stray light signal, and an additional term $\delta$ is required: The expression for the total spectral stray light signal from element $i$, in these cases, is given by

$$y_{s, spec, i} = \sum_{j=1}^{n} (d_{i,j} Y_{IB, j}) + \delta_{spec, i}$$

where $\delta_{spec, i}$ is the sum of the spectral stray light response of element $i$ to the source emission from outside the instrument's spectral range. The measurement equation for element $i$ is

$$Y_{meas, i} = Y_{IB, i} + y_{s, spec, i} = Y_{IB, i} + \sum_{j=1}^{n} (d_{i,j} Y_{IB, j}) + \delta_{spec, i}$$

where $Y_{meas, i}$ is the total measured signal from element $i$ and $Y_{IB, i}$ is the IB signal from element $i$, which is to be obtained as the result of correction. Note that the $\delta_{spec, i}$ component cannot be quantified and corrected with the method described here. However, this component may be negligible or one can reduce it to a negligible level by filtering the radiation entering the spectrograph (see Section 6 below for details). In the following discussion, $\delta_{spec, i}$ is assumed to be zero.

Equation (4) can be expressed in a matrix form, with the spectral stray light signals represented by the column vector $Y_{s, spec}$:

$$Y_{s, spec} = D \cdot Y_{IB}$$

$Y_{IB}$ is a column vector representing the IB signals from the $n$ elements. The measurement equation given as Eq. (5) ($\delta_{spec, i} = 0$) can also be expressed in matrix form:

$$Y_{meas} = Y_{IB} + Y_{s, spec} = Y_{IB} + D Y_{IB}$$

where $Y_{meas}$ is an $n$-element column vector with the measured signals.

The matrix measurement equation, Eq. (7), is a system of simultaneous linear equations that has same number of equations as unknowns ($Y_{IB}$). It can be rewritten as

$$Y_{meas} = (I + D)Y_{IB} = AY_{IB},$$

where $A = I + D$ is a square coefficient matrix of order $n$ and $I$ is the $n \times n$ identity matrix. One can obtain each unknown column vector $Y_{IB}$ by directly solving Eq. (8), using a proper linear algebraic algorithm (e.g., the Gaussian elimination algorithm). However, in terms of simplicity and calculation speed, it is preferable to solve Eq. (8) by inverting matrix $A$:

$$Y_{IB} = A^{-1} Y_{meas} = C Y_{meas}.$$  

where $C$, the inverse of $A$, is called the spectral stray light correction matrix. Note that development of matrix $C$ is required only once, unless the imaging characteristics of the instrument change. Using Eq. (9) enables the spectral stray light correction to become a single matrix multiplication operation, and the correction can be performed in real time with a minimal effect on acquisition speed.

Measurement errors are inevitable and arise from a variety of sources, including errors in coefficients $d_{i,j}$ that are due to errors in the LSFs (both measurement and interpolation), errors in $Y_{meas}$ arising from noise, and computational round-off errors. To obtain an accurate solution for $Y_{IB}$ by using Eq. (9), it is critical that the solution be numerically stable, that is, insensitive to small errors in the coefficients of matrix $C$ and in $Y_{meas}$. $A$ is nearly the identity matrix: All diagonal components are 1, with adjacent components all 0 ($d_{i,j} = 0$ inside the defined set of IB elements). The rest of the components in the matrix are typically 3 orders smaller than the diagonal elements (the values of $d_{i,j}$ are typically smaller than 10^{-3}). When $A$ is nearly the identity matrix, small errors in $D$, in $Y_{meas}$, and in computational round-offs should result in only small errors in the solution, $Y_{IB}$.

One can evaluate the numerical stability of a system of simultaneous linear equations mathematically by calculating the condition number, $k(A)$ of the system's square coefficient matrix $A$. The condition number is a relative error magnification factor of a system of simultaneous linear equations. Changes in either $Y_{meas}$ or $A$ can cause changes $k(A)$ times as large in the solution $Y_{IB}$. The condition number of an identity matrix is 1; while the condition number of a singular square matrix is infinite.

In addition to the matrix inversion approach, the matrix measurement equation, Eq. (7), can be solved with the conventional iterative approach by use of the following recursion relation:

$$Y_{IB}^{(k+1)} = Y_{meas} - D Y_{IB}^{(k)},$$

$$k = 0, 1, 2, \ldots ,$$

$$Y_{IB}^{(0)} = Y_{meas}.$$
The iterative approach is in general slower and more cumbersome than the matrix inversion approach but can be used to validate the matrix inversion approach.

3. Experimental Implementation
A commercial CCD-array spectrograph was corrected for spectral stray light by use of both the spectral stray light correction matrix [matrix C in Eq. (9)] and the iterative algorithm [Eq. (10)] to verify the consistency of the two approaches. The spectrometer had a spectral range of 200–800 nm, a pixel-to-pixel spacing of approximately 0.6 nm, and a FWHM bandwidth of approximately 3 nm. The array detector is a two-dimensional CCD with total of 1024 x 128 pixels, the output of which is binned along the column with 128 pixels. The analog-to-digital conversion resolution of the instrument was 15 bits.

Tunable lasers available at the National Institute of Standards and Technology (NIST) Facility for Spectral Irradiance and Radiance Responsivity Calibrations Using Uniform Sources were used for the monochromatic sources that uniformly illuminate the entrance pupil of the spectrograph by using diffusers. For this validation test, the spectrograph measured a total of 80 laser lines with wavelengths spaced as densely as 5 nm (≈8 pixels) apart. The high density of excitation wavelengths ensured that any localized features such as higher-order diffracted light imaged on the array were included in the LSFs. Several representative LSFs spanning the detector array are shown in Fig. 3. The overall spectral stray light signal is fairly low, but there is a large, near-field spectral stray light response (a hump at the immediate left of the IB peaks), which is most likely caused by an interreflection between the CCD array and its detector window. For the UV excitation (≈318 nm, the second curve from the top in Fig. 3), there is an additional small response, peaked at ≈635 nm, arising from the second-order diffraction from the grating. The LSF with a red laser (≈660 nm, the second curve from the bottom in Fig. 3) shows a near-field peak at ≈635 nm, which may result from double diffraction in the spectrograph (a phenomenon in which part of the diffracted light from the grating is reflected back onto the grating and is diffracted a second time).

Each measured LSF, $f_{LSF, ij}$, was used to derive the corresponding SDF, $d_{i,j}$, with Eq. (1). Each derived $d_{i,j}$ filled the corresponding column $j$ of SDF matrix $D$. The intermediate columns between the derived columns were filled by interpolation of the filled known column $d_{i,j}$. The first and last columns were filled by extrapolation. Figure 4 shows logarithmic plots of three representative columns of the spectrograph’s 1024 x 1024 SDF matrix $D$ for $j = 210, 500, 800$, which are three SDF functions $d_{i,210}$, $d_{i,500}$, and $d_{i,800} (i = 1 \ldots 1024)$ at the respective excitation pixels $J = 210, 500, 800$, corresponding to wavelengths of 318, 480, and 660 nm. The curve for column $j = 210 (d_{i,210})$ shows a second-order diffraction peak at row $i = 760$, corresponding to a wavelength of 635 nm. The curve for column $j = 800$ also shows a near-field peak at row $i = 760$. Column $j = 500$ is a typical column SDF of the test spectrograph without any additional features.

Figure 5 shows logarithmic plots of three representative rows of SDF matrix $D$ for $i = 210, 500, 760$, corresponding to wavelengths of 318, 480, and 635 nm. Each curve is a plot of a spectral stray light response function with the excitation pixel changing from 1 to 1024. In the curve for row $i = 760 (d_{760,j})$, there are two peaks, at pixel $j = 210$ and pixel $j = 800$. The peak at pixel 210 is due to the second-order diffraction shown in the leftmost curve ($j = 210, d_{i,210}$) in Fig. 4. The small peak at pixel $j = 800$ is due to the near-field feature shown in the rightmost curve ($j = 800, d_{i,800}$) in Fig. 4.

The condition number, $k(A)$, of coefficient matrix $A$ [Eq. (8)] of the spectrograph is calculated to be 1.07, very close to the condition number of an identity
matrix. This indicates that the solution calculated by
the matrix inversion approach is not sensitive to
small errors in either the SDF matrix or \( Y_{\text{meas}} \) nor is
the solution sensitive to computational round-off er-
rors.

4. Validation Results

We validated the effectiveness of the spectral stray
light correction method by measuring broadband
sources with the spectrograph. The source uniformly
illuminates the entrance pupil of the spectrograph by
using diffusers. For each source measurement we
averaged 100 readings to possibly evaluate signals
lower than one digital count. Figure 6 shows the re-
sult of applying the spectral stray light correction to
measurements of a broadband source equipped with
a bandpass filter. The broadband source was a quartz
tungsten halogen lamp with a color temperature
of approximately 3100 K. The transmittance of the
bandpass filter is lower than \( 10^{-9} \) at wavelengths
below 420 nm and is lower than \( 10^{-5} \) at wavelengths
above 770 nm. This condition makes the component,
\( \delta_{\text{spec}, i} \), which would otherwise be present in this in-
strument, negligible when one is measuring a
quartz tungsten halogen lamp. As shown in Fig. 6,
the original relative spectral stray light signals were
approximately \( 5 \times 10^{-4} \) of the maximum value at
wavelengths below 400 nm and above 770 nm. After
the correction, the relative spectral stray light signals
were reduced by more than 1 order of magnitude, to
a level of approximately \( 10^{-5} \), equivalent to less than
one count of the 15-bit spectrograph. Similar results
of spectral stray light signal reduction were obtained
when the quartz tungsten halogen lamp with other
bandpass filters was measured.

The effectiveness of the spectral stray light cor-
rection method for measurements of narrowband
sources was also evaluated. As an extreme example of
a narrowband source, a 516 nm monochromatic laser
source was measured. The laser source was not one of
the selected lasers used to characterize the spectro-
graph for spectral stray light. Figure 7 shows that the
instrument response that is due to spectral stray
light was corrected to a level equivalent to less than
one count of the 15-bit spectrograph, or to a level well
below \( 10^{-5} \) in most of the spectral region. The inter-
reflection peak (the hump at the left side of the IB
peak) was also eliminated.

Both the spectral stray light correction matrix [ma-
trix \( C \) in Eq. (9)] and the iterative algorithm [Eq. (10)]
were used to correct the spectral stray light errors in
measured signals in the two measurements for the
broadband and the narrowband sources described
above. The iterative algorithm converged to a stable
solution within three iterations. Both solutions were
robust; small changes in the measured signals, aris-
ing from noise, for example, produced only small
changes in the solution. No noticeable differences be-
tween the results from the two approaches were ob-
served. The solution based on spectral stray light
correction matrix \( C \) gives the same results as the
characterize the instrument’s LSFs and enables the characterization to be done by use of a set of fixed-wavelength lasers if available.

Knowing the bandwidth of the monochromatic radiation is not critical for this method because the LSF is normalized simply by the sum of the signals from the IB pixels. Thus a variety of lasers with finite bandwidth (e.g., quasi-cw UV lasers and diode lasers) can be used. In principle, another source, such as a discharge-lamp-based line source, an optical filter based line source, a double-monochromator based tunable source, or a tunable filter based source, could also be used as long as the source has negligibly small out-of-band emission and sufficient power to allow measurements to be made with large signal-to-noise ratios.

It is important that the instrument have enough signal dynamic range and sensitivity that the LSF can be measured accurately. This typically requires that an instrument have 15 bits of resolution in its analog-to-digital converter, which is common nowadays. For a spectrograph that does not have enough signal dynamic range, or a spectrograph for which the spectral stray light signal is too low for a monochromatic source to be used, one may obtain the LSF with high resolution by using what is called the bracketing technique, in which a spectrum is measured with a set of different integration times, allowing the low-level part of the spectrum to be measured with high resolution (with the peak region saturated), and the measured spectrum data are assembled to generate a spectrum with a larger dynamic range. One might also obtain a high-resolution LSF by measuring the monochromatic source at different power levels and then combining the results; this may result in saturation of the IB signal for the higher power levels.

SDF matrix $\mathbf{D}$ of a spectrograph is derived from the measured LSFs, which are relative functions. Thus, in principle, SDF matrix $\mathbf{D}$ is stable after the system is constructed, especially for the spectrographs that are completely sealed after the entrance slit. The LSFs of spectrographs have been measured over a period longer than 5 years without showing any measurable changes. Therefore, while periodic checks of the LSFs are important, full characterizations on a yearly schedule are not needed. However, it should be noted that any configuration change of the spectrograph is likely to cause changes in the LSFs, in which case the LSF needs to be remeasured. For example, changing input optics to measure radiance instead of irradiance can change the spectral stray light characteristics in the spectrograph. In principle the changes are small, and one can monitor changes in the LSFs by measuring a few monochromatic sources.

Off-array additional spectral stray light signal term $\delta_{\text{spec},i}$ must be close to 0 for effective correction. When a source has significant power outside the instrument’s designed spectral range, uncorrected spectral stray light signal $\delta_{\text{spec},i}$ can be significant. In particular, the measurement error tends to be significant when an instrument (designed for the UV and visible regions) is calibrated with an incandescent
lens and is used to measure a blue or UV source. In this case, \( \delta_{\text{sp},i} \) may be large for the calibration measurements because the array detectors typically have much lower spectral responsivity in the blue or UV region than in the near-IR region and because incandescent lamps typically have a peak power in the near IR region. As off-array radiant flux does not follow the normal optical path, it is difficult to model and quantify its contribution to the total spectral stray light signal, and there is no way to determine the magnitude of the IR flux. The best solution is to block the incident flux that lies in spectral regions outside the instrument’s designed spectral range by using a proper optical filter. The condition \( \delta_{\text{sp},i} = 0 \) is already satisfied if a spectrograph’s designed operational range is matched to the spectral response of the array detector, e.g., when silicon photodiodes are used for the array detector and the instrument’s spectral range coverage is as much as 1100 nm. In this case the array detector does not respond to radiation beyond the long-wavelength limit, and the flux below the short-wavelength limit is typically small.

Theoretically, one can also apply this method to scanning-type spectrometers by replacing the pixels with scanning the positions of the spectrometer. In this case it is required that the spectrometer scan in a wavelength interval that matches its bandwidth, or scan with an interval that is a fraction of its bandwidth, to ensure the insensitivity of the integrated IB signal to small offsets in laser wavelength. The principle developed for this spectral stray light correction method can also be used to correct additional measurement errors resulting from different mechanisms (as demonstrated by correction of second-order diffraction signals). One example is the correction of measurement errors that are due to fluorescence of optical materials in a measurement system. Signals from fluorescence can be treated in the same way as the spectrometer’s spectral stray light signal and can be corrected with this method. Such a correction for fluorescence errors was applied successfully to an integrating sphere-spectrograph system at NIST.

7. Conclusions

A simple, effective method to correct a spectrometer’s output signals for spectral stray light errors has been developed based on the characterization of the instrument’s response to monochromatic radiation at a set of wavelengths. This method does not require fine tuning of the wavelength of monochromatic radiation, and thus, in principle fixed-wavelength spectral line sources can also be used. Once characterized, the spectral stray light contributions to the raw output signals of the spectrometer can be corrected with a simple matrix multiplication by use of the spectral stray light correction matrix. This fast spectral stray light correction matrix approach can easily be implemented in an instrument’s software for real-time corrections with minimal degradation in acquisition speed.

The method has been implemented and tested by use of monochromatic tunable laser sources and a CCD-array spectrometer. Validation results demonstrate that, by using the spectral stray light correction method, one can reduce the magnitude of the spectral stray light signal in a spectrograph by 1–2 orders of magnitude, to a level of \( 10^{-5} \) or lower for a source measurement, equivalent to less than one count of the 15-bit instrument. It is critically important that the off-array radiation in the spectrometer be blocked to achieve an extremely low spectral stray light level after correction.

This method can also be extended to correct spectral stray light errors of scanning-type spectrometers. The principle can be used to correct other types of error resulting from different mechanisms, for example, fluorescence of optical materials used in a spectrometer system. We are also extending this technique to correct stray light errors in hyperspectral imaging instruments, which includes the correction of both spectral and spatial stray light.

Correcting spectroradiometers for spectral stray light within the system should yield significant reductions in overall measurement uncertainties in radiometry, photometry, colorimetry, biotechnology, and other areas for which these instruments are commonly used. We are examining the efficacy of transferring the SDF matrix from one instrument that has been extensively characterized to a second instrument with a similar design by using a limited laser data set. If this procedure is successful, it will enable a correction matrix to be developed for an entire spectrograph model, making its implementation cost effective, thereby facilitating widespread dissemination of the approach.
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