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Introduction. When charged polymers are present in dilute
solution in a polar solvent, the counterions are typically released
into solution due to the dominance of entropic effects (“poly-
electrolyte” behavior). In the opposite case of a medium with
very low dielectric constant (“ionomer” melt state), the energetic
cost associated with counterion release dominates, and hence
the neutralizing counterions are closely coupled to the chains
in the form of transient local dipoles.1-7 It has been speculated
that these dipoles stick together into small multiplets, which
serve to bridge chains and create a long-lived transient polymer
network.8-11 This network formation is consistent with the
unusual transport behavior of ionomers.12,13The spatial coupling
of the counterions with the chains and the resulting interesting
transport properties have made ionomers relevant to a range of
applications, e.g., in coatings,14,15 proton exchange mem-
branes,16-18 biomedical implants,19,20 and binders in compos-
ites.21,22

To understand the morphological and dynamical properties
of ionomer melts requires an explicit treatment of Coulomb
interactions. While previous workers, primarily the group of
Khokhlov,23-28 have theoretically sought to understand the
relationship between transient dipoles and network formation,
most simulation studies have ignored Coloumb effects29-31

because of the difficulty in accounting for these long-range
interactions. To elaborate: the long-ranged Coloumb interaction
varies with distance,r, as 1/r. Thus, the calculations of
thermodynamic quantities, such as the system energy, which
require a spatial integration of this potential do not readily yield
a converged value. (Standard tricks that work for short-ranged
potentials, such as cutting off the potential at some (short)
distance rc and including the contribution from all larger
distances by assuming the pair distribution,g(r) ) 1, will thus
not be appropriate.) While there is a suite of simulation tools
(e.g., Ewald sums) that have been developed to circumvent these
difficulties and give finite converged values for thermodynamic
quantities, the point being made is that these are computationally
expensive (and often intractable). In contrast to these practical
matters, it seems evident that including Coloumb interactions
will be crucial for determining the temperature at which the
ions pair into dipoles and presumably the self-assembly of
ionomers into transient networks. Further, the inclusion of
explicit counterions is necessary to properly understand the
mechanisms of charge transport in such materials. Recent
molecular dynamics (MD) simulations which explore charge
transport in ionomer solutions do account explicitly for ionic

interactions.23,26,32-36 While these last class of simulations have
focused on the relevant problem of charge transport and on the
relationship between morphology and transport, little attention
has been paid to the self-assembly phenomenon which appar-
ently is critical to the behavior of ionomers. To our knowledge,
most work focused on the self-assembly of ionomers have
modeled the behavior of solutions of chains where ionic
interactions have been simplified, and each transient dipole (i.e.,
a transient ion-counterion pair) is replaced by a “sticker”.37-41

To make progress in this area, we start with the polymer
analogue of the “primitive model” of electrolyte solutions42-44

where each chain is modeled as a string of catenated hard
spheres. We have performed molecular dynamics simulations
on melts of telechelic chains where each chain end has a charge
of -q. An equal number of hard-sphere counterions (with the
same size as the chain monomers) are introduced to maintain
charge neutrality. This is a basic reference model from a
computational standpoint, and we explore the extent to which
this minimal model of ionomers can reproduce experimental
trends, e.g., the tendency to form multiplet structures having
the form of sheetlike or compact globular forms, the presence
of multiple glass transitions governing properties, and evidence
for transitions in the counterion mobility.

Simulation Methods. We use the bead-spring polymer
model45 and augment this with Coulomb interactions. The
interaction between any pair of beads is modeled by a soft
repulsive potential:

for distancesrij e 21/6σ, beyond which it is set to zero. Bonded
beads are connected by FENE springs:45

wherek ) 37.5(εLJσ2) and Rij ) 1.5σ is the maximum bond
length. Both the bead diameter and the equilibrium bond length
are on the order ofσ. We consider “telechelic” chains where
each chain end has a charge of-q. To maintain charge
neutrality, we include small molecule counterions of the same
size and nonpolar interactions as a chain monomer, but with a
charge of+q. (Note that the counterions are not chemically
bonded to the chains.) While we have examined a variety ofN
values, here we focus on the single case ofN ) 64. In a related
set of calculations, we have considered chains of lengthN )
66. However, the last two monomers at each end of the chains
were respectively a+q and-q. This system, in effect, places
a dipole at each end of a chain, a model which has been used
to describe the behavior of ionomers.4,6,7,37Our calculations on
this “dipole” model, when compared to nonbonded counterions,
allows us to critically delineate the importance of the counterion
entropy. The charges interact via the Coulomb potential

whereεr is the dielectric constant of the medium (which is order
1 in ionomers and.1 for polyelectrolytes). Long-range
Coulomb interactions are accounted for through an Ewald sum.46
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The reduced temperature isT* ) kBT/εLJ. A second energy scale
is the ratio of Coulomb and Lennard-Jones interactions:

For real experimental systems,εB ranges between 10 and 100:
we useεB ) 10. While we shall use the conventional definition
of the reduced temperature, another definition that is more
relevant to the polyelectrolyte/ionomer community isTelec

/ )
εrσkBT/q2 ≡ T*/εB. All quantities are reported in reduced units.47

We consider melts with monomer number densityF* ) Fσ3 )
0.69 (F is the monomer number density). This value is in the
range of typical values (0.6-0.85) used to describe polymer
melts. Langevin molecular dynamics simulations48 are carried
out in a cubic box of length 16 with periodic boundary
conditions with 43 chains and 86 counterions. A few calculations
used boxes with a lateral size≈20 (90 chains and 180
counterions). The governing MD equations are

where Ui is the potential energy experienced by particlei
andmi is its mass.Γ is the friction coefficient, andWB i(t) is a
Gaussian random force with zero mean, where〈WB i(t)‚WB j(t′)〉 )
6mikBTΓδijδ(t - t′). Thus, we simulate in the canonical
ensemble. After equilibration (2 to 10× 107 steps), we run for
at least 2× 108 steps: an MD time step corresponds tot* ≡ t/

xmσ2/εLJ ) 0.01.
Results and Discussion.We primarily focus on the case with

nonbonded counterions, and augment this discussion as neces-
sary with the dipolar system, in which each ion is chemically
paired to a counterion. (If the system is not described, then we
are dealing with the situation of unbonded counterions.) The
radial distribution functions,g(r), for the three different types

of ion pairs are plotted in Figure 1. Theg(r) show increasing
structure (also see Figure 3) with decreasingT*, particularly
belowT* ) 0.25, suggesting that there is an effective attraction
between like charge ions which causes structure formation at
low T*. In particular, we note the presence of up to four peaks
in the like ion pair distribution function atT* ) 0.18. We deduce
that these materials undergo self-assembly betweenT* ) 0.25
and 0.18.

To understand the role of counterions on this structure
formation, we consider two definitions of the fraction of free
counterions. The first one locates counterions that have no other
charge within the first like-ion pair correlation peak (r e 1.96).
The second asks if a counterion has any other counterion
neighbor within the same distance. Thus, while the first
definition is sensitive to the presence of isolated charges, the
second focuses on the existence of dipoles and their state of
pairing. From Figure 2a it is apparent that there is a very small
fraction of isolated counterions over the whole range ofT*
considered. However, since the fraction of free dipoles is≈0.1
for T* g 0.25, charge pairing is strongly preferred over this
temperature range. This conclusion is bolstered by the fraction
of isolated dipoles in the dipolar system: it is seen that these
results closely track the case of free counterions. We thus
conclude that the pairing of charges of opposite sign occurs at
temperatures well aboveT* ) 0.4. Further, the fraction of free
“dipoles” decreases dramatically in the vicinity ofT* ) 0.21,
which is in the temperature range where we presume that the
system undergoes ordering.

Parts b and c of Figure 2 show the heat capacity (CV) and the
structural relaxation time (τ*) as a function of inverse temper-
ature (see below for definitions). We see a relatively abrupt
change in behavior in both the properties forT*≈ 0.21.CV was
calculated following the fluctuation formula

Figure 1. Counterion-counterion (blue lines), end-group ion-end-group ion (red), and end-group ion-any charge (black)g(r) at four different
temperatures.
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whereU is the potential energy and〈...〉 denotes an ensemble
average. The appearance of a peak in theCV data indicates the
temperature where the ionomers undergo self-assembly. Empiri-

cally, this type of feature is often referred to as a “glass
transition” in the ionomer field.49,10 We do not see a second
“Tg” process: we suggest that this is because these chains (in

Figure 2. (a) Fraction of free counterions vs 1/T*. The triangles are isolated counterions, and the black circles are counterions with no near
counterion. The blue squares are the fraction of free dipoles from the dipolar case. (b)CV as a function of 1/T*. (c) Structural relaxation times
obtained from the self-intermediate scattering function of the counterions as a function of 1/T*. The lines are fits to guide the eye. (d) Cluster size
distribution at different temperatures.

Figure 3. Snapshots at (a)T* ) 0.20, (b)T* ) 0.24, (c)T* ) 0.28, and (d)T* ) 0.42. For clarity purposes only the charges are shown in the
snapshots. Red dots are chain-end charges, and yellow dots are counterions. The snapshots correspond to the main periodic cell and eight of its
nearest image cells. Note that an apparently percolated structure begins to break down in the vicinity ofT* ) 0.24.
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the absence of charges) do not vitrify at this density. Since the
CV peak occurs regardless of whether the ions are chemically
bonded or not, it is evidently related to the clustering of dipoles
and associated multiplet formation. The structural relaxation time
was obtained from plots of the self-intermediate scattering
function,Fs(q*,t*), for q* values corresponding to the first peak
value of the structure factor,S(q*), of the counterions. The
structural relaxation time corresponds to the time,t, where
Fs(q*,t*) assumes a value of 1/e. In combination, these results
support the notion that these ionomers undergo a structural
transition, akin to the microphase separation in block copoly-
mers, in the vicinity ofT*≈ 0.22. Below this temperature, the
relaxation times of the material increase strongly, consistent with
the strong localization of charged moieties into multiplet clusters.

Figure 2d shows the cluster size distributions for systems with
free counterions over a range of temperatures. To define a
cluster, we only consider charges of the same kind (i.e.,
counterions) that are separated byr e 1.96. System snapshots
(Figure 3) allow for clarification. At the lowest temperature (T*
e 0.21) we see that there are two nonpercolating clusters and
hardly any free dipoles. We are unable to get reliable results
for T* e 0.18 where, as we shall show below, the system does
not equilibrate in our relatively long simulations. ForT* e 0.21
the system forms ribbonlike structures (see Figure 3) with an
antiparallel ordering of dipoles. While these sheets have
thicknesses comparable to the size of a dipole, the factors that
control their lateral dimensions have not been explored. Note
also that there is no higher order arrangement of these sheets,
probably due to the conformational entropy of the (flexible)
chain backbone which prevents such ordering. This behavior is
in contrast to bola-amphiphiles, where sheets of charges can
arrange into smectic phases. This occurs either because the
backbone is short and stiff or because such assembly is favored
due to hydrogen-bonding interactions between the backbones.
At higher temperatures (T* > 0.25), these systems form less
well ordered, but percolating, structures. These percolating

structures disappear at even higher temperatures (T* > 0.35).
These results are in agreement with previous models of ionomer
organization38,49-51 and also with experimental observations.52-54

We see that the self-assembly of ionomer melts exhibits features
in common with both block copolymers (where organization is
dominated by packing effects) and directional self-assembly
(where the core structures develop sheets that are consistent with
the symmetry characteristics of the quadrupole potential).55

Ionomer self-assembly is thus a hybrid between these two
classes of assembly mechanisms.

To understand the consequence of this self-assembly process
on transport properties, we have calculated the diffusion
coefficients of the counterions and the centers of mass of the
chains at different temperatures. As the melt system under
investigation is homogeneous and isotropic, the diffusion
coefficient is treated as a scalar quantity. We used the Einstein
relationship〈r2〉 ) 6Dt to estimate these diffusion constants,
where〈r2〉 is the mean-squared displacement of the appropriate
species (see Figure 4a). At high temperatures (aboveT* g 0.25)
it is apparent that the counterions are significantly more mobile
than the chains. However, the diffusion of counterions chemi-
cally bound to the chain (“dipolar” case) tracks that of the center
of mass, as expected. In this range of temperatures, the diffusion
constants appear to have an Arrhenius temperature dependence.
For T* e 0.22, however, the slope of the diffusion coefficient
vs 1/T* decreases. We shall show below that this change in
slope is a purely finite size effect in the simulations. To clarify
this point, we have calculated the center of mass of the 86 (or
180 for the larger system) counterions in the system and find
that this quantity “drifts” as a function of time, even though
the system as a whole has zero momentum. For such small
systems we only see two clusters when we deal with 43 chains.
This increases to four for the larger system. Thus, even though
these clusters drift at “random”, the sum of their drift velocities
is not necessarily zero. We argue that, in this strong segregation
limit, this small finite size effect is much larger than the actual

Figure 4. (a) Counterion diffusion (red circles) and chain center-of-mass diffusion (open squares). The diffusion of counterions in the case of
dipolar fluid are also shown (black circles). (b) Counterion diffusion coefficient obtained after subtracting the center-of-mass motion of all the
counterions. (c) Mean-square-displacement after subtracting the center-of-mass of the counterions. From bottom to top theT* goes as 0.18, 0.21,
0.24, 0.28, 0.32, 0.36, 0.40, and 0.44. (d) Temperature dependence of ratio of finite size corrected diffusion coefficients and fraction of free dipoles
for the case of nonbonded counterions.
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diffusion of charges (in fact dipoles). Evidence supporting this
finite-size drift mechanism is that the mean-squared motion of
the center of mass of all the counterions decreases linearly with
system size. Since this “drift” phenomenon may thus be
expected to disappear in the truly thermodynamic limit, the
diffusion constant derived from counterion motion relative to
the center of mass of the charges represents the true transport
behavior of the counterions. We thus calculated the〈r2〉 of the
counterions relative to the center of mass; i.e., we calculated
〈[{ri(t) - rCM(t)} - {ri(0) - rCM(0)}]2〉. A new diffusion
constant, which is representative of counterion motionrelatiVe
to the center of mass of the ion cluster (and presumably
corrected for this finite size drift), was then obtained.

As a consequence of this subtraction, the diffusion of
nonbonded counterions follows a single Arrhenius temperature
dependence over the whole temperature range considered
(Figure 4b). The activation energy obtained from this plot is
≈1.5, which is comparable to the ion pairing energy at contact.
This subtraction procedure has the highest impact at the lowest
temperatures (T* e 0.22) where the dipoles exhibit the strongest
clustering. It is also apparent from Figure 4b that the nonbonded
and dipolar systems behave identically in this low-temperature
range where the charges form ribbonlike structures in both cases.
Since the charges are strongly spatially localized at the lowest
temperatures, it is hard to pull one out from a cluster to effect
diffusion.

At higher temperatures it is clear that the nonbonded
counterions move faster than in the “dipolar” fluid. Thus, we
see that, even though the charges are strongly paired into dipoles,
the transport is still dominated by unpaired ions. This changes
dramatically when the dipoles pair into clusters. A more careful
examination of this diffusion constant, especially for tempera-
tures lower thanT* ) 0.22, suggests thatD ≈ 10-6. Since our
longest simulation times aret* ≈ 2 × 106, it then follows that
the〈r2〉 of the counterions relative to the center of mass is 6Dt*
≈ 12. Since the mean-squared radius of gyration of the chains
is ≈12, it is thus readily apparent that, for lower temperatures,
the counterion motion relative to the center of mass is so
sluggish that the equilibration of these systems is not guaranteed
in our relatively long simulations. We also plot the mean-squared
displacement of counterions relative to the center of mass in
Figure 4c to illustrate this point: these results suggest that
temperatures as low asT* ) 0.18 might still be at equilibrium.
Lower T* are probably not equilibrated.

Clearly, the dynamics accompanying ionomer self-assembly
has features in common with gels and glasses, with the formation
of charged multiplets being the localization mechanism. Evi-
dence substantiating this suggestion is presented in Figure 4d
where we plot the ratio of the counterion diffusion constant
(nonbonded ions, relative to the center of mass) and the fraction
of free dipoles as a function of temperature. At low temperatures
it is apparent that, within the relative large uncertainties, this
quantity is independent of temperature. Thus, the transport
behavior of these systems are crucially dependent on unpaired
dipoles, even though the counterions are not bonded chemically
to the chain. Since this fraction of free dipoles drops belowT*
≈ 0.21, the counterion mobilities drop precipitously as well.
This is consistent with previous simulations of self-assembly
in uncharged telechelic polymers.37

Relationship of This Work to Other Simulation and
Experimental Work. Our model is closest in spirit to the
restricted primitive model (RPM),42-44 which corresponds to a
fluid comprised of hard spheres with half possessing a single
positive charge while the other half has a single negative charge

(i.e., no chains are present). This model system has been been
well studied, and it is well accepted that it phase separates below
Telec
/ ≈ 0.05. Our simulations show no signature of phase

separation in the chain analogue, but rather clear indications of
a microphase separation transition atTelec

/ ) 0.021. It is
physically reasonable that the microphase separation transition
occurs at temperatures that are considerably lower than the RPM
critical temperature for phase separation, but we are unable to
provide any quantitative insights into this difference. We now
attempt to make contact between this estimate of a microphase
separation transition and experiment. For a typical ionomerεr

) 2.5, whileσ ≈ 3.5 Å. Using these values in the definition of
Telec
/ allows us to estimate that the microphase separation

transition occurs atT = 415 K (142 °C), which is the right
range of temperatures where Eisenberg49 found a second glass
transition for several ionomers. We thus classify this experi-
mental “glass transition” as being the self-assembly transition.
While more accurate models have to be used to solidify this
conclusion, it definitely stresses that the simplest “primitive”
model for an ionomer yields the correct qualitative behavior.

Conclusions. Our major finding is that ionomers self-
assemble through a process where there is formation of ionic
multiplets. This self-assembly has the distinct signatures of
“vitrification”, i.e., a peak in the specific heat and spatial
localization of ions, which have lead previous investigators to
discuss this transition as a second “glass” transition in these
materials.10 This type of assembly has features in common with
the self-assembly of block copolymer systems, where there is
also an organization of structures at equilibrium with well-
defined characteristic dimensions, but there are also features
that arise in these systems that are found in systems with strong
directional interactions. We also establish by simulating with
the counterions paired and unpaired that the intuition that dipolar
interactions dominate the multipole assembly is well founded.
However, this viewpoint does not accurately extend to under-
standing the transitions in the counterion mobility where the
unbinding transition between the ions and counterions plays a
central role.

Now that we have established that the computational model
is sufficient to recover basic qualitative aspects of self-assembly
in real ionomer fluids, we are in a position to investigate the
effect of some of the variables that are expected to be relevant
for these systems. Initial studies will focus on the influence of
ion size and valence asymmetry in the self-assembly, morphol-
ogy, and dynamics. We shall also study the effect of varying
the chain length, the position of the ionic species, random and
regular ion spacings within the chains, the effect of the dielectric
constant, and the spatial dependence of the dielectric constant.
We expect the addition of polarizability effects to both the ions
and the neutral species to be very relevant for understanding
the properties of real ionomer fluids. The present work is just
a first step to understanding the properties of these fluids which
combines information from experiment, simulation, and analytic
theory.
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