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Abstract 
 
The traditional concept of consistency in multiple evaluations of the same measurand is 
statistical.  The statistical view of consistency does not match the modern view of 
uncertainty in measurement; in particular, it does not apply to the results of measurement 
expressed as measured values with standard uncertainties.  Therefore, the International 
Vocabulary of Metrology, 3rd ed (VIM3) introduced the concept of metrological 
compatibility of multiple results of measurement for the same measurand.  We prefer the 
term metrological consistency for the VIM3 concept of metrological compatibility.  This 
paper discusses the differences between the two concepts of consistency.  
 
1. Introduction 
 
The most widely used method to assess consistency of multiple measured values for the 
same measurand is the Birge test published by Raymond T. Birge, a physicist, in 
1932 [1].  The Birge test is based on statistical error analysis.  It led to the concept of 
statistical consistency of multiple measured values for the same measurand.  As the 
science and technology of measurement advanced, the limitations of statistical error 
analysis view of measured values became hindrance to communication of scientific and 
technical measurements; therefore, the world’s leading metrologists developed the 
modern concept of uncertainty in measurement.  The modern view is described in the 
Guide to the Expression of Uncertainty in Measurement (GUM) [2] and extended in the 
third edition of the International Vocabulary of Metrology (VIM3) [3].  According to the 
GUM and VIM3, a result of measurement consists of a measured value and its associated 
standard uncertainty. The measured value is regarded as the expected value and the 
standard uncertainty is regarded as the standard deviation of a state-of-knowledge 
probability density function (pdf) attributed to the unknown value of the measurand.  
Generally, the pdf attributed to the measurand is incompletely determined.  The statistical 
view of consistency does not match the GUM view of uncertainty in measurement and it 
does not apply to the results of measurement expressed as measured values with standard 
uncertainties.  Therefore the VIM3 introduced the concept of metrological compatibility 
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of multiple results of measurement for the same measurand.  We use the term 
metrological consistency for the VIM3 concept of metrological compatibility. 
 
In section 2, we review the concept of statistical consistency.  In section 3, we review the 
concept of metrological consistency (compatibility).  In section 4, we discuss the 
differences between the two concepts.  Conclusion is given in section 5. 
 
2. Statistical consistency  
 
Suppose n different results of measurement [x1, u(x1)], …, [xn, u(xn)] for a common 
reference are available, where x1, …, xn are the measured values and u(x1), …, u (xn) are 
standard uncertainties.  The purpose of a test of consistency is to check whether the 
results agree with each other.  In the Birge test of consistency the measured values 
x1, …, xn are regarded as realizations (random draws) from sampling probability density 
functions (pdfs) which are assumed to be normal with known variances.  To apply the 
Birge test to the measured values x1, …, xn, the squared standard uncertainties 
u2(x1), …, u2(xn) are (wrongly) regarded as the known variances of the sampling pdfs of 
x1, …, xn.  The Birge test is applicable when the pdfs of measured values x1, …, xn are 
uncorrelated.  Birge [1] proposed that to check the statistical consistency of x1, …, xn 
calculate the test statistic  
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where wi = 1/u2(xi) for i = 1, 2, …, n, and xW = ∑i wi xi / ∑i wi is the weighted mean of 
x1, …, xn.  If the calculated value of R2 is substantially larger than one, then declare the 
measured values x1, …, xn to be inconsistent.  The Birge test of consistency can be 
interpreted as a classical test of the null hypothesis H0 that the variances of the presumed 
normal (Gaussian) sampling pdfs of the results x1, …, xn are less than or equal to 
u2(x1), …, u2(xn) against the alternative hypothesis H1 that the variances of the normal 
sampling pdfs of x1, …, xn are greater than u2(x1), …, u2(xn).  The classical p-value pC is 
the maximum probability under the null hypothesis of realizing in contemplated 
replications of the n measurements a value of the test statistic more extreme than its 
realized value.  The classical p-value of a realization of (n – 1) R2 is 
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where χ2

(n – 1) denotes a variable with the chi-square probability distribution with degrees 
of freedom (n – 1).  If the classical p-value is too small, say less than 0.05, then the null 
hypothesis is rejected and the measured values x1, …, xn are declared to be inconsistent.   
 
The Birge test can be generalized to test the consistency of measured values x1, …, xn 
whose covariances u(x1, x2), …, u(xn – 1, xn) are known.  The Birge test led to the 
following view of statistical consistency [4]:  The measured values x = (x1, …, xn)t are 
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said to be statistically consistent if their dispersion is not greater than what can be 
expected from the normal consistency model which postulates that the joint n-variate 
sampling pdf of x is normal N(1μ, D) with expected value 1μ and variance-covariance 
matrix D = [u(xi, xj)], where 1 = (1, …, 1)t  and u(xi, xj) = u2(xi) for i = 1, 2, …, n. 
 
A review of the Birge test in [5] notes that if the realized value of the Birge test statistic  
is substantially less than one, then the stated variances u2(x1), …, u2(xn) may well be too 
large.  To alert against pronouncements of statistically consistency arising from 
excessively overstating the variances, the following definition of statistical consistency 
was proposed in [6]. 
 
Definition of statistical consistency: The measured values x = (x1, …, xn)t are said to be 
statistically consistent if they reasonably fit  the normal consistency model which 
postulates that the joint n-variate sampling pdf of x is normal N(1μ, D) with expected 
value 1μ and variance-covariance matrix D = [u(xi, xj)]. 
 

A modern method to assess the fit of data to a statistical model is a Bayesian adaptation 
of the classical statistical theory of hypothesis testing called posterior predictive checking 
[7].  A discrepancy measure is a function of the data used to characterize a discrepancy, 
which one wishes to investigate, between the statistical model and the data.  A great 
advantage of the posterior predictive checking is that there is no limit on the number of 
potential discrepancies between the statistical model and the data which may be 
investigated.  The Bayesian posterior predictive p-value pP of a discrepancy measure T(x) 
is the probability of realizing in contemplated replications a value of the discrepancy 
measure more extreme than its realized value.  The fit of the statistical model to the data 
is suspect if the posterior predictive p-value is close to zero (say, less than 0.05) or close 
to one (say, more than 0.95).  
 
The statistic T(x) = (n – 1) R2 = ∑i wi (xi – xW)2 is a useful discrepancy measure to check 
the overall fit of the normal consistency model to the measured values x1, …, xn.  The 
posterior predictive p-value of the realized discrepancy measure (n – 1) R2 is 
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which is identical to the classical p-value pC given in (2).  Thus a comparison of the 
posterior predictive p-value pP relative to 0.05 is equivalent to the Birge test of 
consistency.  When (n – 1) R2 is too small, the posterior predictive p-value pP is close to 
one raising doubt about the overall fit of the normal consistency model to the measured 
values.   
 
3. Metrological consistency  
 
Metrological consistency (compatibility) is a pair-wise concept; that is, it applies to only 
two results at a time.  The concept of metrological consistency applies to only those 
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results which are metrologically comparable; that is, the results are traceable to the same 
reference. 
 
Definition of metrological consistency: Two metrologically comparable results [x1, u(x1)] 
and [x2, u(x2)] of the same measurand are said to be metrologically consistent if 
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for a chosen value of k, where u(x1 – x2) = ◊[u2(x1) + u2(x2) – 2r(x1, x2)u(x1)u(x2)] and 
r(x1, x2) is the correlation coefficient between the pdfs represented by the results [3].  The 
value used for k is often set as two.  When the results [x1, u(x1)] and [x2, u(x2)] are 
metrologically consistent, we can say that the measured values x1 and x2 agree with each 
other in view of the stated standard uncertainties u(x1) and u(x2).  That is, the difference 
between x1 and x2 is not significant.  If the measurement procedures are credible and the 
uncertainties are properly determined then two results for the same measurand should be 
consistent.  
 
When more than two results for the same measurand are available, one compares them 
one pair at a time.  One of the two results may be a reference result [xR, u(xR)], where xR 
is the reference value with standard uncertainty u(xR), or a consensus result [xC, u(xC)], 
where xC is consensus value and u(xC) is the standard uncertainty associated with xC [8]. 
 
4. Differences between statistical consistency and metrological consistency 
 
The major differences between statistical consistency and metrological consistency are as 
follows 
 
(i) Statistical consistency does not match the modern concept of uncertainty  
 
In the modern view of uncertainty in measurement, based on the GUM, the measured 
values x1, …, xn are known and  the uncertainty is about the unobservable value of the 
measurand.  Specifically, a result of measurement consists of a measured value and its 
associated standard uncertainty (or its equivalent).  The measured value is interpreted as 
the known expected value and the standard uncertainty is interpreted as the known 
standard deviation of a state-of-knowledge probability density function (pdf) that could 
reasonably be attributed to the measurand.  In the modern view, there is no inherent 
difference between an uncertainty component arising from random variation and one 
stemming from systematic effects.  A properly evaluated expression of uncertainty 
includes all significant components of uncertainty determined using all available 
information.  The concept of uncertainty applies to every single measured value.   
 
The concept of statistical consistency is based on interpreting the measured values 
x1, …, xn as realizations (random draws) from sampling pdfs which in turn is based on the 
statistical error analysis view of the uncertainty in measurement.  In error analysis the 
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uncertainty is about the measured values x1, …, xn; specifically, the uncertainty is an 
estimate of the likely limits of error in x1, …, xn expressed by two expressions an estimate 
of the imprecision (estimated standard deviation from random error) and an assessment of 
the bound on bias (systematic error) in x1, …, xn [9], [10].  The bound on bias is 
deliberately chosen as a value that is not likely to be exceeded, which may make a 
statement of uncertainty based on error analysis unrealistically large.  When only one 
measured value is available, error analysis is of little use.  In summary, the concept of 
statistical consistency does not match the modern view of uncertainty in measurement. 
 
(ii) Statistical consistency does not apply to the results of measurement expressed as 
measured values with associated standard uncertainties 
 
To assess statistical consistency of the measured values x1, …, xn, the metrologists treat 
the squared standard uncertainties u2(x1), …, u2(xn) as if they were the known variances 
of the sampling pdfs of x1, …, xn.  A standard uncertainty represents the uncertainty about 
the unknown value of the measurand from all significant sources including random 
effects and corrections applied for systematic effects.  The variance of a sampling pdf 
characterizes the possible dispersion of a measured value from random effects in 
contemplated replications.  Thus treating u2(x1), …, u2(xn) as the known variances of the 
sampling pdfs of x1, …, xn is misuse of the standard uncertainties.  In the modern concept 
of uncertainty in measurement, the results of measurement [x1, u(x1)], [x2, u(x2)], …, 
[xn, u(xn)], where n ≥ 2, represent the known expected values and the standard 
uncertainties of different state-of-knowledge pdfs for the same measurand.  The concept 
of statistical consistency does not apply to the results of measurement expressed as 
measured values with associated standard uncertainties. 
 
(iii) Statistical consistency does not require that the measured values be evaluations for 
the same measurand.  Metrological consistency applies only to evaluation for the same 
measurand which are traceable to the same reference 
 
A test of statistical consistency can be applied to any set of numbers of similar magnitude 
with stated variances.  For example, if the results x1, …, xn are differences or relative 
differences1 of the measurements by participating laboratories and the corresponding 
measurements by a reference laboratory, then one can check their statistical consistency.  
It does not make sense to speak of the metrological consistency of differences and 
relative differences. 
 
(iv) The default assumption in statistical consistency is that the measured values are 
inconsistent.  Credible results for the same measurand should be metrologically 
consistent unless something is wrong 
  
In statistical consistency, the unknown expected values E(x1), …, E(xn) of the measured 
values are not regarded as equal a priori.  A check of statistical consistency checks 

                                                 
1 If ai is the result from the laboratory labeled i and aR is the corresponding result from the reference 
laboratory, then xi = (ai – aR) is the difference and xi = (ai – aR)/aR is the relative difference, for i = 1, …, n.  
The relative difference may be expressed as a unit less number or as a percent. 
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whether the differences between the unknown expected values E(x1), …, E(xn) appear to 
be sufficiently small in view of their variances and covariances in which case the results 
may be regarded as statistically consistent.  If the uncertainties are properly determined 
according to the GUM then two credible measured values for the same measurand should 
be metrologically consistent. Metrological inconsistency suggests that either the 
uncertainties are not properly evaluated or something is wrong with the measurement 
procedures. 
 
(v) Metrological consistency is a pair-wise concept, while statistical consistency applies 
to any number of results. 
 
Statistical consistency is defined for any number of results; however, metrological 
consistency is a pair-wise concept.  When more than two results of measurement for a 
common measurand are available, then one either checks consistency of all pairs or 
checks consistency relative to a consensus mean or a reference value. 
 
(vi) The theory of statistical consistency allows for some measured values to be outliers.  
In metrological consistency, outliers indicate problems with the measurement procedures 
or stated uncertainties. 
 
In the theory underlying statistical consistency, the measured values are regarded as 
random selections from normal sampling pdfs.  In theory, if the number of measured 
values is large, then some of them are likely have extreme values.  Thus the theory of 
statistical consistency admits outliers.  Metrological inconsistency indicates that some 
thing has gone awry in the measurement or the uncertainties are not properly determined. 
 
5. Conclusion 
 
The world’s commerce, trade, manufacturing, engineering, and scientific research all 
require that different measured values for the same measurand determined in various 
places, at various times, and by various measurement procedures should be mutually 
consistent.  The traditional view of consistency as used by metrologists is statistical.  
However, the modern concept of uncertainty in measurement, established by the GUM, 
has rendered the statistical view of consistency obsolete and inapplicable to the results of 
measurement expressed as measured values with standard uncertainties.  Therefore VIM3 
introduced the concept Metrological compatibility.  We prefer and use the term 
metrological consistency for the VIM3 concept of metrological compatibility.  The 
concept of metrological consistency matches the modern view of uncertainty in 
measurement and it applies to the results of measurement expressed as measured values 
with standard uncertainties.  The concept of metrological consistency is new and not yet 
very widely known; also, it applies to only two results at a time.  Therefore, many 
metrologists continue to use statistical consistency as a rule of thumb by treating the 
squared standard uncertainties u2(x1), …, u2(xn) as if they were the know variances of the 
sampling pdfs of x1, …, xn.  This is inappropriate use of the standard uncertainties.  In our 
view the use of statistical consistency should be supplanted by metrological consistency 
in the field of metrology. 
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