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A B S T R A C T

A two-dimensional analysis of three coincident γ-rays in $^{108}\text{Ag}^m$ decay, detected by two NaI(Tl) scintillation detectors, allows a direct measurement of the source activity. A modification of the Eldridge–Crowther formulas derived originally for $^{125}\text{I}$ was done recently for the case of two coincident γ-rays in $^{60}\text{Co}$ decay (Volkovitsky and Naudus, 2009). A similar approach is applied to a more complicated case of three coincident γ-rays in the $^{108}\text{Ag}^m$ decay. The large number of experimental quantities, measured both in coincidence and anticoincidence modes, allows the determination of both detector efficiencies for all three γ-ray photopeaks and to find the source activity. Results are compared with measurements of the activity of the same source with HPGe detectors.

1. Introduction

Photon–photon coincidence counting is one of a few ways for direct measurement of activity in radioactive decays (see, for example, NCRP, 1985; Knoll, 2000). This method is widely used for characterization of $^{125}\text{I}$ by detection of X-ray–γ-ray coincidence events (Eldridge and Crowther, 1964; Taylor, 1967; Horrocks and Klein, 1975; Schrader and Walz, 1987; Martin and Taylor, 1992; Lee et al., 2004; Pommé et al., 2005). In case of the coincident emission of several γ-rays, a careful account of Compton scattering should be done. Recently Volkovitsky and Naudus (2009) suggested the modification of the standard Eldridge–Crowther formulas for the case of coincident emission of two γ-rays in $^{60}\text{Co}$ decay. In the present paper a similar approach is applied to the decay of $^{108}\text{Ag}^m$ with emission of three coincident γ-rays. The two- and one-dimensional analyses of coincidence events together with one-dimensional analysis of anticoincidence events allow to careful separation of photopeaks for each γ-ray and the determination of detection efficiencies and source activity.

2. Formulas for $^{108}\text{Ag}^m$ decay

In $^{108}\text{Ag}^m$ electron capture (EC) decay, three γ-rays are emitted in coincident cascade: 433.9, 614.3 and 722.9 keV with 91.3% branching ratio. Let us assume that these cascade γ-rays are non-correlated (γ-ray correlation effects will be discussed later).

Three cascade γ-rays produce twelve two-dimensional photopeaks on a coincident plane. Here upper index 1 denotes the 433.9 keV γ-ray, upper index 2 denotes the 614.3 keV γ-ray, and upper index 3 denotes the 722.9 keV γ-ray. Lower index 1 denotes the first detector and lower index 2 denotes the second detector. If the total rate of decays with emission of cascade γ-rays, in this paper referred to as the $3\gamma$ decay rate, is $N_0$, the count rates in these coincident photopeaks are given by the following formulas:

\[ N_{ij} = N_0 e_i^p e_j^p (1 - c_i^o - c_j^o) \] (1)

Values $N_{ij}$ are the count rates of coincident events when γ-ray in the photopeak $i$ is detected by the first detector and γ-ray in the photopeak $j$ is detected by the second detector; $i \neq j, e_i^p (i=1,2,3; l=1,2)$ are the detection probabilities for three γ-rays in photopeaks by detector $l$, and $c_i^o (i=1,2,3; l=1,2)$ is the total detection probability of γ-ray $i$ by detector $l$. Note that $(1 - c_i^o - c_j^o)$ is the probability that γ-ray $k$ is not detected by either detector.

\[ N_{ijk}^{(o)} = N_0 e_i^p e_j^p c_k^o \] (2)

Values $N_{ijk}^{(o)}$ are the coincident summation count rates. Two γ-rays, $i$ and $j$, are detected by the first detector in the photopeak areas, and γ-ray $k$ is detected by the second detector in the photopeak area.

Twelve two-dimensional coincident photopeaks are described by six photopeak detection probabilities $e_i^p (i=1,2,3; l=1,2)$ and by six total detection probabilities $c_i^o$. Not all of Eqs. (1) and (2) are independent, and thus Eqs. (1) and (2) do not allow determining the $3\gamma$ decay rate $N_0$.

The photopeaks and summation peaks in detector $l$ ($l=1,2$) can be expressed in terms of the same detection efficiencies as...
The number of Eqs. (1)–(3) is equal to 26 and is bigger than the number of
independent equations. However, now the number of unknowns is 26,
which is equal to 13. Thus the 3; decay rate, can be calculated. Since the number of equations is larger
than the number of unknowns, the unknowns should be determined by minimization of
\[ \chi^2 = \sum_{m=1}^{26} (N_{m,\text{exp}} - N_{m,\text{th}})^2 \]

Here \( N_{\text{exp}} \) is the measured count rate in photopeaks (total,
coincidence or anticoincidence) and \( N_{\text{th}} \), is given by Eqs. (1)–(3).
The summation goes over all 26 equations.

For successful minimization, the first approximations for \( \varepsilon_i^1, \varepsilon_i^2 \), and \( N_0 \) have to be defined. From Eqs. (2) and (4) it is easy to
find the total detection probabilities \( \varepsilon_i^1 \). Consider the four equations:
\[ N_{1}^{1.2} = N_0 \varepsilon_i^1 p^2 (1 \varepsilon_i^1), \quad N_{1}^{2.3} = N_0 \varepsilon_i^2 p^2 (1 \varepsilon_i^2), \]
\[ N_{2.3}^{1.2} = N_0 \varepsilon_i^3 p^2 (1 \varepsilon_i^3), \quad N_{2.3}^{2.3} = N_0 \varepsilon_i^4 p^2 (1 \varepsilon_i^4). \]

Denoting \( R_{1.2}^1 = N_{1}^{1.2}/N_{1}^{1.2} \) and \( R_{2.3}^1 = N_{2.3}^{1.2}/N_{2.3}^{1.2} \), we obtain two equations for two unknowns, \( \varepsilon_i^1 \) and \( \varepsilon_i^2 \):
\[ \frac{1 - \varepsilon_i^2}{1 - \varepsilon_i^1} = R_{1.2}^1 \]
\[ \frac{1 - \varepsilon_i^2}{1 - \varepsilon_i^2} = R_{2.3}^1 \]

The solution of Eq. (7) has the form:
\[ \varepsilon_i^1 = \frac{R_{1.2}^1 R_{2.3}^1}{R_{1.2}^1 + R_{2.3}^1 - 1} \quad \text{and} \quad \varepsilon_i^2 = \frac{R_{1.2}^1 R_{2.3}^1}{R_{1.2}^1 + R_{2.3}^1 - 1} \]

The detection probabilities \( \varepsilon_i^1, \varepsilon_i^2, \varepsilon_i^3 \), and \( \varepsilon_i^4 \), can be found in a
similar way.

In this derivation \( R_{1.2}^1 \) and \( R_{2.3}^1 \) were calculated using the count rates in the summation peaks, which are less than the count rates
in the photopeaks. The same ratios can be calculated using the

**Fig. 2.** The two-dimensional histogram of coincident events obtained for the
middle position of a source. The 2D matrix was re-binned for 300 \times 300 bins.
The numbers along the axes are bins of the original 20,000 \times 20,000 matrix
(in units 10^3).

**Fig. 1.** NIST NaI(Tl) coincident detector: (a) closed and (b) opened.
Fig. 3. Contour plot for a two-dimensional histogram of coincident events shown in Fig. 2. Six coincident peaks and six coincident summation peaks are clearly seen.

Fig. 4. Spectra detected in the top detector with source in the middle position with background subtracted. The solid line is the total number of counts in detector. The dotted line represents the spectrum of anticoincidence counts, when energy detected in the second detector is zero. The dash-dotted line is the difference between the two spectra. This spectrum can also be obtained by projection of the two-dimensional histogram of coincident events, shown in Fig. 2, onto the top detector axes. Three γ-ray peaks and three summation peaks are clearly seen. Note that the triple summation peak is absent in coincident events.
It is obvious that similar relations can be written for all other ratios. Thus, all other detection probabilities can be deduced from the ratios:

\[ R_1 = \frac{1}{N_{1ac}} \left( \frac{1}{1 - \epsilon_{1}^p} \right)^{-1} \left( \frac{1}{1 - \epsilon_{1}^{-p}} \right)^{-1} \]

\[ R_2 = \frac{2}{N_{1ac}} \left( \frac{1}{1 - \epsilon_{1}^p} \right)^{-1} \left( \frac{1}{1 - \epsilon_{1}^{-p}} \right)^{-1} \]

\[ R_3 = \frac{3}{N_{1ac}} \left( \frac{1}{1 - \epsilon_{1}^p} \right)^{-1} \left( \frac{1}{1 - \epsilon_{1}^{-p}} \right)^{-1} \]

It is obvious that:

\[ (R_1)^2 = \frac{1 - \epsilon_{1}^{-p}}{1 - \epsilon_{1}^p} \]

(9a)

(9b)

(9c)

(10)

Similar relations can be written for all other ratios. Thus, \( R_1^{2,3} \) and other ratios and total detection efficiencies can be calculated using only the high-statistics data from photopeaks.

Now from the coincidence data we can find the photopeak detection probabilities, \( \epsilon_{p}^0 \). From Eqs. (1) and (2) it follows that:

\[ \epsilon_{p}^0 = \frac{N_{c12,3}}{N_{c2,3}} (1 - \epsilon_{1}^{-p} - \epsilon_{1}^p) \]

(11)

All other detection probabilities \( \epsilon_{p}^0 \) can be found in a similar way. After all detection probabilities are found, the decay rate \( N_0 \) can easily be determined. Values for the detection probabilities and decay rate \( N_0 \) found from Eqs. (8) and (11) are used as the first approximation for minimization of \( \chi^2 \) in Eq. (5).

All \( \gamma \)-rays are emitted in E2-type transitions with \( \Delta J = 2 \), \( \Delta \ell = 0 \). Because of this, the correlation function \( W(\cos \theta) \) between \( \gamma \)-rays is an even function of \( \cos \theta \), where \( \theta \) is the angle between the two \( \gamma \)-rays (see Gill, 1975):

\[ W(\cos \theta) = 1 + z_{2,1} P_2(\cos \theta) + a_{2,1} P_4(\cos \theta) \]

(12)

where \( P_n(\cos \theta) \) is a Legendre polynomial of \( n \)-th order. Since function \( W(\cos \theta) \) is an even function of \( \cos \theta \), the source is located in the center of symmetry between the two identical detectors, the probabilities of the second gamma detection in the same or opposite detector are equal, and Eqs. (1)-(4) are still valid.

### 3. Experimental data and results

Experimental data were obtained with the NIST 8" NaI(Tl) coincident detector, shown in Fig. 1. Two NaI(Tl) crystals 8" in diameter and 6" thick are coupled with 5" PMTs. The sample cavity between detectors has a 5" diameter and 1.5" height. Detectors are placed inside a low-background chamber, but for loading and unloading the source, they can be moved out of the chamber and opened using a pneumatic crane. Detectors are connected to spectroscopic amplifiers and to a PIXIE-4 data acquisition module www.xia.
Contour plot: The 108Agm spectrum is shown (Fig. 3). Pulses from both detectors are recorded and analyzed using IGOR software (www.wavemetrics.com). All two-dimensional peaks were fitted by two-dimensional Gaussian formula. With a 2000 × 2000 matrix for coincidence events, the average number of degrees of freedom for a two-dimensional fit was about 1000.

The triple summation peak in total and anticoincidence events was fitted by the one-dimensional Gaussian curve. Three double summation peaks in total, coincidence, and anticoincidence one-dimensional spectra were fitted by the sum of three Gaussians and a constant.

Two close peaks at 614.3 and 722.9 keV were fitted by the sum of two Gaussians and a constant. The 433.9 keV peak was fitted by a sum of a Gaussian and a constant.

All two-dimensional peaks were fitted by two-dimensional Gaussian formula. With a 2000 × 2000 matrix for coincidence events, the average number of degrees of freedom for a two-dimensional fit was about 1000.

The triple summation peak in total and anticoincidence events was fitted by the one-dimensional Gaussian curve. Three double summation peaks in total, coincidence, and anticoincidence one-dimensional spectra were fitted by the sum of three Gaussians and a constant.

Two close peaks at 614.3 and 722.9 keV were fitted by the sum of two Gaussians and a constant. The 433.9 keV peak was fitted by a sum of a Gaussian and a constant.

Numbers of events in each peak were calculated based on fitted parameters for this peak. The results for two-dimensional peaks are shown in Table 1. Notations for peaks are the same as in Eqs. (1), (2).

The numbers of counts in one-dimensional peaks are shown in Table 1. Notations for peaks are the same as in Eqs. (1), (2).

The structure of coincident events can be seen also on a contour plot:

Examples of one-dimensional spectra are shown in Fig. 4.

Table 3

<table>
<thead>
<tr>
<th>Bottom</th>
<th>Middle</th>
<th>Top</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Initial</td>
<td>Final</td>
</tr>
<tr>
<td>c2</td>
<td>0.259</td>
<td>0.240</td>
</tr>
<tr>
<td>c3</td>
<td>0.298</td>
<td>0.278</td>
</tr>
<tr>
<td>c4</td>
<td>0.318</td>
<td>0.266</td>
</tr>
<tr>
<td>c5</td>
<td>0.331</td>
<td>0.361</td>
</tr>
<tr>
<td>c6</td>
<td>0.375</td>
<td>0.348</td>
</tr>
<tr>
<td>c7</td>
<td>0.378</td>
<td>0.386</td>
</tr>
<tr>
<td>c8</td>
<td>0.160</td>
<td>0.234</td>
</tr>
<tr>
<td>c9</td>
<td>0.136</td>
<td>0.219</td>
</tr>
<tr>
<td>c10</td>
<td>0.099</td>
<td>0.210</td>
</tr>
<tr>
<td>c11</td>
<td>0.213</td>
<td>0.305</td>
</tr>
<tr>
<td>c12</td>
<td>0.175</td>
<td>0.319</td>
</tr>
<tr>
<td>c13</td>
<td>0.132</td>
<td>0.292</td>
</tr>
<tr>
<td>N0, s⁻¹</td>
<td>800</td>
<td>860</td>
</tr>
<tr>
<td>A, Bq</td>
<td>942</td>
<td>923</td>
</tr>
</tbody>
</table>

Activity is the count rate divided by the 91.3% branching ratio.

Table 4

Uncertainty budget for 108Agm source activity measurement by the γ–γ coincidence method.

<table>
<thead>
<tr>
<th>Input quantity xᵢ, the source of uncertainty (and individual uncertainty components where appropriate)</th>
<th>Method used to evaluate u(xᵢ), the standard uncertainty of xᵢ (a) denotes evaluation by statistical methods (b) denotes evaluation by other methods</th>
<th>Relative uncertainty of input quantity, u(xᵢ)/xᵢ, (%)</th>
<th>Relative sensitivity factor,</th>
<th>Relative uncertainty of output quantity, u(y)/y, (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of counts in 1D peaks</td>
<td>Statistical (a)</td>
<td>0.2</td>
<td>1.0</td>
<td>0.2</td>
</tr>
<tr>
<td>Number of counts in 2D peaks</td>
<td>Statistical (a)</td>
<td>0.9</td>
<td>1.0</td>
<td>0.9</td>
</tr>
<tr>
<td>Uncertainty in fit consistency</td>
<td>Estimated (b)</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Uncertainty in subtraction constants</td>
<td>Estimated (b)</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
</tr>
<tr>
<td>Uncertainty in branching ratio</td>
<td>Estimated (b)</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Accuracy of parameter fit</td>
<td>Estimated (b)</td>
<td>1.5</td>
<td>1.0</td>
<td>1.5</td>
</tr>
<tr>
<td>Combined Relative Standard Uncertainty of the Evaluation (k=1)</td>
<td></td>
<td>2.3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

One 108Agm source was measured in three positions inside the detector: close to the center of the sample chamber, and placed at the top and at the bottom of the sample chamber. In each measurement the same total number of events, approximately 10⁷ events, was acquired. The measurement time depended on source position and was 6089 s for the bottom position, 6114 s for the middle position and 6093 s for top position. For each source position, three spectra were measured: spectra for the top and bottom detectors and a two-dimensional coincidence spectrum. The background was measured in the same way as samples were measured and was subtracted bin-by-bin from all spectra. The number of bins in the spectra, recorded by PIXIE-4 in the energy interval 0–3000 keV, was 20,000. Spectra were re-binned before data processing. For one-dimensional spectra, the number of bins was reduced to 4000. The two-dimensional spectrum matrix had 2000 × 2000 bins. In Fig. 2, a typical example of two-dimensional 108Agm spectrum is shown (Fig. 3).

The structure of coincident events can be seen also on a contour plot:

Examples of one-dimensional spectra are shown in Fig. 4.

1 Certain commercial equipment, instruments, software, or materials are identified in this paper to specify adequately the experimental procedure. Such identification does not imply recommendation or endorsement by the National Institute of Standards and Technology, nor does it imply that the materials or equipment identified are necessarily the best available for the purpose.

The results of optimization (minimization of χ² in Eq. (5)) together with the first approximation calculated according Eqs. (8) and (11) are shown in Table 3. For fits performed for all three source positions the value of χ² per degree of freedom was about 30. The difference in activity of the source measured in the top, middle, and bottom position may be due to γ–γ correlations.

The source activity was independently measured by HPGe detectors. The average result of six HPGe measurements (three γ-rays and two detectors) was 923 ± 97 Bq (k=1).
The uncertainty budget of measurements with NaI(Tl) detectors is given in Table 4.
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Discussion

Q (Heinrich Schrader (PTB)): My major problem with such a method is in the determination of the background below single photon energy peaks. Several authors used such a method in the 1950s and 1960s, but due to this problem, the method was abandoned in favor of the 4pb-g coincidence technique. I don’t see how you can avoid this problem. One condition, for example, would be that you have symmetrical counting efficiency for the two detectors, for each peak.

A (Peter Volkovitsky (NIST)): In the 1950s, there were no digital electronics, and there was no way to view the two-dimensional coincidence plots. For coincident events, in the two-dimensional plot, the background is negligible and the problem vanishes. Of course you are right, for a one-dimensional spectrum the background presents a problem, and I tried to estimate the uncertainty that arose from my definition of the background that rather high and of the level of several percent. But in the two-dimensional space; there is no background; that is the difference between this work, and what was done before.

Q (Philippe Cassette (LNHB)): Your coincidence equation is only correct if you assume that there is no correlation between the two detectors. So what happens in the case where there is a Compton interaction in one detector, and the scattered photon is subsequently detected by the other detector. Is the resolution of the sodium iodide detector sufficient to reject this type of event?

A (Peter Volkovitsky (NIST)): Scattered events are readily resolved from the photo-peaks, and are concentrated around 200 keV, whereas the photo-peaks reside in the range of 400 to 700 keV. I have presented the equation for correlation between detectors, and in this case the correlation cancels if the source is located centrally between the two identical detectors. I have two identical detectors and at least the double correlation between the two gammas vanish. I am not so sure about triple correlation, but triple correlations are much less important. However, there are correlations, and of course the equations were written under the assumption that the events are independent. Fortunately, due to the E-2 transition, these correlations vanish with the source in the central location.

Q (Octavian Sima (Bucharest University)): I would like to again ask about the problem of the scattering of one photon from one detector to the other.

In computing the probability of not detecting a photon, one must consider the following independent cases: the photon is not detected by either detector; it is detected in one only, in the other only, or in both detectors. That is, the probability of not detecting a photon is one minus the probability of non-detection in one, plus the probability of non-detection in the second, plus the probability of non-detection in both. If you define the total efficiency by the probability of photon detection in a single detector, this includes the probability of detection in both.

A (Peter Volkovitsky (NIST)): The total probabilities of photon detection are not related directly to my observed counts, they are just the parameters of the model. I agree with you that the model may be modified to take into account what you have just said, but in the first approximation, I have determined these parameters from fits as they are not known a priori. From this point of view, the mistake, which I have made in the simplified model, is not so big.