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Abstract. In the last few years, the need to design new cryptographic hash functions 
has led to the intense study of when desired hash multi-properties are preserved or as
sured under compositions and domain extensions. In this area, it is important to identify 
the exact notions and provide often complex proofs of the resulting properties. Getting 
this analysis right (as part of provable security studies) is, in fact, analogous to crypt-
analysis. We note that it is important and quite subtle to get indeed the “right” notions 
and properties, and “right” proofs in this relatively young area. Specifically, the security 
notion we deal with is “adaptive preimage resistance” (APR) which was introduced by 
Lee and Park in [5] as an extension of “preimage resistance” (PR). In Eurocrypt 2010, in 
turn, Lee and Steinberger [6] already used the APR security notion to prove “preimage 
awareness” and “indifferentiable security” of their new double-piped mode of operation. 
They claimed that if HP is collision-resistant and APR, then F (M) = R(HP (M)) is 
indifferentiable from a variable output length (VIL) random oracle F , where HP is a 
function based on an ideal primitive P and R is a fixed input length (FIL) random ora
cle. However, as we show in the current work, the above statement is not correct. First 
in our studies, we give a counterexample to the above. Secondly, we describe a new re

quirement on HP (called “admissibility”) so that the above statement is correct. Thirdly, 
we show that APR is, in fact, not a strengthened notion of preimage resistance (PR). 
Fourthly, we explain the relation between preimage awareness and CR+APR+(our new 
requirement). Finally, we show that a polynomial-based mode of operation [6] satisfies 
our new requirement; namely, the polynomial-based mode of operation with fixed-input
length random oracles is indifferentiable from a variable-input-length random oracle (as 
originally claimed, but based on the refined arguments and subtleties presented here). 

1 Introduction 

Security notions that basic function needs to possess in order to be suitable for domain extension 
while preserving desired properties of cryptographic hash functions are important. When such 
a security notion is defined, it should not depend on some specific constructions, but should be 
a general property of generic or well defined family of functions [4]. Lee and Park [5] defined 
a new security notion of adaptive preimage resistance (APR) and used the property of the 
notion to construct a general F -indifferentiably secure (or pseudorandom oracle) constructions 
of the form F (M) = R(HP (M)), where P may be a set of ideal primitives Pi’s and F is a VIL 
random oracle. This relation was described again in [6]. It was said, without an exact formal 
proof, that F is indifferentiable from a VIL random oracle F when HP is collision-resistant 
and adaptive preimage resistant, and R is a FIL random oracle. It was further argued that 
APR is a strengthened notion of the known notion of preimage resistance (PR). Since this 
area, arguing about random objects, is quite subtle, the above claims require exact formal 
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studies (this scrutiny of formal generic properties is akin of cryptanalysis of constructions in 
the experimental design area). 

What we found is that unfortunately, the definition of APR is, in fact, not correct, because 
there exists an adaptive preimage resistant and collision resistant HP such that F (M) = 
R(HP (M)) is not indifferentiable from a VIL random oracle F . Furthermore, we found that 
PR and APR are incomparable notions. To show these, we will describe counter examples 
in the section 3 and the section 5. In section 4, we give a new requirement on HP (we call 
“admissibility”) so that the above result of indifferentiability is made to hold. But, APR+(our 
new requirement of the section 4) of HP is still not a strengthened notion of PR of HP . In 
section 5 we clarify the relation between PR and APR while in section 6 we explain the relation 
between preimage awareness (PA) and APR+CR+ (admissible HP ). 

In Table 1 we summarize the above results (implications and non implications). Then in 
section 7, we apply our results and we show that the polynomial-based mode of operation 
satisfies our new requirement, which means that the polynomial-based mode of operation based 
on fixed-input-length random oracles is indifferentiable from a variable-input-length random 
oracle (as originally claimed [6], but here we give a scrutinized proof under the admissibility 
conditions). 

Case Result Admissible reference 

1 HP : cr + pra ⇒ HP : wpra N [2, 3] 

2 HP : cr + wpra ⇒ HP : pra N [2, 3] 

3 HP : pra ⇒ F P,R : pro N [2, 3] 

4 HP : cr + apr ⇒ F P,R : pro Y Sect. 4 

5 HP : cr + apr � F P,R : pro N Sect. 3 

6 HP : apr � HP : pre Y Sect. 5.1 

7 HP : apr � HP : pre N Sect. 5.1 

8 HP : pre � HP : apr Y Sect. 5.2 

9 HP : pre � HP : apr N Sect. 5.2 

10 HP : pra � HP : cr + apr Y Sect. 6.1 

11 HP : pra � HP : cr + apr N Sect. 6.1 

12 HP : cr + apr ⇒ HP : pra Y Sect. 6.2 

13 HP : cr + apr � HP : pra N Sect. 6.3 

Table 1. The relationships (implications/ non-implications) between Collision Resistance (cr), Preim
age Resistance (p), Adaptive Preimage Resistance (apr) and Preimage Awarenenss (pra) and Weak 
Preimage Resistance (wpra) and Pseudorandom Oracle (pro). HP is a function based on a set P of 
ideal primitives and F P,R(M) = R(HP (M)), where R is a FIL random oracle. ‘N ’ means that there 
is no condition on HP while ‘Y ’ means that the admissibility condition on HP is needed. 

2 Preliminary 

In this section, we briefly explain the definitions of indifferentiability, adaptive preimage resis
tance, preimage awareness, and one-way functions. 

Indifferentiability. The security notion of indifferentiability was introduced by Maurer et al. 
in TCC’04 [7]. In Crypto’05, Coron et al. were the first to adopt it as a security notion for 



hash functions [1]. Here, we only consider the security notion in this context of hash functions. 
Let F be a hash function based on ideal primitives P1, ..., Pj and F be a VIL (Variable Input 
Length) random oracle, and SF = (S1 

F , ..., S j 
F) be a simulator with access to F , where Si’s can 

communicate to each other. We note that S should be efficient. Then, for any adversary A, the 
indifferentiability advantage against A is defined by 

P1 ,...,Pj ,P1 ,...,Pj ,...,SF 

1 jAdvpro (A) = |Pr[AF = 1] − Pr[AF ,SF 

= 1]|.P1 ,...,Pj ,SFF 

When the value of the above advantage is small, we say that the hash function F is indifferen
tiable from the VIL random oracle F . Maurer et al. [7] also proved that if F is indifferentiable 
from the VIL random oracle F , then F used in any cryptosystem can be replaced with F with 
only a small loss of security. In other words, F can be used as a VIL pseudorandom oracle. 
Coron et al. [1] proved that prefix-free Merkle-Damg̊ard construction, chop Merkle-Damg̊ard 
construction, NMAC and HMAC constructions are indifferentiable from the VIL random oracle 
F in the FIL (Fixed Input Length) random oracle and the ideal cipher model. 

Adaptive Preimage Resistance [5, 6]. Let A be any information-theoretic adversary, which 
means that A has an unbounded computing power. Let HP be a function with access to the 
oracles P = (P1, P2, ..., Pk). Let Q be the history of query-response pairs to P . Let MapH(Q) be 
the set of input-output pairs of HP that are information-theoretically determined by the history 
Q and HP . Let A’s i-th query be xi and Qi be the history determined by the first i query-
response pairs. In the adaptive preimage resistance experiment, For each i, after A gets Qi, A 
can adaptively commit elements z’s of the range of HP such that the committed values cannot 
be any output value corresponding to those inputs M ’s where for each M HP (M) is determined 
information-theoretically by the history Qi and HP . (Note that, in the definition of APR in [6], 
they said that any preimage of each of committed values z’s has not been determined by the 
history Qi. But this is not a well-defined statement, because without knowing the definition of 
HP knowing only Qi, we do not really know what it meant by “a preimage of each of committed 
values z’s.”) Then, the adversary A wins the adaptive preimage resistance experiment whenever 
A finds a preimage of any one among all committed values. The following theorem was given: 

Theorem 1 (Ro domain extension via CR+APR). [5, 6] Let FP,R(M) = R(HP (M)), 
where R is a FIL random oracle and HP is a function based on a set of ideal primitives 
P = (P1, .., Pk). For any indifferentiability adversary A there exists a simulator S such that 

(A) ≤ Advcoll Advpro (q) + Advapre (q, qc),F P,R,SF HP ,P HP ,P 

where q is the maximum number of P queries and qc is the maximum number of committed val
ues in the adaptive preimage resistance experiment and F is a VIL random oracle. Advcoll (q)HP ,P 

denotes the maximum probability of finding a collision of HP with q P -queries. Advapre (q, qc)HP ,P 

denotes the maximum probability of winning the adaptive preimage resistance experiment with 
q P -queries and qc committed values. 

Preimage Awareness [2, 3]. Dodis, Ristenpart and Shrimpton defined the security notion of 
Preimage Awareness for hash functions [2, 3]. They proved that if HP is preimage aware, then 
FP (M) = R(HP (M)) is indifferentiable from a VIL random oracle, where R is a FIL random 
oracle. The extraction oracle Ex is constructed with an extractor E and an advice string α, 
where α has the information of all query-response pairs of the oracle P, and the extractor E 
is an efficient deterministic algorithm. In the experiment of preimage awareness, the adversary 
A can only access the ideal primitive P via the oracle P. In the experiment, A wins the game 
whenever A finds an input message M such that HP (M) = y and M  = Ex(y) for any y, where 



HP is a hash function based on the ideal primitive P , the domain of HP be Dom, and the 
output Ex(y) belongs to Dom ∪ {⊥}. We note that ⊥ cannot be an input message of HP . 

Exppra 
H,P,E,A 

M 
$ 
← AP,Ex 

y ← HP (M) 
Return (M �= V [y] ∧ Q[y] = 1) 

oracle P(u): 

v ← P (u) 
α ← α||(u, v) 
Return v 

oracle Ex(y): 

Q[y]← 1 
V [y]← E (y, α) 
Return V [y] 

Fig. 1. Experiment for defining preimage awareness (PrA) for hash function H , extractor E , and 
adversary A. The extractor E returns a point in Dom ∪ {⊥}. 

Then, given an extractor E and an adversary A, the preimage awareness advantage of HP 

is defined by 
Advpra (A) = Pr[Exppra ⇒ true].H,P,E H,P,E,A 

And, if there exists an extractor E such that Advpra (A) is small for all reasonable adversaries H,P,E 

A, the hash function HP is called preimage aware (PrA). Then, the following theorem holds. 

Theorem 2 (Ro domain extension via PrA). [2, 3] Let FP,R(M) = R(HP (M)), where R 
is a FIL random oracle and HP is a function based on a set of ideal primitives P = (P1, .., Pk). 
For any given extractor E, we can construct a simulator SF = (S1, S2 

F) such that for any 
indifferentiability adversary A making at most (q1, q2, q3) queries to its three oracles, there 
exists a preimage awareness adversary BA making at most (qp, qe) queries to its two oracles 
such that 

Advpro (A) ≤ Advpra (BA)
F P,R ,(S1,SF ) HP ,P,E

2 

One-Way Permutation. f : {0, 1}n → {0, 1}n is a permutation and it is called one way if for 
any probabilistic polynomial time algorithm A the following holds. 

$
Pr[x ← {0, 1}n; A(f(x)) = x] = neg(n) 

where neg(n) is a negligible function of n. 

3	 CR and APR of HP are not sufficient for the indifferentiable 
security of F (M) = R(HP (M)), where R is a FIL random oracle 

Lee and Park [5, 6] claimed that the collision resistance and adaptive preimage resistance of HP 

are sufficient for the indifferentiable security of F (M) = R(HP (M)), where R is a FIL random 
oracle. However, their proof is not correct. Think about the following example. We define a func
tion HP (x) : {0, 1}∗ → {0, 1}n as follows, where P : {0, 1}∗ → {0, 1}n−1 is a VIL random oracle. 

HP (x)	 = f(x)||1 if |x| = n − 1 
= P (x)||0 otherwise, 

where f : {0, 1}n−1 → {0, 1}n−1 is an one-way permutation. 



Then, we can show that FP,R(M) = R(HP (M)) is not indifferentiable from a VIL random 
oracle F , where HP is defined in above and R : {0, 1}n → {0, 1}n is a FIL random oracle. 

Indifferentiable Attack on F . Let (O1,O2,O3) be (FP , P, R) or (F , S1 
F , S2 

F), where S = 
(S1 

F , S2 
F) is any simulator. Now we construct an indifferentiability adversary A as follows. 

Firstly, A chooses (n − 1)-bit x randomly and computes y = f(x). Then, A makes the query y 
to O3 and obtains its response z. Next, A makes the x query to O1 and obtains its response 

′	 ′ z ′ . If z = z , A finally outputs 1. If (O1,O2,O3) is (FP , P, R), then z = z with probability 1. 
Next, we consider the case that (O1,O2,O3) is (F , S1 

F , S2 
F ). Note that the simulator S should 

be efficient, which means that S should be able to be implemented by a probabilistic Turing 
machine. Note that f is a one-way permutation, which means that no efficient algorithm can 
find x from f(x) with better than non-negligible probability, where x is chosen randomly from 
the domain of f . So, no S can find x from y(= f(x)), which means that the probability that 

′ z = z is negligible. Therefore, F is not indifferentiable from a VIL random oracle F . 

On the other hand, the following theorem says that HP is, nevertheless, collision-resistant 
and adaptive preimage resistant. 

Theorem 3 (APR and CR of HP ). Let HP be the above function. Then, the following 
holds. 

2q · qc	 q
Advapre (q, qc) ≤ HF (q) ≤ .and Advcr 

HF ,F 2n−1 ,F 2n 

Proof. According to the definition of APR, the adversary A has an unbounded computing 
power. First, we consider the adaptive preimage advantage. That means that A can compute 
all input-output pairs of f with no query to P . So, by the definition of APR, A cannot commit 
any value whose least significant value is ‘1’, because all input-output pairs of f are computable 
without any query-response pair of P . So, A has to find an adaptive preimage of P . Since P is 

) ≤ qc · Advapre a VIL random oracle, by using Advapre (q, qc	 (q, 1), which is easily proved, we 
HF ,F	 HF ,F 

q·qcget that Advapre (q, qc) ≤ . Second, we consider the collision resistance advantage. Sine f
HF ,F 2n−1 

is a permutation, any collision-finding adversary should find a collision of P . Therefore, we get 

that Advcr (q) ≤ q 2 

, because P is a VIL random oracle with the output bit size of n − 1. HF ,F 2n 

4	 Admissible HP : a new Requirement for using the Notion of 
Adaptive Preimage Resistance 

The main problem of the definition of adaptive preimage resistance is that the simulator in the 
notion of indifferentiability is efficient but the adversary in APR experiment is information-
theoretic. So, there is a gap between their powers. Due to the gap, S, A, and the APR Experi
ment interpret differently the definition of MapH(Q), where Q is the history of query-response 
pairs of P and H is a function based on a ideal primitive P . Therefore, we need a condition 
that S, A, and the APR Experiment should share the identical definition of MapH(Q). 

How can we achieve the above setting? We need a new requirement that MapH(Q) can 
be obtained by an efficient algorithm from the history Q and H , where MapH(Q) is defined 
in the information-theoretic setting. If MapH(Q) is defined by the computational notion, the 
APR experiment cannot check whether a commitment made by an APR adversary belongs to 
MapH(Q) or not. We note that MapH(Q), which satisfies our new requirement, depends on the 
structure of HP . We say that HP is admissible if HP satisfies the new requirement. So, we 
emphasize that the notion of adaptive preimage resistance can be only used to quantify the 



security just of “admissible hash functions,” but not any (generic) hash function because of our 
new requirement. 

5	 The Incomparability of Adaptive Preimage Resistance and 
Preimage Resistance 

Similar to the above refutation in Section 3, it can also be shown that Theorem 1 in [5] is 
not correct, since we show that there is no relation between APR and PR, even with the 
admissibility condition of the section 4. 

5.1	 Adaptive Preimage Resistance does not imply Preimage Resistance, even 
under admissible HP 

≤ Advapre Without any formal proof, Lee and Park [5] claimed that Advpre (q) (q, 1). But, 
HP ,P HP ,P 

their insight is not correct, and, in fact, there is a counterexample showing HP which is not 
preimage resistant but adaptive preimage resistant (even satisfying our new requirement in the 
section 4). This means that the notion of adaptive preimage resistance is not a strengthened 
notion of preimage resistance. This indicates that the name APR cannot really be justified. We 
need to change the notion of APR into another notion. Consider the following example. We 
define a hash function HP (x) : {0, 1}∗ → {0, 1}n as follows, where P : {0, 1}∗ → {0, 1}n−1 is a 
VIL random oracle. 

HP (x)	 = x||1 if |x| = n − 1 
= P (x)||0 otherwise. 

The HP is above not preimage resistant, because given a random output of HP , we can 
find a preimage with at least 1/2 probability. On the the hand, we can prove that HP is adap
tive preimage resistant (even in the case of our new alternative definition of adaptive preimage 
resistance). 

Admissibility of HP . Let Q be the history of query-response pairs of the random oracle P 
and let MapHP (Q) be the set of input-output pairs of HP that are information-theoretically 
determined by the history Q and HP . Now, what we have to show is to construct an efficient 
algorithm A generating MapHP (Q) from Q and HP . Let q be the number of non-repeated 
P -queries and T be the empty set. 

algorithm A(Q, HP ) 
100 For each i-th query-response pair (xi, yi) ∈ Q, //1 ≤ i ≤ q 
101 if |xi| = n − 1, then T ← T ∪ {(xi, yi||0)} 
200 T ← T ∪ {(z, z||1)} for all (n − 1)-bit string z’s 
300 Return T 

Now, we want to check the implementation complexity of A. Line 100 and 101 can be done 
with complexity O(q). Our main concern is about line 200. Even though we have to consider 
all (n − 1)-bit strings, we can efficiently store (binn−1(i), binn−1(i)||1) in T , because there is a 
simple relation between input and output. So, line 200 can be also efficiently implemented. So, 
we can know that T is exactly same as MapHP (Q). Therefore, HP is admissible. 



Theorem 4. Let HP be the above function. Then, the following holds. 

Advapre q · qc
(q, qc) ≤ .

HP ,P 2n−1 

Proof. Let A be any adaptive preimage-finding adversary with q P -queries and qc commit
ments. By the definition of APR, A cannot commit any value whose least significant value 
is 1, because the preimage corresponding to any output value whose least significant value 
is 1 can be obviously computed with no query and with very small time complexity. There
fore, A should succeed in finding an adaptive preimage of the VIL random oracle P . Using 
Advapre ) ≤ qc · Advapre	 q·qc(q, qc	 (q, 1), we get that Advapre (q, qc) ≤ 2n−1 .HP ,P HP ,P	 HP ,P 

5.2	 Preimage Resistance does not imply Adaptive Preimage Resistance, even 
under admissible HP 

Consider the following example: We define a hash function HP1,P2 (x) : {0, 1}∗ → {0, 1}n as 
follows, where P1 : {0, 1}n → {0, 1} is a FIL random oracle and P2 : {0, 1}∗ → {0, 1}n is a VIL 
random oracle. 

HP1,P2 (x)	 0n= P1(x)||1n−1 if x = 
= P2(x) otherwise. 

It can be easily shown that HP1,P2 is preimage resistant, because the outputs of all inputs 
except for one input are obtained by the VIL random oracle P2. Also it is easily shown that 
HP1,P2 is admissible in the similar way described in section 5.1. However, HP1 ,P2 is not adaptive 
preimage resistant. 

Adaptive Preimage-Finding Attack on HP1,P2 . Our adversary A works as follows. Firstly, 
A commits 0||1n−1 and 1n to the APR experiment, where the preimage of two values cannot 
be computable without the query 0n to P1 because we don’t know that P1(0

n) = 0||1n−1 or 1n . 
Then, A makes the query 0n to P1 and obtains its response z = HP1,P2 (0n). Since z = 0||1n−1 

or 1n with probability 1, A wins the APR experiment. 

6	 Relations Between Preimage Awareness and APR+CR, under 
admissible HP 

Dodis, Ristenpart and Shrimpton [2, 3] showed that if HP is preimage aware, then F (M) = 
R(HP (M)) is indifferentiable from a VIL random oracle, where R is a FIL random oracle. Now 
we wonder what is the relation between Preimage awareness and CR+APR+(the condition in 
the section 4). 

6.1	 Preimage awareness does not imply APR+CR, even under admissible HP 

Consider the following example. Let t ≫ n. We define a function HP (x) : {0, 1}∗ → {0, 1}∗ as 
follows, where P : {0, 1}n → {0, 1}tn is a FIL random oracle with a condition that the XOR of 
all output strings of P is 0tn or 1tn with probability 1 , where atn means the tn-bit string of all a.2 

HP (x)	 = P (x)||1 if |x| = n 
= x||0 otherwise. 



It is easily shown that HP is admissible in the similar way described in section 5.1. 

Theorem 5. Let t ≫ n and let HP be the above function. For any preimage awareness ad
versary A making at most (qp, qe) queries to the oracles P and Ex, there exists an extractor E 
such that 

2 qpqe p 1 
Advpra (A) ≤ + 

q
+ ,

HP ,P,E 2tn 2tn+1 2(t−1)n−1 

Proof. We use Lemma 3.3 and the proof technique of Lemma 3.4 in [3], which are related to the 
definition of the weak preimage awareness. In the definition of the weak preimage awareness, 
a multi-point extractor E+ is used instead of an extractor E . Below, we define a multi-point 
extractor E+. Note that a multi-point extractor does not return a single value like an extractor 
but returns a set of values X . Then, we define E in the same way of [3]; on input (z, α) runs 
X ← E +(z, α) and outputs the first element in X . We note that E+ defined in below is not 
a honest multi-point extractor, so we cannot directly use the result of Lemma 3.4 in [3]. Any 
honest multi-point extractor should output a set of real preimages. However, we can use the 
relation shown in the proof of Lemma 3.4 in [3] as follows. 

1−wpra Advpra (A) ≤ qeAdv (B) + Pr[coll]
HP ,P,E HP ,P,E+ 

where Pr[coll] means the probability that E+ outputs a set of size larger than one. Note that 
Pr[coll] cannot be bounded by the collision resistance of HP because E+ is not honest. So, we 
have to show the following two inequalities. First, we need to show that there exists a multi
point extractor E+ such that for any weak preimage awareness adversary B with a single query 

2 
1−wpra qp qp 1to Ex, Adv (B) ≤ . Second, we need to show that Pr[coll] ≤ + 

2(t−1)n−1 . Then, 2tn 2tn+1 HP ,P,E+ 

the theorem holds. 

α is the list of query-response pairs of P, X = ∅, and chop1(x) is the least significant 1-bit 
chopping function. 

algorithm E+(z, α) :
 
001 If lsb(z)=1 then X = X ∪ {M : chop1(z) = P (M) is computable from α}
 

�2n
−1

002 If lsb(z)=1 and chop1(z) = T ⊕ yi such that 2n − 1 input-output pairs (xi, yi)i=1 
003 of P are determined from α, where all xi’s are different 

�2n
−1

004 and T = 0tn or 1tn, then X = X ∪ {M : M = xi}i=1 
005 If lsb(z)=0 then X = X ∪ {chop1(z)} 
006 Return X 

Note that B is any weak preimage awareness adversary with a single query to Ex. So, once 
B makes a query z to Ex, B wins the weak preimage awareness game when B finds a new 

′ preimage M such that HP (M ′ ) = z. Since P is a random oracle with a condition that the 
XOR of all output strings of P is 0tn or 1tn and B can make at most qp queries to P, the 

qpprobability that B wins is at most 2tn . 

Next, we consider an upper bound on Pr[coll], where Pr[coll] = Pr[|X | > 1]. Note that X is 
updated in lines 001, 004 and 005. Line 005 does not influence the value of Pr[coll], because if 
X is updated in line 005, then |X | = 1. So we focus on lines 001 and 004. 



 

 

Pr[coll] = Pr[coll ∧ (X is updated in line 001) ∧ (X isn ′ t updated in line 004)]
 
+Pr[coll ∧ (X is updated in line 001) ∧ (X is updated in line 004)]
 

≤ Pr[coll ∧ (X is updated in line 001) ∧ (X isn ′ t updated in line 004)]
 
�2n

−1
+Pr[yj = T ⊕ yi for a j] // T = 0tn or 1tn 

i=1 �2n
−1≤ Pr[X is a set of size larger than one in line 001|yj = T ⊕ yi for all j]i=1 �2n

−1
+Pr[yj = T ⊕ yi for a j]i=1 

2 �2nqp −1≤ 2tn+1 + Pr[yj = T ⊕ yi for a j] · · · (1) i=1 
2 qp 1≤ 2tn+1 + 

2(t−1)n−1 · · · (2) 

�2n
−1

First, we explain (1). The condition that yj = T ⊕ yi for all j means that for each i=1 
xi, yi = P (xi) is a random value. So (1) holds, because there are at most qp P -queries. Next, we 

�2n
−1

explain (2). For each xi (1 ≤ i ≤ 2n −1), yi is a random value, because y = P ( xi) is only i=1 
non-random by the definition of P . So, the probability that there exists a yj (1 ≤ j ≤ 2n − 1) 

�2n
−1 2·(2n

−1) 1such that yj = T ⊕ yi is at most 2tn (< 
2(t−1)n−1 ), where T = 0tn or 1tn .i=1 

Adaptive Preimage-Finding Attack on the above HP . Let t ≫ n. We construct an 
adaptive preimage-finding adversary A with 2n − 1 P -queries and two commitments. Firstly, 
for all n-bit x’s except for x = 1n A makes query x to P and gets y from P . We denote all 
query-response pairs by (xi, yi), where 1 ≤ i ≤ 2n − 1. Next, A commits y||1 and y ⊕ 1tn||1, 

�2n
−1where y = yi. In the definition of APR, committed values should not be determined from i=1 

all current query-response pairs. Here, preimages of y||1 and y ⊕ 1tn||1 cannot be determined 
from all query-response pairs of P because no one knows the exact value of the XOR of all 
output strings of P. Note that the XOR of all output strings of P is 0tn or 1tn with probability 
1 , not 1. Finally, A returns x = 1n to the adaptive preimage experiment, where HP (1n) = y||12 
or y ⊕ 1tn||1. So, A wins the APR experiment. 

6.2 APR+CR implies Preimage awareness, under admissible HP 

Here, we want to show that APR+CR+(the admissible requirement on HP in the section 4) of 
HP means Preimage awareness of HP , by proving the next theorem. We can easily generalize 
the following theorem in the case that P = (P1, ..., Pk) is a tuple of ideal primitives Pi’s. 

Theorem 6. Let HP be a function based on an ideal primitive P . HP satisfies the new re
quirement in the section 4. Then we can construct an extractor E such that for any preimage 
awareness adversary A making at most (qp, qe) queries to oracles P and Ex, there exist an 
adaptive preimage-finding adversary BA making at most qe P -queries and qe commitments, 
and a collision-finding adversary CA making at most qp P -queries such that 

Advpra (A) ≤ Advapre (BA) + Advcoll (CA)
HP ,P,E HP ,P HP ,P 

Proof. Let α be the history of query-response pairs of P. By the new requirement in the section 
4, our E has an ability to compute MapH(α), where MapH(α) is the set of input-output pairs 
of HP that is information-theoretically determined by α. We define E as follows. 

algorithm E(z, α) :
 

001 If there exists at least one M such that z = HP (M) is determined from MapH(α),
 
then return any such M 



 

 

002 Otherwise return ⊥ 

Whenever A wins the preimage awareness experiment, at least one of two following events 
occurs by the definition of the above E . 

Event 1. A obtains M such that HP (M) = z and Ex(z) =⊥ occurred before, which means 
that such z was not determined from MapH(α) at that time by the definition of the above E . 

′ Event 2. A obtains M and M (M = M ′ ) such that HP (M) = HP (M ′ ) is determined from 
MapH(α). In other words, 

Advpra (A) ≤ Pr[Event 1 occurs] + Pr[Event 2 occurs].
HP ,P,E 

And it is clear that whenever Event 1 occurs, BA wins the APR experiment, and whenever 
Event 2 occurs, CA wins the CR experiment. Therefore, the theorem holds. 

algorithm BP // Initialize Z = ∅.A 

First step. 
100 Run AP,Ex .
 
110 On P-query x
 
111 y = P (x) // BA has the access to the oracle P .
 
112 α = α||(x, y)
 
120 Respond y to A
 
121 On Ex-query z
 
122 M = E(z, α).
 
123 If M =⊥ then commit z to the APR experiment and Z = Z ∪ {z}
 
124 Respond M to A
 

Second step. (after finishing running AP,Ex .) 
200 If ∃ M such that HP (M) is determined from MapH(α) and HP (M) ∈ Z, 

then return an adaptive preimage M to the APR experiment. 

algorithm CP // Initialize Z = A	 ∅. 

First step. 
100 Run AP,Ex .
 
110 On P-query x
 
111 y = P (x) // BA has the access to the oracle P .
 
112 α = α||(x, y)
 
120 Respond y to A
 
121 On Ex-query z
 
122 M = E(z, α).
 
123 Respond M to A
 

Second step. (after finishing running AP,Ex .) 
′ 200 If	 ∃ M and M (M = M ′ ) such that HP (M) = HP (M ′ ) is determined from MapH(α), 

then return the collision pair (M, M ′ ) to the CR experiment. 



6.3 APR+CR doesn’t mean Preimage awareness 

This is clear by the cases 3 and 5 in the Table 1. 

7	 Security Analysis of Lee-Steinberger’s Domain Extension 
Revisited 

Lee and Steinberger [6] proposed a new double-piped mode of operation for multi-property
preserving domain extension of MACs, PRFs, and PROs (pseudorandom oracles). Due to wrong 
definition of APR, we cannot guarantee that Lemma 2, Theorem 5, Theorem 6 of [6] are right. 
So, we need to check whether their new domain extension satisfies our new security requirement 
described in Section 4 or not. In [6], they proposed a compression function φ[f ] depicted in Fig. 
2, where f : {0, 1}3n → {0, 1}n. Therefore, it is crucial to check if φ[f ] satisfies our new security 
requirement (admissibility) when f is a fixed-input length random oracle. Let Q be the history 

f 

c 
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a x 

y=ax2+bx+c 

n 
n n n 

n 

Fig. 2. The compression function φ[f ] proposed in [6]. 

of query-response pairs of the random oracle f and let Mapφ[f ](Q) be the set of input-output 
pairs of φ[f ] that are information-theoretically determined by the history Q and φ[f ]. Now, 
what we have to show is to construct an efficient algorithm A generating Mapφ[f ](Q) from Q 
and φ[f ]. Let q be the number of non-repeated f -queries and T be the empty set. 

algorithm A(Q, φ[f ])
 
100 For each i-th query-response pair ((ai||bi||ci), xi) ∈ Q, //1 ≤ i ≤ q
 

2101 Compute yi = aix + bix + ci and T ← T ∪ {((ai||bi||ci), (xi, yi)}i 

200 Return T 

It is easy to check that A can be efficiently implemented with complexity O(q) and input-
output pairs of f and φ[f ] are in one-to-one correspondence, which means that Mapφ[f ](Q) = T . 
So, φ[f ] is admissible. Therefore, we conclude that Lemma 2, Theorem 5, Theorem 6 of [6] are 
valid by the result of this section. We note that the ease of checking should not be confused 
with the subtlety posed by the “need to check.” 
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