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We review the current status of single-photon-source and single-photon-detector technologies oper-
ating at wavelengths from the ultraviolet to the infrared. We discuss applications of these technolo-
gies to quantum communication, a field currently driving much of the development of single-photon
sources and detectors. © 2011 American Institute of Physics. [doi:10.1063/1.3610677]

I. INTRODUCTION

A. What is a photon?

A photon is defined as an elementary excitation of a sin-
gle mode of the quantized electromagnetic field.1 The con-
cept of quantized electromagnetic radiation2 was first intro-
duced by Planck in 1900 to explain the black-body radiation
spectrum.3–5 It was also used by Einstein in 1905 to explain
the photoelectric effect5–7 and by Compton in 1923 to explain
the wavelength shift of scattered x-rays.8 The term “photon”
was first introduced by G. N. Lewis in 1926.9 The formal
quantization of the electromagnetic field was first performed
by Dirac in 1927.10, 11

The mode k of the quantized electromagnetic field is la-
beled by its frequency νk , and a single photon in mode k has
energy equal to hνk , where h is Planck’s constant. While the
monochromatic definition of a photon implies delocalization
in time, in practice one often talks about propagating “single-
photon states” that are localized to some degree in time and
space. Mathematically, one can describe such states as super-
positions of monochromatic photon modes.1 Much discussion
can be found in the literature about the definition of a “photon
wavefunction.”12 For the purposes of this review, we adopt
the following operational definition of a single-photon state:
given a detector that can determine the number of incident
photons (in some finite-width frequency range) with 100%
accuracy, a single-photon state is an excitation of the electro-
magnetic field (localized to some degree in both space and
time) such that the detector measures exactly one photon for
each incident state. Put another way, a single-photon state is
one for which the photon-number statistics have a mean value
of one photon and a variance of zero. In addition, since the re-
sults of quantum measurements may depend on the measure-
ment procedure and apparatus, the physics of the measure-
ment process itself must also be considered.13 Single-photon
detectors typically work by sensing an electrical signal that
results from the absorption of a photon.

B. Why produce and detect single photons?

A major driver of the current research into single-photon
sources and single-photon detectors is the explosive growth

a)Present address: Brookhaven National Laboratory, Upton, NY 11973,
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of the field of quantum-information science over the last few
decades.14, 15 At its core, quantum-information science in-
volves the encoding, communication, manipulation, and mea-
surement of information using quantum-mechanical objects.
Research has shown that using quantum objects for this pur-
pose allows certain computational tasks to be performed more
efficiently than thought possible using classical objects,16 and
potentially allows unconditionally secure communication.17

Photonic qubits, where information is encoded in the quantum
state of the photon using degrees of freedom such as polariza-
tion, momentum, energy, etc., are an ideal choice for many
of these applications, since (a) photons travel at the speed of
light and interact weakly with their environment over long
distances, which results in lower noise and loss and (b) pho-
tons can be manipulated with linear optics.

While quantum communication applications often make
use of single photons, many quantum cryptography protocols,
in the form of quantum key distribution (QKD) in particular,
demand single photons traveling over a channel,17–19 as more
than one photon can compromise the security of the commu-
nication by allowing an eavesdropper to gain information.20, 21

While subsequent schemes, such as those that rely on decoy
states22–24 and privacy amplification,25–28 have been shown to
relax this single-photon requirement and to reduce the po-
tential leakage of information to an eavesdropper, quantum
cryptography has been a significant driver of single-photon
source development. And certainly it is the case that long dis-
tance QKD, which requires quantum repeaters,29–33 is likely
to rely heavily on single photons. Some quantum computa-
tion protocols also require single photons, and in addition
require that all single photons used in the protocol be in-
distinguishable from one another.34 Because these quantum
protocols require single photons, it is advantageous to em-
ploy single-photon detectors that ideally can determine the
number of photons in a given pulse. Another single-photon-
detection application that has come out of QKD, but has appli-
cations in other non-quantum-related fields, is the production
of truly random numbers. Light provides a natural solution
to this problem, where single photons encountering a beam-
splitter exhibit inherent quantum randomness in which out-
put path they take.28, 35, 36 Extracting this path information re-
quires single-photon detection. These requirements, coupled
with the strong growth of quantum-information applications
(Fig. 1), have provided motivation for the development of im-
proved single-photon sources28 and single-photon detectors.37
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FIG. 1. (Color) Papers published each year. ISI Web of Knowledge search
terms are shown.

In addition to quantum-information science, single-
photon detectors are used for a wide range of applications, in-
cluding bioluminescence detection,38 DNA sequencing,39–42

Förster resonance energy transfer (FRET) for studying pro-
tein folding,43–45 light detection and ranging (LIDAR) for
remote sensing,46, 47 and light ranging on shorter scales,48

optical time domain reflectometry,49–55 picosecond imaging
circuit analysis,56–61 single-molecule spectroscopy62–68 and
fluorescence-lifetime measurements,69 medical applications
such as diffuse optical tomography70 and positron emission
tomography,71 and finally applications such as traditional and
quantum-enabled metrology.72–80

This review attempts to describe the state-of-the-art of
single-photon sources and detectors over the broad range
of fields in which these technologies are employed. We
have attempted to make the review accessible to those
who are new to the field, while at the same time serving
as a valuable reference to experts. More specific reviews
focused on quantum-metrology applications,79 quantum-
information applications,81 fluorescence lifetime determina-
tion,82 quantum-dot/photonic-crystal sources,83 single-
emitter sources,84 cavity-based sources,85 single-photon
sources generally,86, 87 and solid-state single-photon detec-
tors88 may also be of interest to the reader.

C. A brief history of single-photon sources and
detectors

Historically, the first detectors able to register single opti-
cal photons were photomultiplier tubes (PMTs), which com-
bined the photoelectric cell with an electron multiplier. While
early on, Hertz89 studied the effect of light on an electrical dis-
charge, and others developed what evolved into the photoelec-
tric cell (see, for example, the work of Elster and Geitel90), it
was not until the development of the electron multiplier that
the signal from a single photon could be observed. As part of
an intense race to develop a workable electronic television, a
photosensitive element and an electron multiplier were com-
bined in the 1930s by Iams and Salzberg91 and Zworykin92 at
RCA and Kubetsky93 in the former Soviet Union. The PMT

first demonstrated single-photon sensitivity very soon after
these developments.94–96

It was not until the work of McIntyre on Geiger-mode
avalanche photodiodes (APDs) in the mid 1960s that the
possibility of solid-state optical single-photon detection be-
came a reality.97 These APDs, when they are designed and
fabricated specifically to operate as single-photon detectors
rather than as analog detectors, are referred to as single-
photon avalanche diodes (SPADs). Silicon-based SPADs en-
abled visible-photon counting with high efficiency and low
noise (relative to analog semiconductor detectors).98 How-
ever, SPAD development has been much more difficult in the
infrared (IR), where the competing requirements of a material
with good IR absorption and low-noise gain tend to be mutu-
ally exclusive. As a result, IR SPADs are inferior to Si SPADs
in all characteristics, although there are significant efforts fo-
cused on addressing this problem.99–102

The surge of research interest in the field of quantum in-
formation over the last few decades led to a concomitant surge
in research into single-photon sources and single-photon de-
tectors. This growth is clear from the citation-database search
results shown in Fig. 1.

II. SINGLE-PHOTON SOURCES

A. Characteristics of an ideal single-photon source

An ideal single-photon source86 would be one for which:
a single photon can be emitted at any arbitrary time defined
by the user (i.e., the source is deterministic, or “on-demand”),
the probability of emitting a single photon is 100%, the
probability of multiple-photon emission is 0%, subsequent
emitted photons are indistinguishable, and the repetition rate
is arbitrarily fast (limited only by the temporal duration of
the single-photon pulses, perhaps). Deviations from these
ideal characteristics, which are always present in real-world
sources, must be considered when designing experiments. In
Sec. II B, we consider deterministic single-photon sources
based on color centers,103–105 quantum dots (QDs),106–108 sin-
gle atoms,109 single ions,110 single molecules,111 and atomic
ensembles,112 all of which can to some degree emit sin-
gle photons “on-demand.” In Sec. II C, we describe prob-
abilistic single-photon sources. These sources rely on pho-
tons created in pairs via parametric downconversion (PDC)
in bulk crystals113, 114 and waveguides,115 and four-wave mix-
ing (FWM) in optical fibers.116, 117 For these sources the cre-
ation of photon pairs is probabilistic, rather than determinis-
tic. However, because the photons are created in pairs, one
photon (the heralding photon) can be used to herald the cre-
ation of the other photon (the heralded single photon). We
would like to highlight here that while the distinction between
a deterministic and a probabilistic source is clear in the ab-
stract, that this distinction blurs in practice. An example of
this is seen when a source classified as deterministic has loss
in the extraction of the photon from the region where it is
generated. As that emission (or extraction) loss increases, a
theoretically deterministic source becomes more probabilis-
tic in operation. Keeping this caveat in mind, these terms are
helpful descriptors and thus we will use them.
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TABLE I. Comparison of single-photon sources. Sources are characterized as probabilistic (P) or deterministic (D) (remembering the caveat that a deterministic
source can in practice lose some or much of its determinism and operate in a more probabilistic fashion due to issues such as low emission efficiency). The
wavelength range possible for each method is given, along with how far an individual source can be tuned. The inherent bandwidth indicates the typical spectral
width of the emitted photons. The emission efficiency is the overall extraction efficiency of the source from generation of the photons to emission of the light,
including any spectral filtering that would be necessary for typical quantum-information applications (the efficiency of a detector used to measure the source
is not included). Note that for two-photon sources g(2)(0) typically increases as the generation rate increases, so the values here are for the lower end of the
generation ranges.

Wave- Wave-
Prob. length length Output

or Temp. range tunability Inherent Emission spatial
Source type Deter. (K) general specific bandwidth efficiency mode g(2)(0) Refs.

Faint laser P 300 vis-IR nm GHz 1 Single 1
Two photon (heralded)

Atomic cascade P ... Atomic line MHz 10 MHz 0.0001 Multi ... 122
PDC

Bulk P 300 vis-IR nm nm 0.6 Multi 0.0014 123–125
Periodically poled P 300–400 vis-IR nm nm 0.85 Multia ... 126
Waveguide (periodically poled) P 300–400 vis-IR nm nm 0.07 Single 0.0007 127
Gated D 300 vis-IR nm nm 0.27 Single 0.02 128, 129, 368
Multiplexed D 300 vis-IR nm nm 0.1 Single 0.08 130

FWM
DSF P 4–300 IR nm nm 0.02 Single . . . 131
BSMF P 300 vis-IR nm nm 0.26 Single 0.022 132
PCF P 300 vis-IR 10 nm nm 0.18 Single 0.01 133
SOI waveguide P 300 IR 10 nm nm 0.17 Single . . . 134

Laser-PDC hybrid P 300 vis-IR nm nm ... Single 0.37 120
Isolated system

Single molecule D 300 500–750 nm 30 nm 30 nm 0.04 Multi 0.09 135–137
Color center (NV) D 300 640–800 nm nm nm 0.022 Multi 0.07 138
QD (GaN) D 200 340–370 nm nm nm ... Multi 0.4 106
QD (CdSe/ZnS) D 300 500–900 nm nm 15 nm 0.05 Multi 0.003 139
QD (InAs) in cavity D 5 920–950 nm 10 GHz 1 GHz 0.1 Single 0.02 140
Single ion in cavity D ≈0 Atomic line MHz 5 MHz 0.08 Single 0.015 141
Single atom in cavity D ≈0 Atomic line MHz 10 MHz 0.05 Single 0.06 142, 143

Ensemble
Rb, Cs D 10−4 Atomic line MHz 10 MHz 0.2 Single 0.25 144, 145

aWhile generally bulk and periodically poled PDC sources are inherently multimode, they can be engineered to emit with high overlap to a single-spatial mode (Ref. 146).

Section II D considers unique approaches to single-
photon sources, including carbon nanotubes,118, 119 quantum
interference,120 and two-photon absorption.121 In Table I, we
list various types of single-photon sources and some relevant
parameters with which to make comparisons and to get a feel
for what is possible with each source type.

In Sec. IV, we discuss the importance of multi-photon
emission to an application of quantum-information science,
and the experimental status of single-photon sources for
quantum-information protocols. Before moving on to discuss
the current state-of-the-art in single-photon-source research,
it is necessary to introduce a common tool for characteriz-
ing the single-photon nature of the emission of a source: the
second-order correlation function.

By “single-photon nature” of the emission field of a
source, we mean the probability of multiple-photon emission
relative to the probability of single-photon emission. An ideal
single-photon source would emit a single photon every time
with zero probability of multiple-photon emission. A photon
source can be characterized using the second-order correla-

tion function,147, 148

g(2)(�r1, �r2, t2 − t1) = 〈 : n̂(�r1, t1) n̂(�r2, t2) : 〉
〈n̂(�r1, t1)〉 〈n̂(�r2, t2)〉 , (1)

where n̂ denotes the photon-number operators â†â and :: de-
notes operator normal ordering, i.e., with the annihilation op-
erators â to the right of the creation operators â†. In many
quantum optics experiments, a non-polarizing beamsplitter
is used to divide the photon field into two equal parts, with
each of them individually photo-detected. Such a setup is re-
ferred to as a Hanbury-Brown Twiss interferometer.149 For
an ideal single-photon emitter, the cross-correlation function
for the two outputs of the beamsplitter is g(2)(0) = 0 with
g(2)(τ ) > g(2)(0), because after emission of a single photon,
the emitter must be excited again before a second photon
can be emitted. It can never emit two photons at the same
time. In practice, the time response of the detectors will de-
termine minimum g(2)(0) that can be measured even with an
ideal g(2)(0) = 0 source. For comparison and completeness,
an ideal laser is a source of photons where each emission is
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FIG. 2. (Color) Single emitter system excited by some means then emits a
single photon.

independent of all other emission events and g(2)(τ ) = 1 for
τ = 0 and for all τ . We note that in some applications, low
multi-photon emission is the critical requirement rather than
a low g(2) and thus an attenuated laser, due to its convenience,
is often employed.

B. Deterministic sources

1. Single-emitter systems

There are a variety of systems that have been investi-
gated for use as on-demand sources of single photons. Most
of these are “single-emitter” quantum systems (shown ide-
alistically in Fig. 2 with two internal levels), such as semi-
conductor quantum dots,106–108, 150–153 mesoscopic quantum
wells,154 single molecules,111, 155–157 single atoms,109, 142, 158

single ions,110, 141, 159 and color centers.103–105, 160, 161

While each of these single-emitter approaches uses a dif-
ferent material system, most rely on similar principles of op-
eration. When single-photon emission is desired, some ex-
ternal control is used to put the system into an excited state
that will emit a single photon upon relaxation to some lower-
energy state. Often coupling techniques using optical cavities
are used to engineer the emission characteristics.

a. Single neutral atoms. Single-atom emitters are
designed to work in the strong-coupling regime of cav-
ity quantum electrodynamics, where the single photon pro-
foundly impacts the dynamics of the atom-cavity system and
the optical cavity greatly enhances single-photon emission
into a single spatial mode with a Gaussian transverse pro-
file. The operation of a single-atom emitter requires a tour-
de-force experimental effort. To date, alkali atoms such as Cs
and Rb have been used.109, 143, 158, 162–164 Atoms are first cap-
tured and cooled inside a magneto-optical trap (MOT). After
the MOT is turned off, the atoms fall freely under the pull of
gravity. When atoms pass through a high-finesse optical cav-
ity, an optical trap is turned on. For a single-atom emitter, it is
important to have only one atom trapped inside the cavity. The
atom has a �-type energy level system (or similar), consisting
of two metastable ground states |g〉 and |u〉 and one excited
state |e〉. The resonance of the optical cavity is made close to
the transition of |g〉 → |e〉 and the transition of |u〉 → |e〉 is
on-resonance with the pump laser pulse. The system consist-
ing of the atom and the optical mode of the cavity (with state
|atomic state〉|photon number〉 ) leads to a 3-level Hamil-
tonian system with states |e〉|0〉, |u〉|0〉, and |g〉|1〉.

With appropriate control of the pump laser pulse and
atom-cavity coupling, the atomic state |u〉 can be coherently
transferred to state |g〉 via stimulated Raman adiabatic pas-

sage (STIRAP).165 During the process of STIRAP, a single
photon is emitted in the cavity mode, which couples to the
external field through one of the cavity mirrors. The atom-
cavity mode is now in the state |g〉|1〉, which must be re-
cycled to the state |u〉|0〉 for the next run of single-photon
emission. The efficiency of single-photon generation for this
approach can be close to unity (within an experimental un-
certainty of 20%), although losses on exiting the system
can be considerable, yielding in one example an emission
probability of 4.8% with a g(2)(0) = 0.06.142 The coherent
process is reversible and the source can work both as a single-
photon emitter and receiver and, because atoms are all iden-
tical, atom-based sources could be produced in quantity for
a scalable system, although the experimental overhead would
be formidable. Despite these advantages, single-atom emit-
ters are compromised by a limited trapping time,142 fluc-
tuating atom-cavity mode coupling166 that can yield deco-
herence effects (although these effects can be made small),
and possible multi-atom effects. All of these issues need to
be resolved before single atoms can be used as true on-
demand sources of single photons and nodes in quantum
networks.

b. Single ions. Ions used as single-photon
emitters110, 141, 167 also have a �-type energy-level con-
figuration (i.e., with two ground states and one excited
state). While both far-off-resonant Raman scattering and
small-detuning (from resonance) STIRAP were proposed for
single-photon generation, the Raman scattering path may
offer higher single-photon emission probability.110 The use
of a radio-frequency ion trap can stably localize the single
ion in the center of the optical cavity, with the capability of
confining the ion motion wavepacket to much smaller than
the optical wavelength and fixing the wavepacket position
with a precision of a few nanometers. This overcomes the
issues encountered by single neutral-atom emitters and
ensures continuous production of single-photon pulses. With
only a single ion trapped inside the cavity, the possibility of
multiple-photon events is eliminated.141 However, because
the resonance transitions of ions are in the ultraviolet region,
the excited states have strong spontaneous decay rates that
compete with the emission of radiation into the cavity mode.
In addition, the ion may remain in the ground state at the
end of the excitation pulse without emitting a single photon.
These factors can seriously reduce the probability of emitting
a single photon during each pump cycle. As with single
neutral atoms, single ions as the basis of a single-photon
source have the advantage that they are all identical, and
thus indistinguishability between different sources and
different pulses from the same source is not an issue. In
addition, achieving low levels of multi-photon emission
and low decoherence do not seem to be inherent problems
with ion-based systems. While significant progress has been
made to manipulate several ions into a single system for
quantum-information applications with separate areas for
storage and processing168–170 (all important steps toward a
truly scalable system), there are significant problems still to
be faced. One such problem concerns how efficiently light
can be collected, as the usual solution - using strong cavity
coupling - is difficult with a charged particle.
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c. Single molecules. Since the first observation of pho-
ton anti-bunching in a single-molecule system,156, 171 single-
photon emission by single molecules has been extensively
studied by many groups in solid and liquid hosts, at both
cryogenic and room temperatures. The molecular electron
transition involved can be approximated by a 3-level sys-
tem, which consists of a singlet ground state |S0〉, a singlet
excited state |S1〉, and a triplet intermediate state |T1〉. Each
state represents a set of vibrational energy levels. An electron
in a vibrational level of the ground state is optically trans-
ferred to a vibrational level in the excited state, and then
radiatively de-excites back to the ground-state vibrational
manifold. Thus the single-photon emission spans a broad
spectrum. The single-photon emission repetitively occurs
while the cycling of |S0〉 → |S1〉 → |S0〉 continues, until the
electron transitions to the dark state |T1〉, which normally oc-
curs with a small probability. Electrons staying in the dark
state lower the emission rate of single photons and contribute
to bunching on a longer time scale. This bunching at longer
times is characteristic of any rapidly emitting light source
that exhibits blinking.172 To emit a single photon on-demand,
a pulsed pump laser can be used157 with its pulse duration
shorter than the lifetime of |S1〉. An alternative approach is
to apply a cw pump laser to the molecule, while sinusoidally
sweeping an external electric field to shift the molecule’s ab-
sorption line on and off the laser frequency through the Stark
effect, thus periodically modulating the single-photon emis-
sion. The probability of single-photon emission approaches
unity at high laser intensity. When implemented in free-space,
the laser electric field with finite spatial extent may excite
more than one molecule and contribute to multiple-photon
events. Recent work with a single molecule inside a high fi-
nesse optical cavity shows better controllability of the single-
photon emission field.111 Despite this progress in emission
control, a single molecule can become photo-bleached re-
ducing its utility, but current advances in material develop-
ment now allow hours of continuous operation of a single
molecule under continuous illumination without bleaching.
This approach needs further improvement for use in practical
applications. So far single-molecule-based sources have only
demonstrated relatively poor g(2)(0) values and photon indis-
tinguishability between photons of the same molecule,173 so it
remains to be determined whether improvements can be made
and different sources can be controlled so as to yield indistin-
guishable photons, necessary for scalable systems. We also
note that while room temperature operation is possible,174

tests of indistinguishability were performed at 1.4 K.173

d. Quantum dots. Semiconductor quantum
dots106, 107, 140, 150–153, 175–185 have been long studied for
use as single-photon sources. They are created with meth-
ods such as molecular beam epitaxy, where the process
of self-assembled (Stranski-Krastanov) growth186 forms
tiny islands of smaller-band-gap semiconductor embedded
in a larger-band-gap semiconductor. In addition chemical
synthesis can be used to produce colloidal quantum dots
for single-photon source applications.139 The small size of
quantum dots results in a discrete energy structure for the
electrons and holes. In the weak-excitation regime, an exciton
(electron-hole pair) can be produced on demand.

Radiative recombination of the electron-hole pair results
in single-photon emission. The radiative lifetime is on the or-
der of 1 ns or less. Quantum dots can be excited either op-
tically or electrically. Both optically and electrically excited
QDs rely on there being a single system to limit emission
to one photon at a time, but they do it via different physical
paths. In the optical case, the excitation is created by photon
absorption that saturates the single system. In the electrical
case, the excitation is created by directly moving a charge car-
rier or carrier pair onto the QD. This can be done through the
Coulomb blockade effect whereby charges can only move to
the QD controllably one at a time. This has been referred to as
an electron or photon turnstile.154 Examples of optically ac-
tive quantum dots include CdSe in ZnS,139 InP in GaInP, and
InAs in GaAs,187 while an example of an electrically driven
quantum dot is InAs.153, 185

The emission direction can be engineered by growing
distributed-Bragg-reflection (DBR) mirrors on both sides of
the quantum dots. Quantum dots can also be integrated into
micro-cavities such as micro- pillar, disk, sphere, or photonic-
crystal cavities.107, 178, 180, 182–184 When the polarization and
energy of the emission field are matched to the cavity, the
rate of spontaneous emission of a quantum dot can be signif-
icantly increased due to the Purcell effect.188 In addition, the
well-defined cavity mode allows for collection of the emit-
ted single photons into a single spatial mode. It is important
to remember that while the generation quantum efficiency,
i.e., the probability that an excitation creates a single pho-
ton, can be close to unity, the emission efficiency can still
be low. Two electron-hole pairs can also be excited to form
a biexciton state. In general, biexciton and exciton transi-
tions differ in energy due to the local Coulomb interaction,
but both biexciton and exciton transitions are doublets due
to local crystal asymmetry. This effect can be used to gen-
erate polarization-entangled photon pairs.189 Quantum dots
as single-photon emitters need to operate at cryogenic tem-
peratures, which is still technically cumbersome. In addition,
the g(2)(0) levels achieved are not particularly low in com-
parison to other single-photon emitters, due to the fact that
QDs live in an uncontrolled solid-state matrix. This, along
with the fact that each QD is a unique structure, even though
there is progress in tuning them controllably to make them
appear indistinguishable,190, 191 significantly dims the poten-
tial of practical scalable systems.

e. Color centers. A nitrogen-vacancy (NV) color
center160, 192 is formed by a substitutional nitrogen atom and a
vacancy at an adjacent lattice position in diamond. The optical
transition of NV centers can be modeled by a three-level en-
ergy system with ground state |g〉 and excited state |e〉, where
|e〉 is also thermally coupled to a metastable state |s〉. The ex-
cited state can decay to the ground state |g〉 and emit a single
photon. It can also thermally couple to the metastable |s〉. This
state is referred to as a “shelving” state, as while in that state,
the |e〉 to |g〉 emission ceases. The long lifetime of this shelv-
ing state |s〉 results in a decrease in the single-photon emission
rate and also causes photon bunching when looking at longer
times than the color center’s main transition lifetime. When
the nitrogen-vacancy center is used, the emission line is at
637 nm with a spectrum broader than 100 nm.160, 192 When
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another type of diamond lattice defect, the nickel-nitrogen-
vacancy center is used, the zero-phonon emission line
is around 800 nm and the spectral bandwidth is a few
nanometers.103–105 We note that these are just two of hun-
dreds of such color centers in diamond, so it is possible that
other suitable defects may be of use in these applications.193

Earlier studies with bulk diamond were restricted to low
single-photon collection efficiency because of diamond’s high
refractive index (n = 2.4), which leads to a small collec-
tion solid angle and spatial aberration. Now the use of di-
amond nanocrystals with a typical subwavelength size of
40 nm (Ref. 161) makes refraction irrelevant. It also re-
duces the collection of scattered background light, making the
photon-antibunching effect more dominant, thus much more
closely approximating an ideal single-photon source. Similar
to single-molecule emitters, with efficient optical pumping,
the radiative efficiency of a NV-center is close to unity at room
temperature,160 although some are operated at cryogenic tem-
peratures. The lifetime of the excited state is a few nanosec-
onds. One important advantage of this implementation is that
NV centers are photostable and do not exhibit bleaching or
photo-blinking. NV centers with g(2)(0) values less than 0.1
have been reported.138 A disadvantage of NV centers is that
they are not identical, although some tunability has now been
demonstrated via external electric fields.194 There are also ef-
forts to build optical cavities near them195 improving coupling
efficiency and offering a potential path to scalability.

2. Ensemble-based systems

In addition to these single-emitter approaches, on-
demand single-photon sources have also been realized that
use collective excitations in ensembles of atoms.144, 145, 196, 197

These atoms have “�”-type energy levels (or similar), con-
sisting of two metastable ground states |g〉, and |u〉, and one
excited state |e〉 as seen in Fig. 3. All atoms are first op-
tically pumped to, for example, state |u〉. Then the ensem-
ble is illuminated with a weak “write” laser pulse defined
by its frequency and momentum (ωw , �kw ), which couples to
the |u〉 → |e〉 transition to induce the emission of photons
(ωs, �ks) on the |e〉 → |g〉 transition with a small probability.
The loose boundary condition allows these Raman photons to
be spontaneously emitted in multiple spatial modes. The suc-
cessful detection of a single Raman photon within a particu-
lar acceptance solid angle projects the whole ensemble into
a specific single spin-wave state (�kspin = �kw − �ks) due to en-
ergy and momentum conservation. The successful detection
of two Raman photons within the same acceptance solid an-
gle projects the whole ensemble into a specific spin wave state
with two quanta (assuming unit detection efficiency), and so
on for higher numbers of excitations.

When the excited atomic ensemble is illuminated by a
“read” laser pulse (ωr , �kr ) which resonantly couples to the
|g〉 → |e〉 transition, the atomic spin wave excitations are
mapped onto photon modes (ωi , �ki ) on the |e〉 → |u〉 tran-
sition. To operate as a single-photon source, a pair of ac-
ceptance solid angles needs to be carefully chosen to satisfy
the momentum conservation (�kw − �ks) = �kspin = −(�kr − �ki ).

Write/Read Laser
Single Raman Photon

(a)

(b)

Single-Photon 
Detector

Read
Heralded
photonWrite

Heralding
photon

|g |g

|u |u

|e |e

FIG. 3. (Color online) Ensemble-based emitter scheme (a). Laser pulses first
prepare the system in state |u〉, then probabilistically create a single collec-
tive excitation (b). The successful excitation is heralded by the detection of
a single emitted photon at the |e〉 → |g〉 transition. Then a strong read pulse
deterministically pumps the single excitation back to its original state gener-
ating just a single photon at the |e〉 → |u〉 transition.

The “write” laser pulse is made weak to reduce the likelihood
of creating more than one photon-atomic-spin-wave excita-
tion in the selected mode. (Because detection efficiency is less
than unity and typically not photon-number resolving, the de-
tection cannot distinguish between one and more than one ex-
citation).

In many experiments, the major decoherence mechanism
is related to atomic motion, i.e., the atoms may move out of
the interaction region, (the typical transverse dimension of the
interaction region of laser-atomic ensemble in experiments is
100 μm), or the atomic motion perturbs the phase of the ex-
cited atomic spin wave which destroys the momentum con-
servation, so even though the photon is stored it will not be
retrieved in the anticipated mode. The first problem may be
overcome by using optical-dipole trapping or an optical lat-
tice. The second type of dephasing mechanism is reduced by
choosing a smaller angle with respect to the optical axis of
the write and read pulses for collecting the single photons. A
smaller angle corresponds to a longer atomic spin wavelength
(λspin = 2π/kspin) that is more resistant to motion-induced
phase perturbation, resulting in longer coherence times which
better allows for user-defined programmable delays. Since the
first experimental demonstrations of an on-demand single-
photon source based on atomic ensembles of Cs and Rb
seven years ago, the demonstrated spin-wave coherence time
has been extended from a few hundred nanoseconds to one
millisecond.198, 199

C. Probabilistic sources

Although many applications, especially those in the
field of quantum-information science, require an on-demand
source of single photons, and this has led to intense research
into developing truly deterministic single-photon sources as
described in Sec. II B, there is another approach. This ap-
proach is to generate correlated pairs of photons, where the
detection of one photon (the heralding photon, or some-
times referred to as the conditioning photon) of the pair “her-
alds” the existence of the other photon (the heralded sin-
gle photon). Typically such “heralded single-photon sources”
involve a laser excitation of a nonlinear optical material.
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Although this type of source is not “on demand” because the
pair production is a probabilistic process, the fact that the pho-
tons emitted are heralded is of much use for many quantum
information applications.

Because of the statistical nature of the pair production
process, these heralded sources must be held to average pair
production levels much less than one to avoid producing mul-
tiple pairs which would result in the heralded channel con-
taining more than one photon. If a pair is created, it will be
created at the time of one of the excitation pulses, and it will
be heralded by the detection of one of the two photons. Of
course, losses in the heralded path will result in some her-
alded photons not being emitted from the source. In addition,
false heralds due to dark counts and stray light will not yield
heralded photons. And finally, losses in the heralding chan-
nel will result in unheralded photons being emitted from the
source, which can be a problem in some applications. As sug-
gested by Klyshko,72 this last issue can be ameliorated some-
what through the use of a shutter on the heralded channel that
only opens when triggered by a herald.128, 129, 368

1. Parametric downconversion

Although initial efforts with photon-pair sources em-
ployed atomic-cascade schemes,200 over the last two decades
the most relied on schemes for creating correlated pho-
ton pairs have used spontaneous parametric downconversion
(PDC). This pair production process was predicted theoreti-
cally by Louisell et al. in 1961 (Ref. 201) and its use as a
source of nonclassical light was first proposed by Zeldovich
and Klyshko in 1969 (Ref. 202) with pair correlations first
observed in 1970 (Ref. 203).

In PDC, a pump laser illuminates a material with a χ (2)

optical nonlinearity, creating two photons under the con-
straints of momentum and energy conservation (Fig. 4). The
energy and momentum conservation constraints determine
the possible wavevector relations between the two down-
converted photons, a constraint generally referred to as phase
matching (for a general introduction to PDC, see Refs. 204
and 205). This constraint presents both an advantage and a
limitation. It is useful in that the emission from these sources
is highly directional, which is an advantage in most appli-
cations. It is a drawback in that the inherent dispersion of
transparent material is generally not controllable other than
the very limited control offered by temperature. As a re-

FIG. 4. (Color online) (a) Parametric downconversion of one input photon
converted to two output photons. (Conversion efficiencies of a pump photon
into a photon pair can be 10−6 (Ref. 213), so care must be taken to reject the
bulk of the pump light). Momentum conservation governs the emission an-
gles. While a noncollinear emission geometry is shown, a collinear geometry
can and often is used by orienting the optic axis angle appropriately. (b) The
conversion process is nonresonant so that a wide range of wavelengths can
be created subject only to energy and momentum conservation.

sult the phase-matching constraints often cannot be met for
the particular wavelengths of interest. This limitation can be
surmounted by techniques whereby different refractive in-
dices can be selected or an effective index can be controlled.
The former relies on polarization birefringence and the lat-
ter on waveguide design that impacts propagation velocities
in a structure. There are different types of polarization phase
matching possible for parametric downconversion: type-I,
where the two photons have the same polarization, and type-
II, where the two photons have orthogonal polarization. In ad-
dition, a type-0 phase matching, with all polarizations aligned,
is possible in appropriately engineered media.206 There are
many properties of the down-converted photon pairs that can
be correlated, including time, energy, momentum, polariza-
tion, and angular momentum for use in making a heralded
single-photon source.

The χ (2) nonlinearity required for parametric downcon-
version occurs in many different inorganic crystals, includ-
ing, for example, KD∗P (potassium dideuterium phosphate,
KD2PO4), BBO (beta barium borate, BaB2O4), LiNbO3

(lithium niobate), and LiIO3 (lithium iodate). Materials
are typically chosen for the strength of the χ (2) nonlin-
earity, as well as whether the phase-matching constraints
can be satisfied for the output and pump wavelengths of
interest.

As mentioned above, researchers are also investigating
how to engineer crystals with the wavelength and phase-
matching properties they desire. The most promising of these
techniques is referred to as “periodic poling” which in-
volves periodically changing the sign of the crystal non-
linearity to achieve phase matching where it is otherwise
impossible,207 thus allowing useful down-conversion effi-
ciency. This expansion of options benefits other optimiza-
tions, such as improving the degree of factorability of the
states produced (that is states without spectral correlation be-
tween the signal and idler photons, an important characteristic
when indistinguishability or entanglement is required).208–211

For a non-factorable state, detection of the heralding
photon collapses the state of the heralded photon in a way
that can be different from one pair to the next. With factorable
states, the characteristics of the heralded photon are com-
pletely independent of the measurement result obtained upon
detection of the heralding photon. To date, many experiments
have demonstrated the usefulness of periodic poling,212–215

with a recent source demonstration focused on high degree of
factorability.146 In addition to these schemes for developing
factorable states as a means to improve efficiency and purity
in some applications, a recent result has shown that equivalent
results may be achieved by relying on temporally resolving
single-mode detection rather than direct spectral filtering.216

One disadvantage of χ (2)-based downconversion in crys-
tals is the spatial mode of the photon pairs. The photon pairs
are typically created in multi-mode cones surrounding the
pump laser, making efficient collection by single-mode fibers
difficult. In part to circumvent this problem, recent research
has focused on producing correlated photon pairs directly in
a single-mode waveguide. This constrains the pairs produced
to just a single or a few spatial modes, as well as control-
ling the phasematching through the impact of the waveguide
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Pump Signal

Idler
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FIG. 5. (Color) Four-wave mixing, where two input photons are converted
to two output photons. Equal input energy pump photons are shown creating
a nondegenerate pair of output photons, but some applications make use of
the reverse process with nondegenerate pump photons producing degenerate
output photons. Also because of the nonlinearity is typically lower than in
PDC a longer interaction length is required, such as can be obtained in an
optical fiber. Such a medium necessarily requires a collinear geometry al-
though higher nonlinearity media such as atomic vapor can overcome this
restriction.

dimensions on the dispersion,217, 218 and improving the degree
of factorability of the resulting states, as just discussed.219

2. Four-wave mixing

Four-wave mixing, a χ (3) nonlinear process in which
two pump photons are converted into two correlated pho-
tons (Fig. 5), is the dominant nonlinear process in centro-
symmetric materials such as glass that do not allow χ (2) non-
linearity. Even though the absolute χ (3) nonlinearity of glass
is very small, optical fiber with its long interaction length
can be used to produce photon pairs via FWM. To date,
many experiments have demonstrated generation of corre-
lated photon pairs in a single spatial mode using four-wave
mixing in single-mode optical fibers,220–226 with recent re-
sults demonstrating heralded single-photon sources using dis-
persion shifted fiber (DSF), photonic crystal fiber (PCF),117

birefringent single-mode fiber (BSMF),132 and Silicon-on-
insulator (SOI) waveguides.134, 227–229 One issue with pair
sources based on FWM is that Raman scattering produces a
single-photon background that must be either suppressed or
avoided.131, 223, 230, 231

3. Probabilistic source issues

One disadvantage of heralded single-photon sources
based on probabilistic correlated photon generation, such as
the PDC- and FWM-based sources just discussed, is that there
exists a nonzero probability of generating more than one pair
of photons, and this multiple-pair probability increases to-
gether with the probability of generating one pair. Since typ-
ical SPADs cannot distinguish the detection of one photon
from the simultaneous detection of more than one photon,
multiple-pair generation cannot be distinguished from single-
pair generation. As a result, photon-pair sources must be op-
erated so that the probability of generating a single pair is low
(typically P ≈ 10%). In this sense, the g(2)(0) of these sources
inherently degrades as P increases.232 Other effects such as
background scattering only degrade (increase) the g(2)(0). So-
lutions to this scaling problem based on multiplexed photon-
pair source arrangements have been proposed that allow the
single-pair emission probability to increase without increas-
ing the multiple-pair emission probability,233–236 and while

full experimental realizations of these schemes have not yet
been implemented, progress is being made.130 We note also
that such a multiplexed source scheme moves a probabilis-
tic heralded source toward more deterministic operation as
the single-photon emission becomes more frequent. Photon-
number resolving detectors (see Sec. III C) also help with
this multi-photon emission problem by allowing the dis-
crimination between single-pair and multiple-pair emission
events.

Another way of dealing with the problem of probabilis-
tic emission in these sources is to couple the heralded source
with a photon storage mechanism, where once heralded a pho-
ton is stored until needed. This moves the probabilistic pair
source toward deterministic operation. Such schemes require
efficient coherent exchange of the photon state to the stored
state and back, and long-lived storage. In addition, the mem-
ory storage and retrieval times must be fast enough for prac-
tical operation. While storage for photons is challenging, a
number of schemes have been proposed and implemented to
varying degrees.237–241

In addition to being used as a heralded single-photon
source, correlated photon-pair emission, whether from para-
metric downconversion or four-wave mixing, can also be used
for the metrology application of calibrating single-photon
detectors.76, 78, 80 Finally as with PDC, there are efforts to cre-
ate output photon-pair states with a high degree of factora-
bility by dispersion engineering through the geometry of the
fiber.242

D. Nontraditional approaches to single-photon
sources

Other approaches to single-photon sources are also be-
ing pursued that are at an earlier stage of development than
the sources previously discussed. Examples include sources
that use carbon nanotubes,118, 119 quantum interference,120 and
two-photon absorption.121

Hogele et al.119 investigated the photoluminescence of
single carbon nanotubes at low temperatures. A phonon side-
band of the nanotube was excited by a femtosecond pulsed
laser 70 meV above the peak emission energy. By direct-
ing the photo-luminescence to a Hanbury-Brown-Twiss setup,
the second-order correlation function at zero time delay was
measured to be g(2)(0) = 0.03 at 4.2 K (with a peak emis-
sion wavelength of ≈855 nm), demonstrating that the nan-
otube only very rarely emits more than one photon upon
excitation.119

A different approach has been used recently to demon-
strate entanglement generation and a single-photon source
based on quantum interference.120, 243, 244 The idea is to in-
terfere a weak coherent state with a pair of photons produced
via parametric downconversion on a 50-50 beamsplitter. By
properly adjusting the relative phases and amplitudes of the
coherent state’s two-photon probability amplitude and the
two-photon probability amplitude from the downconversion
process, these two terms can be made to interfere destruc-
tively so that the probability of detecting two photons in the
output beam is suppressed. This essentially creates a modi-
fied coherent state that ideally has no two-photon term. The
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experiments of Pittman et al.120 use a Hanbury-Brown-Twiss-
type setup to demonstrate a suppression of the two-photon
probability by a factor of about 2.7, corresponding to a g(2)(0)
of ≈0.37.

Finally, Jacobs, et al.121 have proposed a scheme for mak-
ing a heralded single-photon source using laser pulses and
two-photon absorption. In this scheme, two separate laser
pulses are each sent into a two-photon absorbing medium,
transforming each pulse into a field with equal probabilities of
having zero or one photon, and arbitrarily small multi-photon
probability. These two pulses are then sent to a “controlled-
not Zeno gate” which itself uses a two-photon absorbing
medium. The operation of this gate is such that if a photon is
detected in one of the gate’s output fields, then the other out-
put contains a single photon. In this way, a heralded single-
photon source is produced. For this scheme to be demon-
strated in the lab, a suitable two-photon absorbing medium
must be found.

III. SINGLE-PHOTON DETECTORS

A. Characteristics of an ideal single-photon detector

We consider an ideal single-photon detector to be one for
which: the detection efficiency (the probability that a photon
incident upon the detector is successfully detected) is 100%,
the dark-count rate (rate of detector output pulses in the ab-
sence of any incident photons) is zero, the dead time (time
after a photon-detection event during which the detector is in-
capable of detecting a photon) is zero, and the timing jitter
(variation from event to event in the delay between the input
of the optical signal and the output of the electrical signal)
is zero. In addition, an ideal single-photon detector would
have the ability to distinguish the number of photons in an
incident pulse (referred to as “photon-number resolution”);
many single-photon detectors (e.g., single-photon avalanche
photodiodes, photomultiplier tubes (PMT), superconducting
nanowire single-photon detectors (SNSPD)) as typically used
are not photon-number resolving and can only distinguish be-
tween zero photons and more than zero photons. Deviations
from these ideals negatively impact experiments in varying
ways depending on the detector characteristic and measure-
ment involved.245

We consider in Sec. III B the details of various ap-
proaches to non-photon-number-resolving single-photon de-
tectors, including the single-photon avalanche photodiode246

(InGaAs,101, 247–249 Ge,250 and Si251), quantum dot,252 super-
conducting nanowire,253 and up-conversion detectors.254–256

In Sec. III C we consider photon-number resolv-
ing detectors such as the transition-edge sensor (TES),257

superconducting-tunnel-junction (STJ) detector,258–261 par-
allel superconducting nanowire single-photon detector (P-
SNSPD),262 charge-integration photon detector (CIPD),263

visible-light photon counter (VLPC),113, 264 quantum-dot op-
tically gated field-effect transistor (QDOGFET),265 time-
multiplexed SPAD,266 SPAD array, and the recently reported
number-resolving capability of a detector based on a single
SPAD.267 The characteristics of examples of many of these
detectors are compiled in Table II for ease of comparison.

There is not always a clear distinction between
photon-number-resolving and non-photon-number-resolving
detectors, as some detectors considered to be non-photon-
number-resolving do in fact have some degree of photon-
number-resolving capability, and there are ongoing efforts to
add or improve number-resolving capability to those detec-
tors without it. Conversely, even those detectors classified as
photon-number-resolving do not tell the true number of inci-
dent photons if their efficiency is less than unity. In addition,
dark counts add to the discrepancy between the measured re-
sult and the true incident photon number.

Section III D discusses unique approaches to single-
photon detection, such as cryogenic thermoelectric detectors
(QVDs),268 a proposal for a potentially very high efficiency
single-photon number-resolving detector with an atomic va-
por absorber,269 and a proposal for a quantum nondemolition
single-photon number-resolving detector that uses giant Kerr
nonlinearities.270

Almost all single-photon detectors involve the conversion
of a photon into an electrical signal of some sort. It is the job
of the detector electronics to ensure that each photo-generated
electrical signal is detected with high efficiency. Additional
electronics is often required after detection to return the de-
tector as quickly as possible back to a state that allows it to
detect another photon. The electronics is often as important
as the detector itself in achieving the ideal characteristics out-
lined above. Section III E discusses various aspects of detec-
tor electronics.

As mentioned, one of the fields currently driving much
of the research toward improved single-photon-detector tech-
nology is quantum-information science. In particular, the
security and performance of many quantum-communication
protocols depend strongly on detector properties such as de-
tection efficiency. In Sec. IV, we discuss the importance of
various source and detector properties to applications in the
field of quantum-information science.

B. Non-photon-number-resolving detectors

Non-photon-number-resolving detectors are the most
commonly used single-photon detectors. While detecting a
single photon is a difficult task, discriminating the number
of incident photons is even more difficult. Because the energy
of a single photon is so small (≈10−19 J), its detection re-
quires very high gain and low noise. In many detectors this is
achieved by converting the incoming photon into a charge car-
rier and then using a high voltage avalanche process to convert
that single charge into a macroscopic current pulse.

1. Photomultiplier tube

In the original visible-photon-counting detector, a PMT,
(Fig. 6) a photon knocks an electron out of a photocathode
made of a low workfunction material. That electron is ac-
celerated to the first dynode where it knocks out more elec-
trons. The process repeats as those electrons are accelerated
to each subsequent dynode until typically a pulse of 106 elec-
trons are generated, which can then be detected by ordinary
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TABLE II. Comparison of single-photon detectors based on a table from Ref. 309 using a figure of merit given by the ratio of the detection efficiency to
the product of the dark-count rate and the time resolution (assumed to be the timing jitter), η/(Dδt). Maximum count rate is a rough estimate from the the
detector’s output pulse width or count rate that yields 100% dead time. The photon-number-resolving (PNR) capability is defined here as: none) for devices that
are typically operated as a photon or no photon device, some) for devices that are made from multiple detectors that individually have no PNR capability and
thus are limited in the photon number that can be resolved to the number of individual detectors, and full) for devices whose output is inherently proportional to
the number of photons even if their proportional response ultimately saturates at high photon levels.

Detection Timing Dark-count Max.
Operation efficiency, jitter, rate, D Figure count

temperature wavelength δt(ns) (ungated) of rate PNR
Detector type (K) η(%), λ (nm) (FWHM) (1/s) merit (106/s) capability Refs.

PMT (visible–near-infrared) 300 40 @ 500 0.3 100 1.3 × 107 10 Some 271, 272
PMT (infrared) 200 2 @ 1550 0.3 200 000 3.3 × 102 10 Some 273
Si SPAD (thick junction) 250 65 @ 650 0.4 25 6.5 × 107 10 None 274
Si SPAD (shallow junction) 250 49 @ 550 0.035 25 5.6 × 108 10 None 275
Si SPAD (self-differencing) 250 74 @ 600 ... 2000 ... 16 Some 276
Si SPAD (linear mode) 78 56 @ 450 ... 0.0008 ... 0.01 Fulla 277
Si SPAD (cavity) 78 42 @ 780 0.035 3500 3.4 × 106 10 None 278
Si SPAD (multipixel) 290 40 @ 532 0.3 25 000–500 000 1 × 104 30 Some 279, 280
Hybrid PMT (PMT + APD) 270 30 @ 1064 0.2 30 000 5 × 104 200 None 281, 282
Time multiplexed (Si SPAD) 250 39 @ 680 0.4 200 5 × 106 0.5 Some 234
Time multiplexed (Si SPAD) 250 50 @ 825 0.5 150 7 × 106 2 Some 283
Space multiplexed (InGaAs SPAD) 250 33 @ 1060 0.133 160 000 000 1.6 × 101 10 Some 284
Space multiplexed (InGaAs SPAD) 250 2 @ 1550 ... ... ... 0.3 None 285
InGaAs SPAD (gated) 200 10 @ 1550 0.370 91 3.0 × 105 0.01 None 286
InGaAs SPAD (self-differencing) 240 10 @ 1550 0.055 16 000 1.1 × 105 100 None 287
InGaAs SPAD (self-differencing) 240 10 @ 1550 ... ... ... ... Full 267
InGaAs SPAD (discharge pulse counting) 243 7 @ 1550 ... 40 000 ... 10 None 288
InP NFAD (monolithic negative feedback) 243 6 @ 1550 0.4 28 000 5 × 103 10 Some 289, 290
InGaAs (self-quenching and self-recovery) 300 ... @ 1550 10 ... – 3 Some 291
CIPD (InGaAs) 4.2 80 @ 1310 ... ... ... 0.001 Full 263
Frequency up-conversion 300 8.8 @ 1550 0.4 13000 1.7 × 104 10 None 292
Frequency up-conversion 300 56-59@ 1550 ... 460000 ... 5 None 254, 293
Frequency up-conversion 300 20 @ 1306 0.62 2200 1.5 × 105 10 None 294
VLPC 7 88 @ 694 40 20000 1.1 × 103 10 Some 295
VLPC 7 40 @ 633 0.24 25000 6.7 × 104 10 Some 296
SSPM 6 76 @ 702 3.5 7000 3 × 104 30 Full 297
TES(W) 0.1 50 @ 1550 100 3 1.7 × 106 0.1 Full 298
TES(W) 0.1 95 @ 1556 100 ... ... 0.1 Full 299
TES(Ha) 0.1 85 @ 850 100 ... ... 0.1 Full 300
TES (Ti) 0.1 81–98 @ 850 100 ... ... 1 Full 301–303
SNSPD 3 0.7 @ 1550 0.06 10 1.2 × 107 100 None 304
SNSPD (in cavity) 1.5 57 @ 1550 0.03 ... ... 1000 None 253
Parallel SNSPD 2 2 @ 1300 0.05 0.15 2.7 × 109 1000 Some 262
STJ 0.4 45 @ 350 2000 ... ... 0.01 Full 258, 259, 305
QD (resonant tunnel diode) 4 12 @ 550 150 0.002 4 × 109 0.25 Full 306
QDOGFET (field-effect transistor) 4 2 @ 805 10000 150 10 0.05 Full 265, 307, 308

aPNR should be possible, but none has been demonstrated as of yet.

electronics. All this requires operation in vacuum. While we
have put the PMT in the section with non-photon-number-
resolving detectors, some models have low enough gain noise
to make it possible to partially resolve output pulses resulting
from different numbers of incoming photons, with the first
such demonstration made by incorporating a first dynode spe-
cially prepared to yield higher electron emission.310, 311 We
also note that a PMT can be used as an n-photon detector for
wavelengths with energies below the bandgap so that more
than one photon is needed to generate a photoelectron, al-
beit with greatly reduced detection efficiency and requiring
tightly focused beams to enhance the multi-photon absorption
process.312

The efficiency of PMTs is typically in the range of 10%
to 40%, limited by the efficiency with which the incoming
photon knocks out the initial photoelectron from the photo-
sensitive surface (the photocathode). While these efficiencies
are impressive for a pioneering technology, they fall short of
the requirements of many modern applications. Other features
of PMTs are the large sensitive areas (cm2 or even up to m2),
fast response (low timing jitter and low dead time) with the
capability to resolve photons separated by a nanosecond, and
the low level of dark counts (output pulses that result from
causes other than incident photons). The dark-count rates can
be as low as a few events per second, particularly if the PMT
is cooled by a few tens of degrees C. Their major drawbacks
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FIG. 6. (Color online) A photomultiplier, the first detector able to sense a sin-
gle optical photon, is shown schematically with a transmissive photocathode
and just 3 dynodes. The photocathode may be designed to have the photo-
electrons emitted from its front or back surface and typically 10 dynodes are
used.

include their reliance on vacuum tube technology which lim-
its their lifetime, reliability, and scalability.

2. Single-photon avalanche photodiode

The SPAD (Fig. 7) uses a similar process to the PMT,
but the initial photon absorption creates an electron-hole pair
and the charge multiplication is continuous, with a voltage ap-
plied across a semiconductor lattice rather than between dis-
crete dynodes suspended in vacuum. SPADs are typically run
in what is referred to as “Geiger-mode,” where a bias voltage
greater than the diode’s breakdown voltage is applied. Thus
when a charge is generated by an incoming photon, the charge
multiplication (or avalanche) proceeds until it saturates at a
current typically limited by an external circuit, and that cur-
rent is self-sustaining. The saturated avalanche current must
be terminated by lowering the bias voltage below the break-
down voltage before the SPAD can respond to a subsequent
incoming optical pulse. This saturation means that gain in
Geiger mode is not a useful concept. Geiger-mode SPADs can
have detection efficiencies higher than PMTs, up to 85% (for
Si SPADs in the visible), although SPAD dark-count rates and
timing jitter are somewhat higher than the best PMTs and for
IR SPADs, efficiencies are in the 10% to 20% range with dark-
count rates much higher than PMTs.247, 250 To reduce dark-
count rates, SPADs are typically cooled with thermoelectric
coolers to temperatures of 210 K to 250 K.

In addition, the SPAD gain medium typically has trap
sites that must be allowed time to depopulate after an

FIG. 7. (Color) A single-photon avalanche photodiode is shown with distinct
regions for the photo-absorption and carrier multiplication processes. The
voltage is applied to accelerate the electrons toward the multiplication region.
A front-illuminated geometry with an antireflection (AR) coating to improve
efficiency is illustrated, but back-illuminated designs are also used.

avalanche has occurred and before the bias voltage can be
restored. If those sites are not allowed to depopulate, a sec-
ond avalanche can be initiated by carriers released from traps
rather than from a new photon. This “afterpulsing” effect ne-
cessitates additional waiting time after a pulse before rebias-
ing the device. As a result, SPAD dead times can range from
tens of nanoseconds to 10 μs. This is a particular problem for
SPADs designed for IR sensitivity.

There are a number of schemes focused on these issues to
reduce dead time or its effect,285 to reduce afterpulsing (e.g.,
by detection multiplexing to maximize the time recovery be-
tween firings of a single detector285 and by self-differencing
of adjacent pulses to reduce avalanche currents and out-
put transients relative to the avalanche signal of interest249),
to improve IR performance, and to realize some photon-
number-resolution capability. Efforts toward photon-number-
resolution are discussed in Sec. III C. Some design techniques
can result in very low time-jitter detectors. These usually in-
volve thinner absorption regions so there can be a tradeoff
between detection efficiency and timing jitter, although there
is an effort to regain some efficiency by using cavity enhance-
ment around the thinner absorber.278 An in-depth look at the
details of this type of tradeoff can be found in Ref. 313 and a
commercial example of this tradeoff can be seen in Ref. 275.

While all commercial SPADs operate in Geiger-mode,
there are efforts to develop linear-mode operation for pho-
ton counting. This would have the advantages of having an
output that is proportional to the number of incident photons,
yielding photon-number resolution, lower afterpulsing due to
lower current flow and less trap filling, and reduced dead time.
The smaller current pulses generated in the linear mode re-
quire long measurement times to reduce the readout noise and
thus in one recent demonstration a 56% detection efficiency
and 0.0008 /s dark-count rate was achieved, but at a 10 kHz
maximum repetition rate.277 While these linear devices can in
principle provide photon-number resolution, the noise on the
gain and the smaller signals involved can broaden the output
current pulse amplitudes so much that pulses due to differ-
ent numbers of incident photons cannot be resolved. We are
unaware of any demonstrated number resolution of these de-
vices.

Having just described PMT and SPAD detectors, we note
that there is a detector that is essentially a hybrid between the
two. It consists of a photocathode and electron impact multi-
plication stage in vacuum providing gain ≈103 followed by an
avalanche diode multiplication region for a total gain above
104. This arrangement allows for a photocathode optimized
for a particularly difficult wavelength for photon counting de-
tectors, 1060 nm, with efficiency of 30% and a low dark-count
rate of 30 000 counts/s.281, 282

3. Quantum-dot field-effect transistor-based detector

A quantum dot in conjunction with a field-effect
transistor (FET) has been reported to offer single-photon
sensitivity in the near IR. This detector design, sometimes
referred to as a QDOGFET,265, 307, 308 consists of an opti-
cal absorber with a thin layer of quantum dots between
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the gate electrode and conduction channel in an FET. The
photo-generated charges move to the quantum dots where
they are trapped. Those trapped charges shield the gate poten-
tial and thus modify the channel conductance of the FET. In
one implementation, the trapped carriers are holes that reduce
the negative field of the quantum dots allowing the conductiv-
ity to increase.175 Thus current can flow unimpeded until the
photon-generated carrier is removed or recombines, yielding
an observable single-photon signal. We also note a detector
that operates on the same scheme as the QDOGFET but in-
stead uses native traps, rather than quantum dots, to store the
photo-generated charges.314

Another quantum dot-based approach uses the photo-
generated carriers to enhance resonant tunneling through a
double barrier. By adjusting the field so that the well between
the two barriers matches the energy of the band on the other
side of one of the barriers, the tunneling rate increases dramat-
ically and in proportion to the number of incident photons. In
this scheme the photo-generated holes trapped by the quan-
tum dots provide the field necessary to shift that intermediate
band into resonance.306 We note a detector that works on a
similar principle but because it operates in the far IR it is be-
yond the scope of this review.252

4. Superconducting nanowire single-photon detector

This fast (timing jitter <50 ps) single-photon detector re-
lies on a narrow superconducting wire that is biased with a
current at a level just below the critical current density, above
which the wire must revert to normal resistance253, 315–317

(Fig. 8). In this state, when an incoming photon is absorbed,
its energy causes a small spot of the wire to go normal. This
in turn causes the current to flow around the normal resistance
region and as a result the current density is increased in those
adjacent regions. Those adjacent regions now exceed the crit-
ical current density and a normal resistance region is formed
all the way across the width of the wire. This small normal
region of the superconducting wire yields a voltage spike that
indicates the detection of a single photon. Because this de-
tection mechanism requires a very narrow wire (≈100 nm), a
meandering surface-filling arrangement of the wire is used to
create a practical sensitive area. In addition, devices fabricated
with a mirror on top of the nanowire meander made of NbN,
thus forming an optical cavity have achieved detection effi-
ciencies in the neighborhood of 25%.318, 319 In these devices
the light first passes through the NbN substrate subject to re-
flective losses. Subsequent devices have achieved efficiencies
(not including light missing the detector active area) of 57%
and 67% at 1550 nm and 1064 nm respectively,253 by adding
an antireflection coating to the input side of the cavity device.
These detectors do not suffer afterpulsing, although they can
latch320 into a mode where they stay in the normal state due to
self-heating of the normal region and have to be actively reset
by reducing the current flow. Because these detectors require
superconductivity, their operating temperatures are typically
in the range of 4 K or less.

While the arrangement just described cannot discrimi-
nate between one or more incident photons, as we shall see in

FIG. 8. (Color online) A section of a superconducting nanowire single-
photon detector is shown with a bias current just below the critical current
density that would drive the wire normal. (a) An incoming photon creates a
small normal region within the nanowire. (b) The superconducting current
is expelled from the normal region, increasing the current density in the ad-
jacent areas of the nanowire. (c) That increase in current density is enough
to drive those adjacent regions normal, which in turn results in a measurable
voltage drop across the detector.

Sec. III C 3 there are efforts to provide this detector with some
photon-number-resolving capability.262, 319

5. Up-conversion single-photon detector

Up-conversion of a photon from the infrared, where de-
tector characteristics are typically poor, to the visible spec-
tral region, where detector performance is better, has been
demonstrated by a number of research groups321 and has been
commercialized.272, 322 The scheme uses sum-frequency gen-
eration in a nonlinear crystal, where a strong pump beam
mixes with the IR single photon of interest to create a sin-
gle photon at the sum frequency in the visible. Both visible
SPADs and PMTs have been used for the detection of the up-
converted photon. The key drivers for these efforts are bet-
ter detection efficiency at low dark-count rates, and higher
count rates with better pulse-pair resolution. The overall ef-
ficiency of this approach is the product of the optical con-
version efficiency, the optical losses throughout the system,
and the visible detector efficiency. The up-conversion step
has been demonstrated with near unit efficiency,293 with the
other factors limiting the overall efficiency to 56% to 59%
to date.254, 293, 321, 323 Background count rates are also of con-
cern as the up-conversion process can produce a significant
number of unwanted photons. To address this, having the up-
conversion pump photon at an energy lower than the IR pho-
ton to be up-converted rather than the other way around, may
prove advantageous in some applications.294 This avoids hav-
ing the pump beam create Raman photons at the wavelength
of interest that are then up-converted as if they were incident
IR photons.

C. Photon-number-resolving detectors

Developing photon-number-resolving (PNR) detectors is
important for many applications in quantum-information sci-
ence, such as quantum computation using linear optics324

and quantum communication.15 Section IV describes how
photon-number resolution impacts quantum communication
protocols.

Author complimentary copy. Redistribution subject to AIP license or copyright, see http://rsi.aip.org/rsi/copyright.jsp



071101-13 Eisaman et al. Rev. Sci. Instrum. 82, 071101 (2011)

One direct approach to gaining photon-number-resolving
capability is to simply break the detector active area into many
distinct areas or pixels, so that each can register a photon in-
dependent of the others; and when they do, only the pixel or
pixels that detected a photon suffers a dead time and recovery
time. Thus we have a multiple-pixel device where each pixel
cannot resolve photon number, but taken together they can re-
solve as many photons as there are separate pixels (if those
photons happen to hit different pixels). For small numbers of
pixels, requiring the photons to hit different pixels can be an
issue, but as the number of pixels increase, the probability of
hitting the same pixel with another photon decreases, result-
ing in a much more faithful approximation to true photon-
number-resolving capability.

Before describing specific PNR detectors we should clar-
ify what is meant by “photon-number-resolution.” It is impor-
tant to lay out the degrees of photon-number-resolution that
a detector can have. First we note that as mentioned earlier,
photon-number-resolving does not mean that one determines
the number of photons incident on the the detector. Without
100% detection efficiency, the measured number is at best just
a lower estimate, and with dark counts it is not even that. This
is particularly an issue for detectors with very low efficiency.
In addition we attempt to categorize the degree of PNR capa-
bility into three groups defined as (a) “no PNR capability” for
devices that are typically operated as a photon or no-photon
device, (b) “some PNR capability” for devices made of mul-
tiple detectors that individually have no PNR capability and
thus are limited in the maximum photon number that can be
resolved to the number of individual detectors, and (c) “full
PNR capability” for devices whose output is inherently pro-
portional to the number of photons, even if their detection
efficiency is low and their proportional response ultimately
saturates at high input photons levels. (We are assuming rela-
tively narrow band light incident on these detectors so that a
detector with an output proportional to the incident energy is
used to provide information on photon number, rather than the
energy of those photons.) While this categorization is some-
what arbitrary, it is of some use in understanding the types of
mechanisms used to produce PNR capability.

1. Superconducting tunnel junction (STJ)-based
detector

One of the first superconducting photon-number-
resolving detectors was the superconducting tunnel junction
detector.258, 259, 305 In it photons are absorbed in a thin super-
conducting layer. The absorbed energy results in many bro-
ken Cooper pairs (quasiparticles) because the photon energy
is ≈1000 times the energy needed to break Cooper pairs. That
superconducting layer is separated from a second supercon-
ducting layer by an insulator that is thin enough (≈1 nm) to
allow significant tunneling of the quasiparticles. A small bias
voltage across this “superconducting tunnel junction” results
in a current flow that is proportional to the photo-generated
quasiparticles. A small magnetic field parallel to the barrier,
along with a bias voltage that is low enough, prevents unbro-
ken Cooper pairs from tunneling across the junction. As the
device is operated significantly (≈10 times) below the super-

conducting critical temperature, there are many fewer ther-
mally generated quasiparticles than photo-generated quasi-
particles, so single-photon detection is possible.

Because the current produced by this device is propor-
tional to the incoming photon energy, it can resolve photon
number. It has been demonstrated for wavelengths between
200 nm to 500 nm, limited on the long wavelength end by its
energy resolution (≈100 nm at a wavelength of 300 nm). De-
vices have been demonstrated with detection efficiencies of
>45% as estimated by reflectance and transmittance calcula-
tions at counts rates of ≈10 kHz at an operating temperature
of 0.37 K.305 Background count rates are very low (<0.1%
of photo-generated counts) and mostly limited by electronic
noise, although thermal blackbody photons may also con-
tribute.

2. Quantum-dot field-effect transistor-based detector

The QDOGFET detector, as discussed earlier, uses
photo-generated charges to modulate electrical conductance
and that modulation is proportional to those charges, thus this
device has PNR capability and has been demonstrated with a
detection efficiency of ≈2% at 805 nm.265, 307, 308 This imple-
mentation was shown to distinguish 0, 1, 2, and greater than
3 photons, with the percent of correct assignments for these
four bins being 94%, 89%, 83%, and 90%, respectively. As
shown in Table II, the QDOGFET has a low detection effi-
ciency (2%) with a repetition rate of 50 kHz and a very low
dark-count probability of 0.003/gate.

The quantum dot detector based on modulation of a res-
onant tunneling through a barrier also has been demonstrated
to have a range of few photons of PNR capability with detec-
tion efficiency of ≈12% at 550 nm with and a dark count rate
of 2000/s (Ref. 175) (Another implementation of this scheme
showed linear operation which indicates the potential for PNR
operation306). The dark count rate can be improved by an or-
der of magnitude at a cost of reducing the detection efficiency
to 5%. The operating temperature of this detector is 77 K, al-
though faster operation was obtained at 4 K.

3. Superconducting nanowire-based single-photon
detector

In Sec. III B 4, we discussed the principle be-
hind superconducting-nanowire single-photon detectors. Two
schemes have recently built upon that principle to demon-
strate devices with some photon-number-resolving capability.
Both achieve this by using several distinct nanowires to fill
the active area rather than just a single nanowire.

The first of these schemes, the parallel-SNSPD,262 uses
nanowires connected electrically in parallel. The currents
through the parallel wires are summed so that the single ana-
log output signal is proportional to the number of wires that
have gone normal due to incident photons. This arrangement
offers the potential of even faster operation speed than the al-
ready fast single SNSPD, because the inductance of the indi-
vidual wires is much lower than the longer single-wire me-
ander of the original SNSPD, whose temporal response is
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inductance limited.325 This scheme was demonstrated with
niobium nitride (NbN) nanowires 100 nm wide with a ca-
pability of counting up to four photons, a dark-count rate of
0.15 Hz, and a repetition rate of 80 MHz. While the parallel-
SNSPD performs well relative to other photon-number-
resolving detectors in regards to dark-count rate and repetition
rate, as shown in Table II, most other detectors outperform the
parallel-SNSPD detection efficiency of 2% at 1300 nm.262

The second scheme also runs parallel wires, but does
so as completely separate detectors with individual outputs,
thus the result is a digital output i.e., the number of output
pulses gives the number of photons detected. This scheme
was demonstrated in a system of four separate wires with a
reported system detection efficiency of 25%.319

4. Superconducting transition edge sensor

The superconducting transition edge sensor operates as a
bolometer, that is electromagnetic radiation is absorbed, and
then that absorbed energy is detected as a rise in tempera-
ture. To achieve the extreme sensitivity required to detect the
energy of a single photon, the heat capacity of the absorber
must be made extremely small and the thermal sensor must
exhibit a large response to a small temperature change. As a
thermal device which measures energy absorbed, its output is
proportional to the number of photons absorbed, thus it can
provide photon-number resolution.

The extreme temperature sensitivity is achieved by
constructing the thermal sensor from a thin layer of supercon-
ducting material (deposited on an insulating substrate) made
to operate at a temperature in its transition between supercon-
ducting and normal resistance, so a slight change in temper-
ature yields a large change in resistance. The device is main-
tained at this temperature through negative electro-thermal
feedback. This works by applying a constant voltage bias
across the film which increases the temperature of the elec-
trons in the sensor film above the temperature of the substrate.
When a photon is absorbed, the temperature of the sensor
rises, which increases its resistance, which in turn reduces the
current flowing through the sensor and thus reduces the Joule
heating of the device. Thus the constant voltage bias and this
electro-thermal feedback work to maintain the sensor at a set
temperature within its superconducting transition temperature
region, and the signal due to a photon is seen in a reduction in
the current flowing through the sensor. Further sensitivity is
achieved by measuring that current change using a supercon-
ducting quantum-interference device (SQUID) array.

The heat capacity of the sensor is reduced by fiber cou-
pling the light to the device. By placing the fiber end just a few
tens of μm from the sensor, the sensor can be made small, typ-
ically 25 μm across. In addition, operating at the low temper-
atures required for the superconducting transition operation
further lowers the heat capacity. Note that the relevant heat
capacity is that of the electrons in the superconductor and it
is important that the thermal link between these electrons and
the phonons in the substrate is low, which is the case at the
temperatures of these devices, typically ≈100 mK. This weak
thermal coupling of the electrons to phonons provides a link

to a thermal heat sink that allows the electrons to slowly cool
after quickly heating up upon photon absorption.

Since single-photon sensitivity was first demonstrated in
the visible and IR,326 TES devices of high efficiency have
been demonstrated with superconductors made of tungsten,299

titanium,301, 303, 327 and hafnium,300 and because they rely on
simple absorption of the incident radiation followed by con-
version to heat, their wavelength sensitivity can be tailored
by appropriate antireflection coatings on the sensor surface.
And most recently these devices have been fabricated using a
design that self-aligns the fiber to the sensor area, facilitating
reliable and robust high-efficiency assembly and construction,
important steps toward a scalable detector.328

From Table II, we also see that the highest detection ef-
ficiency among PNR detectors is achieved by the transition-
edge sensor (TES) detectors,299 with a detection efficiency of
95% for an incident wavelength of 1556 nm and 81% to 98%
at 850 nm.300–302 We also note that these detectors provide
some of the best visibility between photon-number-resolved
peaks of any visible detector.257 Despite these high detection
efficiencies and very low dark-count rates, drawbacks gener-
ally include a slow response of ≈100 ns and low maximum
counting rates of ≈100 kHz (although Ref. 301 reports max-
imum count rates up to 1 MHz), and the need to operate at
temperatures less than 100 mK.257

5. Visible light photon counter

As seen in Table II, another detector that achieves quan-
tum efficiencies almost as high as the TES is the visible
light photon counter,113, 264 with a detection efficiency of
up to 88% at 694 nm.295 A photon incident onto a VLPC
detector will first encounter an intrinsic silicon layer fol-
lowed by a gain layer that is lightly doped with arsenic (see
Fig. 9, and Fig. 1 of Ref. 264). An incident photon can be ab-
sorbed either in the intrinsic silicon layer or the doped gain
layer, creating an electron-hole pair. A bias voltage of 6 V
to 7.5 V accelerates the electron (hole) away from (toward)
the gain region. The gain region containing the As impuri-
ties lies 54 meV below the conduction band. Holes that are
accelerated in the gain region impact ionize these impurities,

FIG. 9. (Color) Principle of operation of a visible light photon counter
(VLPC). A single photon absorbed in the intrinsic region creates an electron-
hole pair. The applied voltage accelerates the electron towards the trans-
parent contact on the left, and accelerates the hole to the right. The gain
region is doped with As impurities. Holes accelerated into the gain region
impact-ionize these impurities, exciting donor electrons into the conduction
band. These electrons are accelerated towards the transparent contact and cre-
ate additional impact ionization events, resulting in avalanche multiplication
(Ref. 264).
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exciting donor electrons into the conduction band. These scat-
tered electrons create further impact ionization events, result-
ing in avalanche multiplication. Assuming a single-photon ab-
sorption event always creates an electrical signal of the same
magnitude, then the output electrical signal should simply be
proportional to the number of detected photons. In practice,
however, detectors that rely on multiplication gain have ex-
cess noise referred to as gain noise due to the fact that single-
photon absorption does not always produce an electrical sig-
nal of the same size. If the multiplication noise is too large (as
it is for SPADs, for example), then photon-number resolution
is very difficult or impossible. The VLPC, however, demon-
strates nearly noise-free multiplication. The first reason is that
due to the partial overlap of energy states of adjacent As im-
purities, holes left behind in the impurity state after impact
ionization travel very slowly via conduction hopping, prevent-
ing the holes from producing further impact ionization events.
Single-carrier multiplication (in this case, only the electrons
are multiplied) has been shown to result in lower multiplica-
tion noise.264 The second reason for the low multiplication
noise is that low electric fields are required because the As
impurities are only 54 meV below the conduction band. This
results in little variation in the time between ionization events,
which has also been shown to reduce multiplication noise.
This low multiplication noise is what allows for demonstrated
photon-number resolving capability of the VLPC of photon
numbers up to six (the probability of error in making the de-
cision increases from 0.01% for zero photons to 11.3% for six
photons).

The number resolution of the VLPC is due to the fact that
the charge multiplication resulting from an incident photon is
localized to spot a few microns across, so only that region suf-
fers a dead time. The rest of the detector (typically 1 mm in di-
ameter) remains ready to register additional photons with the
output signal being the sum of those output pulses. With this
localized dead region being such a small fraction of the to-
tal detector area, the number-resolved operation can be nearly
complete, but one must be aware of this mechanism and avoid
focusing the light too tightly on the detector or number reso-
lution will be limited.264

While the efficiency and photon-number-resolution of the
VLPC are impressive, the repetition rate (100 kHz) is low and
the dark-count rate (20 kHz) is high.264 Very similar in design
to the VLPC is the Solid-State Photomultiplier (SSPM),297

which has very broad spectral sensitivity ranging from
400 nm to 28 μm. The width of this range, while quite re-
markable, has the drawback that it requires additional effort
to shield the detector from any of the long-wave IR photons
that might be out of the wavelength band of interest. In addi-
tion the availability of these detectors is very limited.

6. Other photon-number-resolving detectors

Other approaches to PNR detectors that we do not have
the space to discuss in detail include the SPAD array284 (sim-
ply achieving photon-number resolution by having the opti-
cal mode impinge upon an array of parallel SPADs) that are
read out individually284 or summed to give a single output

pulse with amplitude proportional to photon number,279, 280

the time-multiplexed SPAD (Refs. 234, 283, 329) (This uses
essentially the same idea as the spatial SPAD array, but splits
up the mode into many temporal modes rather than many spa-
tial modes. A detailed performance analysis can be found in
Ref. 266.), and the charge integration photon detector (CIPD)
(Ref. 263) (an InGaAs PIN photodiode connected to the gate
of a GaAs junction gate field-effect transistor). The perfor-
mance of these approaches relative to other PNR detectors
can been seen in Table II.

One recent approach uses a single SPAD as a photon-
number resolving detector by measuring the slope of the
avalanche rise (before saturation) to discern information
about the number of incident photons.267, 276 This is done in
conjunction with a self-differencing circuit that greatly re-
duces the size of the capacitive transient of the APD, which al-
lows lower overbias voltages and lower thresholds to be used.
It is reported that the combination of these advantages pro-
vides photon-number resolution for up to four photons at a
wavelength of 1550 nm, detection efficiency of 10%, repe-
tition rate of 622 MHz, and a dark-count rate of less than
2 × 10−6 per gate.267

D. Unique approaches to single-photon detectors

Other approaches to single-photon detection that are less
well-known than the approaches discussed in Secs. III A–III C
include QVDs,268 a proposal for a high efficiency PNR detec-
tor using an atomic vapor absorber, and a proposal for a quan-
tum nondemolition (QND) single-photon-number-resolving
detector that uses giant Kerr nonlinearities.270

QVDs are based on heat (Q)-to-voltage (V) conversion
and digital (D) readout and rely on the thermoelectric effect
that occurs when a junction between dissimilar materials is
heated. Although theoretical analysis claims that such detec-
tors offer the potential to count at rates of 100 MHz, pho-
ton counting in the visible using this method has yet to be
demonstrated.268

It has been proposed that an atomic vapor with a three-
level �-system plus an additional level can be used as the
basis of a high efficiency PNR detector.269, 330 The scheme re-
lies on the three-level �-system plus an escort pulse to al-
low an incoming photon to transfer one atom to a metastable
level where a second laser can cycle the atom many times in a
closed two-level system, with the scattered photons being the
indicator that a photon has been absorbed. The reliance on an
atomic vapor absorber offers the potential for high absorption
efficiency, and the cycling transition allows for many scattered
photons for each atom transferred, which means high detec-
tion efficiency can be achieved. And because there would be
a direct correspondence between the number of incident pho-
tons absorbed and the number of atoms undergoing the closed
cycling transition, this scheme would be photon-number re-
solving.

A quantum nondemolition (QND) measurement is one
where the state is determined, but is not destroyed in the
measurement so that the now-known state remains available
for other uses. Such a measurement for a photon-number
state was proposed by Imoto et al.331 and discussed later in
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detail by others.270, 332, 333 The principle is to co-propagate the
weak signal light pulse, whose number of photons is yet to
be determined, with an stronger light pulse in a highly non-
linear medium. The intensity of the signal pulse changes the
refractive index of the medium, which can then be seen as a
phase change in the stronger copropagating light pulse. The
key difficulty is that for the unknown few-photon state to pro-
duce a resolvable phase change in the copropagating pulse,
the medium must have a very large optical nonlinearity. The
photonic interactions such as Kerr-nonlinearity or cross-phase
modulation for most media typically do not have large enough
nonlinear coefficients. While generally far from implementa-
tion because of this difficulty, possible candidate media for
the QND detection can be optical fiber, a high-quality factor
cavity,334, 335 and electromagnetically induced transparency
(EIT) in an atomic ensemble.270, 333 Recently Pryde et al.336

reported a QND measurement on the polarization state of
single photons. It was pointed out and clarified that such a
measurement on the polarization state is distinct from a QND
measurement of photon number.337, 338

E. Electronics for single-photon detectors

As we have seen, single-photon detectors use a range of
physical effects to detect a photon, however there is an im-
portant trend: most detectors work close to a critical regime
so that a single photon changes the regime of operation. In
the case of avalanche photodiodes, the p-n junction is reverse
biased with a voltage that is somewhat higher than the break-
down voltage, so any single free carrier inside that p-n junc-
tion can start an avalanche. In a superconducting nanowire
detector, the wire is biased with current just below the level
that would drive the wire normal. The electronics in these de-
vices is used to set correct bias voltages or currents, to monitor
sudden changes of detector properties due to photoelectronic
detection, and to return the device to its normal regime. In
what follows, we discuss electronics design efforts specific to
avalanche photodiodes, as that has been an area of significant
effort and detection improvements.

A Geiger-mode avalanche photodiode operates reverse
biased at a voltage V that is above the breakdown voltage Vb.
A single free carrier (generated via a photoelectronic process)
injected into the depletion layer triggers a self-sustaining
avalanche. The current rise time is usually less than 1 ns. This
current continues to flow until the bias voltage V is dropped.
This process, referred to as quenching, is a main cause of dead
time, because the detector cannot respond to incoming pho-
tons until the quenching is completed and the bias voltage is
restored. Once the bias voltage is restored, the device is then
ready to detect another photon. The operation just described
requires a special circuit that does the following:

–detects the leading edge of the current pulse that corre-
sponds to an avalanche,

–generates an output pulse exhibiting minimal jitter with
respect to the avalanche pulse,

–lowers the bias to quench the avalanche, and
–restores the photodiode voltage to the operating level

V > Vb.

If a detector is gated, then the circuit must apply reverse
bias to the detector in synchronization with the incoming op-
tical pulses and discriminate between pulses due to bias volt-
age transients and actual avalanche current, in addition to the
above operations.

Given the numerous tasks required of the detector elec-
tronics, the features of the circuit dramatically affect the op-
erating conditions of the detector and, as a consequence, the
detector’s overall performance. The quenching mechanisms
can be of three types: passive quenching, or active quenching
circuits, or a combination of the two.

In passive systems, the avalanche current quenches itself.
This approach is implemented with a very simple circuit -
the photodiode is biased through a resistor that is small com-
pared with the diode’s resistance when no avalanche is present
and large compared with the diode’s residual resistance dur-
ing avalanche process, typically 1 M� to 100 k�. When an
avalanche occurs, the high avalanche current flowing through
the bias resistor results in a voltage drop across that resis-
tor, reducing the voltage across the diode to close enough to
the diode breakdown voltage that statistical fluctuations in the
current can cause the avalanche to stop. Once the avalanche
current has stopped, the voltage across the diode rises again
to its initial bias level and is ready for the next photon. The
avalanche is detected by a standard comparator.

This arrangement was employed in the early experiments
with avalanche diodes in Geiger mode.339, 340 Pulses detected
in this way have a very sharp front and an exponential tail
that corresponds to reverse-bias voltage recovery. This pro-
cess typically takes a few microseconds. During the recovery
process, the detector regains the ability to detect single pho-
tons, but because the excess voltage has not yet reached its
normal value, its detection efficiency varies in time. Also, if a
second photon arrives during the recovery time, the compara-
tor can miss it because its threshold might be higher than the
recovering voltage across the p-n junction. Even if the detec-
tion electronics does detect a photon during the recovery time,
the time between absorbing a photon and issuing an electronic
pulse will differ from that of an isolated photodetection, in-
creasing overall timing jitter. Under these conditions, an accu-
rate photon count requires the use of low light levels to guar-
antee a small probability that a second photon is absorbed by
the detector during its recovery time. Unfortunately, correct-
ing count losses due to such recovery time by applying cor-
rection protocols originally developed for nuclear detectors
leads to inaccuracies. This is because those detector systems
have different dead time characteristics. Either (a) their dead
time is unaffected by what happens during that dead period or
(b) there is a mechanism where events occurring during the
dead period, such as the receipt of an additional photon,
causes that dead period to be extended.

There have been many attempts to improve single-photon
detectors based on passive quenching. It has been shown that
photon timing accuracy can be improved somewhat if a very
low electronic level threshold is used.341, 342 However, low-
ering the threshold can result in false detections, as noise
can trigger the circuit. Another idea to improve detection
timing jitter is by using a constant-fraction trigger circuit343

instead of a simple threshold trigger. Unfortunately, this
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approach is only partially effective, because the very shape
of the avalanche signal depends on the reverse-bias voltage.
Therefore, during the dead-time recovery transient, when the
reverse-bias voltage is rising, the rise time of the avalanche
changes (the lower the bias voltage, the longer the rise time).
We see that despite the apparent simplicity of the detec-
tor electronics, the practical use of passive quenching limits,
sometimes significantly, detector performance. Also, attempts
to improve the photon counting rate require more complex
electronics, an approach that defeats the advantages of a sim-
ple circuit.

Another passively quenched SPAD scheme has recently
been developed and has demonstrated some improvements.
This scheme integrates the load resistor monolithically with
the SPAD, which greatly reduces the device capacitance and
the time for the passive quenching to occur. This in turn re-
duces the total flow of charge through the SPAD which results
in lower afterpulse probabilities. This scheme, with the load
resistor integrated with the SPAD, has been referred to as a
negative-feedback avalanche diode (NFAD) to distinguish it
from a SPAD with hybrid passive quench circuitry.289 In ad-
dition, because of the compact design, NFAD arrays can be
implemented where the detectors are in parallel and the output
pulse amplitude provides some photon-number resolution, as
each NFAD can fire and recover independently. NFADs have
been implemented with InP diodes with efficiencies of 3% to
7% at 1.5 μm and pulse durations of 30 ns to 100 ns, and max-
imum count rates could extend as high as 10 MHz.344 Similar
to the NFAD array design which offers the potential of num-
ber resolution through discrete devices, a continuous version
has been demonstrated in an InGaAs avalanche diode using
self quenching and recovery in a localized region. Thus an
absorbed photon leaves the rest of the detector area able to re-
spond to another incoming photon, with the output being the
sum of all the individual avalanches.291

The basic idea behind active quenching is to detect the
rise of an avalanche pulse and control the reverse bias volt-
age accordingly. That is, upon a detection of the rise of the
avalanche pulse by a comparator, the bias voltage source
quickly lowers the reverse bias to below the breakdown volt-
age Vb. After some hold-off time, defined by the lifetime of
free and trapped carriers in the avalanche region, the bias volt-
age V is restored.

The main advantages of active quenching are the fast
switching from Geiger mode to quenched mode, and the well-
defined avalanche and reduced dead time. The idea is fairly
simple, but there are many design issues to consider. Also,
even though the timing jitter is significantly reduced, some
transient effects that impact timing and detector sensitivity
remain. The first actively quenched circuit was reported in
1975.345 A few years later, in 1981, its ability to reduce detec-
tion timing jitter was demonstrated,346 and the fast gating of a
photodiode was attempted.347

Modern actively quenched detectors can have electronic
photodetection jitter below 100 ps and dead times below
50 ns. The dead time is currently limited by carrier trapping
time inside the avalanche zone of the photodiode, and not
by the quenching electronics. However, transient effects can
still complicate the behavior of detectors immediately before

and immediately after the quenching pulse, contributing to so-
called twilight effects.80, 348

For detectors with high dark-count rates, gated operation
is necessary. There are two types of gated circuits. The sim-
plest has a fixed time for the APD bias to be applied. In this
case if an avalanche occurs, it is quenched at the predeter-
mined end of the gate time. The alternative uses an active
circuit that terminates the bias as soon as an avalanche is de-
tected after the gate is turned on. This has the advantage of
reducing the total charge flow through the APD, which re-
duces the number of trapped carriers and, as a result, the rate
of afterpulsing.349, 350 This scheme has become more practical
as integrated quenching electronics has been developed.351

Both gating schemes rely on switching the bias volt-
age from V > Vb to V < Vb and back. These rapid volt-
age changes cause the diode to act like a damped capacitor
when no avalanche occurs. Because of these large background
pulses, it can be hard to pick out the avalanche signal unless
efforts are made to cancel the transient voltages, or gate times
are made long enough that the transients can be temporally
discriminated by the electronics.

There are several strategies to deal with these transients.
An intuitive approach is to send the gate pulse to both the pho-
todiode and a capacitor-resistor pair that mimics the transient
in a p-n junction with no avalanches. The same result can be
achieved using distributed impedances that create two iden-
tical, but temporally displaced, output pulses.352 Then one
pulse is simply subtracted from the other, before being sent
to a comparator. If no avalanche is present, the transient ef-
fects cancel. If an avalanche is present, it will be easily re-
vealed. However, such matching requires careful study of the
photodiode’s properties under the operating conditions (bias
voltage, temperature, etc.) and adjustment if either the photo-
diode or its operating conditions change.

There are other schemes for canceling these transients. It
has been proposed that two, rather than one avalanche pho-
todiodes are used with their outputs arranged to cancel tran-
sients from one another.353 However, the two detectors must
be nearly identical. One can overcome this requirement by
using two subsequent pulses from the same APD, with one
pulse delayed in time to overlap the other.249 In this case, no
prior information about the photodiode is needed, but there
is a problem if adjacent pulses each have an incident photon.
Only the first one will be detected by the electronics, as the
second one will be canceled by the first, resulting in under-
counting. Also, if the gating must be synchronized to a clock,
random gating (necessary for cw heralded-photon detection)
cannot be used.

There is another proposal where the output of the de-
tector is passed through an integrator. In that case, the pas-
sive response of the photodiode is removed by integration,
while the avalanche will appear as an offset due to an extra
avalanche peak. The problem here is that an avalanche is de-
tected only after the gate ends, which erases information as to
when within the gate pulse the avalanche occurred.354

Another related approach to dealing with transients
works in a somewhat inverse fashion. In this scheme a dis-
criminator threshold is set to sense the negative going tran-
sient at the end of the gate pulse. This transient is due to the
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capacitance of the detector discharging. When an photon trig-
gers an avalanche, that avalanche discharges the detector ca-
pacitance so the negative-going pulse is reduced, and is not
seen by the comparator. Thus the absence of the comparator
firing indicates the detection of a photon.288, 355 This has the
advantage of suppressing afterpulsing by allowing for shorter
gate duration and thus fewer filled trap sites.

Finally, there is a scheme aimed at reducing afterpulsing
in InGaAs SPADs by reducing current flow in an unusual
manner.356 The scheme uses the fact that while an incoming
IR photon triggers an avalanche, that avalanche itself results
in the emission of other photons that may be visible. A Si
SPAD registers these secondary photons, so effectively the
system works by up conversion from the IR to the visible.
The advantage in afterpulsing is gained because the IR SPAD
does not need any processing electronics for its avalanche,
greatly reducing its total capacitance. This greatly reduces the
charge through the diode, resulting in fewer filled traps that
must be emptied. While just a proposal, calculations suggest
high detection efficiency and low afterpulse probabilities are
possible.

A detailed review on the history of detector electronics
can be found in Refs. 349, 357. Modern trends in develop-
ing electronics for SPADs that require gating are found in
Ref. 100.

IV. APPLICATION CASE STUDY: QUANTUM
COMMUNICATION

Single-photon sources and detectors are key to photon-
based quantum communication. We use this area as a case
study of how the real characteristics of sources and detec-
tors impact performance in practice. In particular, we look at
QKD and quantum repeaters and how the nonideal natures of
single-photon sources and detectors directly affect the com-
munication rates, the link lengths, and the security. To illus-
trate the effect that source and detector properties may have
on QKD protocols, we consider the example of the Bennett
and Brassard QKD protocol of 1984 (BB84) protocol which
uses polarization encoding.17 While decoy-state methods us-
ing faint laser pulses358, 359 may reduce the need for single-
photon source development for QKD, the characteristics of
single-photon detectors will still greatly influence the practi-
cally achievable performance of QKD protocols in general,
and we note that specific security attack schemes have fo-
cused on particular detector characteristics.360–363 Addition-
ally, the development of quantum repeaters, a key enabling
technology for long-distance quantum communication, will
depend critically on the performance of both single-photon
sources and single-photon detectors.32, 364

We first consider BB84,17 a QKD protocol, whereby a
common set of random bits are generated at two ends of a
communication link for later use as a secret key in sending en-
crypted messages. It is important to note that although we as-
sume that the photon polarization is used to encode the qubit
in this example, polarization is just one of many possible ways
to encode qubits in photons. For example, time-bin qubits are
preferred at telecom wavelengths.365

In the BB84 polarization-encoded scheme, the sender
(Alice) encodes random zeros or ones in the polarization state
of a single photon. The encoding is done by randomly setting
the photon’s polarization to either horizontal, |H〉 or vertical,
|V 〉 to represent 0 or 1 or by setting the polarization to diago-
nal, |D〉 or anti-diagonal |A〉 to represent 0 or 1. The receiver
(Bob) randomly selects either the HV or DA bases to analyze
the polarization of the photons he receives. By an open au-
thenticated communication channel, Alice and Bob reconcile
the preparation and measurement of each bit so that they know
which photons made it through the optical link and were de-
tected by Bob, and which of these were analyzed in the basis
that matched the sending basis. They discard any bit that ei-
ther was not received by Bob or was analyzed in the wrong
basis, leaving what is referred to as “sifted key.” This open
reconciliation channel contains only the basis and which pho-
tons were received, not the measurement result, so an eaves-
dropper (Eve) of this open channel would not learn if the bit
was a 0 or 1. Only by intercepting and receiving the photon
pulse would Eve have a chance to learn the value of the bit
sent, but because only a single photon was sent, after making
her measurement Eve would have to prepare a new photon to
send to Bob. But because Eve would not know if the send-
ing basis was HV or DA she would send the photon in the
wrong basis 50% of the time. That would mean that some of
the time that Alice sent a 0 in a particular basis, Bob would
receive a 1 in that same basis and vice versa. This telltale error
can be detected by Alice and Bob by comparing a subset of
their common bits, and additional measures would have to be
taken to maintain security.15 Those additional measures con-
sume some of the sifted key bits, but create a shorter “secret
key” that greatly reduces the amount of knowledge that Eve
can have of the resulting secret key shared by Alice and Bob.

While acknowledging that the subsequently developed
decoy-state scheme has provided a way to address this issue,
the QKD just described assumes the bit to be transmitted is
a single photon, for if the photon pulse encoding the bit con-
tained more than one photon then Eve could potentially de-
tect just one photon while letting the other(s) continue unper-
turbed to Bob, who would not detect Eve’s presence because
no error was created.

While faint laser pulse sources were the easiest and first
sources used for QKD implementations, two single-emitter
systems, namely quantum dots and nitrogen-vacancy centers,
have been used as single-photon sources in proof-of-principle
QKD experiments.103, 138, 366 In principle, for a given secure
communication rate, single-emitter-based QKD systems can
achieve longer key transmission distances than faint laser
pulse systems. This is because the nonzero two-photon emis-
sion probability decreases the performance of faint-laser sys-
tems relative to the performance of single-emitter systems due
to the increasing loss with increasing distance. With faint-
laser systems that have loss between the source and detec-
tor, there is always some probability that the detection of a
single photon corresponds to the emission or two or more
photons, with the other photon(s) being lost in transmission.
This issue is avoided by operating the source such that the
probability of single-photon emission, p, is much less than
one, so that the probability of emitting two or more photons,
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∼p2, is negligible. Operating at lower mean photon num-
ber means that Bob will record zero-photon time bins more
often, thus decreasing the bit rate. In addition, since Bob must
look at more time bins to obtain the same number of use-
ful events, the contribution of noise (dark counts and stray
photons) in Bob’s detectors increases. This is an example of
a nonideal characteristic of a photon-counting detector that
will result in a greater bit-error-rate, yielding a shorter secret
key for a given length of sifted key. In contrast, the emission
rate of single-emitter sources does not need to be operated
with p 	 1, since by definition there is zero probability of a
two-photon emission (or zero to a significant degree in im-
plemented systems). The result is that the secure communica-
tion rate of single-emitter QKD systems, relative to faint-laser
pulse systems, increases with increasing loss.366 Another way
of saying this is that since loss increases with distance, single-
emitter-based QKD systems can achieve longer transmission
distances than faint laser pulse systems for a given secure
communication rate. To date, however, technical challenges
have limited single-emitter QKD demonstrations to relatively
modest distances.103, 138, 366

In addition to source issues, the nonideal nature of the
photon-counting detectors used in a QKD system also affects
its performance. As we have already discussed how detector
dark counts impact a QKD system, we move on to discuss
the effect of detector efficiency, which has the same impact
as link loss. It means that for a given rate of photons incident
on the detector, Bob will detect zero photons more often, thus
decreasing the bit rate. This will also increase the contribution
of noise in Bob’s detectors, resulting in a greater bit-error-
rate and yielding a shorter secret key for a given length of
sifted key. The result is that the secure communication rate of
a detector increases with increasing efficiency.

Other detector properties, such as detector dead time, also
affect the performance of QKD protocols. If the dead time of
a detector is greater than the smallest possible time-bin spac-
ing allowed by the single-photon source, then increased dead
time results in a decreased communication rate. It has also
been shown that detector dead time can lead to the leaking of
information or even be directly manipulated by third party to
gain information from the quantum channel.360, 362, 363 In ad-
dition to these properties it has been shown that even small
differences in detector timing jitter can leak secret key infor-
mation from these protocols.361

To enable quantum communication for networks over
long distances, quantum repeaters will be essential. Quantum
repeaters work by breaking the total communication distance
into a series of shorter links, with quantum memories being
required to create entanglement between the end nodes of
each link. At least one quantum repeater protocol has been
developed that relies only on single-photon sources (as com-
pared to a source of correlated pairs of excitations) and single-
photon detectors, and whose fundamental fidelity would be
theoretically equal to one for perfect sources, detectors, and
other components.32, 364 As with QKD protocols, the perfor-
mance of quantum-repeater protocols depends on the char-
acteristics of the sources and detectors used in practice.32, 364

For example, for the quantum-repeater protocol described in
Ref. 364, detector dark counts and multiple-photon emission

can correspond to states other than the desired entangled state,
decreasing the fidelity. As an example, for the parameters
listed in Ref. 364 (communication length of 1000 km, charac-
teristic absorption length in the fiber of 22 km corresponding
to the telecommunications wavelength of 1.5 μm, memory
efficiency of 0.9, detector efficiency of 0.9, and single-photon
emission success probability of 0.95), the detector dark-count
probability of each detector must be smaller than 4.6 × 10−6

and the two-photon emission probability for each source must
be smaller than 3.7 × 10−4 for a final fidelity of 0.9.

In summary, the non-ideal nature of both single-photon
sources and single-photon detectors can greatly affect quan-
tum communication protocols. The sources, by not being
truly on-demand, reduce throughput, limit link length, and
can compromise security. And by not being reproducible and
indistinguishable single-photon states, quantum communica-
tion systems will suffer reduced overall efficiency that will
ultimately make a scalable system unachievable. As with non-
ideal sources, photon-counting detectors with nonideal char-
acteristics like finite detection efficiency, non-number resolv-
ing, non-zero timing jitter, finite dead time, etc., have similar
impacts on practical quantum communication systems. In ad-
dition, because detectors convert the quantum state to classi-
cal information they are also subject to direct attacks on secu-
rity that cannot rely on fundamental principles like quantum
mechanics to be detected.

V. SUMMARY

As should be clear by now, the field of single-photon
sources and detectors is of great interest and importance to
many applications, and the importance of these applications
is driving many current efforts to improve these devices. The
field has now reached a certain level of maturity, with devices
finding their way into many off-the-shelf components. Today
it is possible to find nearly ideal devices when only one pa-
rameter is important, but performance of other parameters is
often compromised. Examples of such trade-offs for sources
is low g(2)(0) versus the deterministic character of photon
emission; and for detectors an example is the efficiency ver-
sus speed trade-off seen in the TES detector. Much of the cur-
rent work in this field involves studying and addressing such
trade-offs.

Specifically for sources, while initial efforts were focused
mostly on increasing brightness and generation efficiency,
current improvement efforts are more driven by the require-
ments for particular applications and often deal directly with
improving more than one characteristic simultaneously, as it
is now well understood that heroic results in improving a sin-
gle parameter are often of little practical use. These present
multi-parameter efforts include better single-photon state ac-
curacy [in the form of lower g(2)(0)], and higher degrees
of indistinguishability of single-photon output states which
is particularly important for many quantum-information
applications. These improvements involve engineering of
photon-state parameters such as designing sources to pro-
duce uncorrelated joint spectral distributions (i.e., factorable
states). Another example of state engineering is the mul-
tiplexed PDC source which is an attempt to increase
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single-photon emission efficiency and reduce multi-photon
emission [or equivalently, reduce g(2)(0)], simultaneously.
There are also significant efforts toward scalable devices with
more compact and robust designs, which are also critical to
the ultimate development of any large scale photonic systems
that might be required for information processing, metrologic
sources, or even complicated quantum-measurement arrange-
ments. This focus on scalability is one of the drivers that has
moved source efforts from bulk PDC to fiber FWM, now to
isolated quantum systems (particularly at room temperature)
and silicon photonic waveguides.

For detectors, while it is clear that SPADs are the
workhorse devices for a great many applications, there are
needs for detectors that exceed what is available with SPADs
for individual properties. As a result, there is much work
to improve detectors, with improvement directions includ-
ing higher efficiencies, with some already approaching 100%,
lower timing jitter, with sub-50 ps demonstrated, reduced
afterpulsing, and better photon-number resolution. As with
sources, there are also efforts toward improving more than one
detector parameter simultaneously such as giving the high-
speed SNSPD detectors some photon-number resolution by
implementing multiple element detectors or switched multi-
plexed detectors that reduce dead time and afterpulsing ef-
fects simultaneously, or IR upconversion schemes that have
high efficiency, high count rates, and low background rates.
One can certainly expect these trends toward improving mul-
tiple parameters for both sources and detectors to continue for
the foreseeable future, as there is plenty of room for improve-
ment and there are many applications that can benefit from
such improvements.

All this effort on single-photon devices requires sup-
porting efforts in single-photon metrology, with an ultimate
goal of connecting photon-counting radiometry to conven-
tional detector and source standards that typically deal with
too many photons to even consider counting.80, 367 While this
is certainly an ambitious goal, it offers a potential path toward
improving radiometric measurements by many orders of mag-
nitude, and provides a solid infrastructure for characterizing
and developing better sources and detectors.
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