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Summary: A review of the evolution of modeling for
accurate dimensional scanning electron microscopy is
presented with an emphasis on developments in the
Monte Carlo technique for modeling the generation
of the electrons used for imaging and measurement.
The progress of modeling for accurate metrology is
discussed through a schematic technology timeline. In
addition, a discussion of a future vision for accurate
SEM dimensional metrology and the requirements to
achieve it are presented. SCANNING 33: 111–125,
2011. Published 2011 by Wiley Periodicals, Inc.y
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Introduction

Scanning electron microscopes (SEM) have been
used as quantitative measurement tools for a number
of years. But, quantitative measurements with any sci-
entific instrument require more care and understanding
than one might first assume. The physical principles
that dominate quantitative measurements must be fully
understood and accounted for in the measurement. For

example, in optics, there are the effects of diffraction
that must be overcome; in scanned probe microscopy,
the scanned probe tip shape must be considered; and in
scanning electron microscopy, the generation of the
measured signal, beam diameter, sample charging, and
the electron beam–specimen interactions all must be
considered. Computer modeling and the associated
experimental verifications to understand these issues for
all three types of instruments have been developed. But,
for this paper, only the evolution and future prospects
of electron beam–sample interaction modeling using
the Monte Carlo method for accurate dimensional
metrology will be discussed.

Need for Modeling

It was once said, ‘‘yif you want the correct mea-
surement, put the sample in the SEM.’’ Unfortunately,
in principle that is true, but, in practice Postek and Joy
(’87) demonstrated that measurement with the SEM
has inherent pitfalls. These can be quite significant and
must be understood before either precise or accurate
measurements can be made with that instrument.
Later, Postek et al. (’93a) further demonstrated that
accurate SEM calibration and error analysis was one
of the major problems confronting microscopists, at
that time. These problems needed to be overcome to
obtain even precise dimensional measurements. With
that knowledge, instruments and measuring methods
improved tremendously and the quality of the imaging
and the measurements has improved substantially.

The SEM image appears straightforward, but this
could lead to misinterpretation, especially in metro-
logy. The image is not a perfect representation of the
sample, but rather approximately the convolution of
the sample and the excited volume. Without properly
accounting for the excited volume, it is impossible to
obtain accurate results. The (often) micrometer-size
excited volume is not negligible compared to the
desired image and measurement resolution. Since the
excited volume depends on the sample, which is
the measurand, only inverse methods can be applied;
hence, modeling must be used.
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In the beginning, scanning electron microscopists
believed that irradiating a sample with an electron
beam in an electron microscope rather than viewing it
with an optical microscope provided an accurate de-
piction of the sample simply because the ‘‘resolution’’
was much better. Unfortunately, that is not the case,
and many of the reasons for that will be discussed
later in this paper. A clear understanding of the nu-
merous factors that comprise and contribute to ima-
ging and measurement uncertainty in an SEM is
essential, and true dimensional accuracy can only be
achieved through modeling of the entire measurement
process. This process may be too involved or un-
necessary for some applications, but to claim accuracy
in an SEM-based dimensional measurement, model-
ing is essential. Figure 1 is an idealized depiction of
the current SEM situation (Path A) and the ideal fu-
ture situation incorporating modeling (Path B).

Until now, Path A has been the easier and more
straightforward path to follow. This path has suc-
cessfully provided a wealth of SEM-based images
and measurements for many fields of science and
technology, especially for the semiconductor industry.
A well-calibrated, modern SEM instrument is cap-
able of highly precise measurements due to many
instrument improvements, and the magnification
(or scale) can be accurately calibrated with a high
level of confidence using the appropriate calibration
samples. The precision of the measurements can
generally be at, or better than, 0.2 nm (1s), and for
many applications, such as semiconductor produc-
tion, this high precision is adequate.

However, for an accurate measurement, precision
is a necessary but not sufficient requirement. For

accuracy today, and more in the future, a proposed
alternate path shown as Path B is the way to pro-
ceed. Path B incorporates image and instrument
modeling. It is imperative to determine the actual
structure from the collected image. Accomplishing
that requires employing a tested and verified phy-
sics-based electron beam–sample interaction and
signal-generation model. The overall model must
also include modeling to account for instrument
electronics’ pertinent characteristics (discussed
below) and for sample charging. The images simu-
lated by the model can be compared with the actual
images from the SEM. Such a process will then
reveal far more structural and dimensional informa-
tion about the sample under test than is currently
being obtained, and can provide an accurate mea-
surement at a calculated level of uncertainty.

Monte Carlo Modeling

The interaction of electrons with a solid is an
extremely complex affair. In the electron micro-
scope, on entering the sample, each electron may
scatter several hundred times before escaping or
losing its energy, and a million or more electrons per
second may interact with the sample. Therefore,
statistical techniques are appropriate means for
modeling this interaction. The most adaptable
research tool applied to this problem has been
the Monte Carlo (MC) simulation technique
(Myklebust et al., ’76). In this technique, the inter-
actions are modeled and the trajectories of
individual electrons are tracked through all regions

Fig 1. Idealized schematic depiction of imaging and measurement in the SEM current and projected future paths. SEM, scanning
electron microscope.
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of the sample (Fig. 2). Because many different
scattering events may occur and because there is no
a priori reason to choose one over another, algo-
rithms involving random numbers are used to select
the sequence of interactions taken by any electron
(hence the name, Monte Carlo). By repeating this
process for a sufficiently large number of incident
electrons (usually 10,000 or more), the effect of the
interactions is averaged, thus giving a useful idea of
the way in which electrons will behave in the sample.
The MC modeling techniques were initially applied
to X-ray microanalysis to understand the physics
and generation of this analytical signal. Today, the
MC technique is being applied to the modeling of all
signal-generating mechanisms of the SEM. The
great benefit afforded by the MC method of simu-
lation is that, using this technique, each electron is
individually followed; everything about it (position,
energy, direction of travel, etc.) is known at all
times. Therefore, it is possible to take into account
the sample geometry, the position and size of
detectors, the size, shape, and intensity distribution
of the electron beam, and other relevant experi-
mental parameters of the primary electron beam.
These input parameters can also be changed to in-
vestigate their effects on an image or measurement.
Today, the computer required for these Monte
Carlo simulations is unexceptional and current
high-performance desktop personal computers can
produce useful data in a reasonable time.

In its simplest and earliest form, the MC simu-
lation for imaging allowed the backscattered elec-
tron (BSE) signal to be computed. BSE modeling
only required the program to count that fraction of

the incident electrons that subsequently re-emerged
from the sample for any given position of the
incident beam. By further dividing these BSEs on
the bases of their energy and direction of travel as
they leave the sample, the effect of the detection
geometry and detector efficiency on the signal pro-
file could also be studied. However, while the in-
formation regarding the BSEs is a valuable first step,
under most practical conditions, it is the secondary
electron (SE) signal that is most often used for
imaging and metrology in the SEM. Through the
years, modeling has developed in an evolutionary
manner as new science was generated and computing
power improved. We have attempted to describe this
through an idealized technology timeline (Fig. 3),
which is discussed in greater detail below.

Zero-Dimensional or Point Analysis Modeling

Microprobe-Based Analytical Instrumentation

The historical starting point that prompted the
development of this type of MC modeling was X-ray
microanalysis. Therefore, in this article, zero-dimen-
sion (0-D) refers to point or spot mode since early
microprobe-based analysis was a point-by-point
analysis in the X or Y directions. Early microscopists
doing X-ray microanalysis quickly found that there
was a need for a greater understanding of the electron
beam–sample interaction, excited volume and the
generation of X-rays. There were initially other forms
of modeling used to understand these phenomena but
Monte Carlo modeling became the most common
approach. Bishop (’76) reviewed the early history and
development of modeling and traced the usefulness of
the Monte Carlo technique in understanding the
theory of X-ray microanalysis to Green (’63). Bishop
also reported that by 1965 a number of workers de-
monstrated that more general approaches, based on
theoretical calculations, could be used. This progress
was spurred by the ‘‘computer revolution’’ (Bishop,
’76) through the development of more ‘‘powerful’’
computers—powerful, that is, for that time in history.
Early Monte Carlo modeling was used for the
understanding the electron beam interactions for
quantitative X-ray microanalysis, where the depths
from which the X-rays induced by the primary elec-
tron beam were generated needed to be known with
some degree of certainty. Key contributors to this
topic, among others, included David C. Joy, Kurt
Heinrich, Dale Newbury, Robert Myklebust, and
David Kyser. Much of this early work is summarized
in the Proceedings of a workshop held at the National
Bureau of Standards in 1975 (Heinrich et al., ’75), in
the 1982 Proceedings of the First Pfefferkorn
Conference (Kyser et al., ’82), Kyser (’81) and in Joy

Fig 2. Example of Monte Carlo modeled primary electron
beam-sample interaction for a single point in a Si sample.
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(’95). Monte Carlo modeling became the tool for
understanding X-ray generation and instrument
parameter optimization.

X-ray Microanalysis Optimization

The early Monte Carlo programs provided good
information about the derivation of X-rays and con-
tributed a great deal to the development of X-ray
quantitative microanalysis. One of the very useful early
tools for understanding and experimenting for micro-
analysis was the NIST DeskTop Spectrum Analyzer
(DTSA) program (Fiori et al., ’91). Although not

based on MC, this program helped to shape much of
the fundamental thinking about instrument-induced
effects on the data being acquired. DTSA was ex-
clusively aimed at X-ray spectrometry and both EDS
and WDS spectrometers could be explicitly modeled,
including: EDS efficiency (both Si and Ge based
detectors were considered), the detector solid angle, the
window materials, the potential for an ice layer build-
up on the detector face, the first surface electrode, the
Si ‘‘dead’’ layer, the detector absorption response
function (including transmission through the detector),
and finally the EDS peak broadening function. This
proved to be uniquely valuable to the understanding

Fig 3. Idealized technology timeline for SEM dimensional metrology modeling. SEM, scanning electron microscope.
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and the interpretation of X-ray microanalytical data.
Where dimensional metrology was concerned, this
program provided a clear demonstration that detri-
mental signal modifications can be induced by the in-
strument’s electronics and become embedded into any
quantitative metrology data. The NIST DTSA pro-
gram has evolved over time and a new, fully revised
version of the classic (named DTSA-II) has been
developed and released now including an embedded
Monte Carlo for calculation of EDS spectra from a
variety of specimen geometries (Ritchie, 2011). Similar
instrument and electronics modeling must be in-
corporated into the modeling for SEM dimensional
metrology, as well.

One-Dimensional Modeling

SEM-Based Dimensional Metrology

It is likely that one of the first questions asked when
the first SEM micrograph was initially viewed was
‘‘how big is this?’’ Initially, relatively precise, but highly
inaccurate measurements were made, one way or an-
other, in an SEM. Techniques included using a ruler
(likely made of flexible plastic) to measure directly from
the viewing cathode ray tube (CRT); on-screen cursors,
or from the actual ‘‘Polaroid’’ or photographic print.
Line scans and other measuring systems were also uti-
lized, but all these methods had numerous areas of
weakness (Postek et al., ’93a). Owing to the relatively
large size of the structures and low magnifications
involved, at that time, this did not pose a big problem
since a large measurement uncertainty was acceptable.
Today, many semiconductor structures are in the sub-
50-nm range, which can place them on the same scale
or smaller than the electron beam interaction zone.

Late in the 1980s, it became apparent that the SEM
would be used as an on-line measurement tool in
semiconductor manufacturing as ‘‘Moore’s Law’’
(Moore, ’65, ’95) pushed the device critical dimensions
below 0.5 mm. Semiconductor manufacturing compa-
nies pushed the instrument manufacturers to develop
fully automated on-line critical dimension (CD) mea-
surement scanning electron beam instruments. With
those instruments, better approaches to making mea-
surements with the SEM began to become available,
especially with the development of digital measure-
ment systems and frame averaging to improve the
signal-to-noise ratio. As computers became faster, the
modeling capabilities also became more sophisticated
and scaled with the computing power now available in
desktop computers. This freed the workers to begin to
adapt MC computer code for the development of
more accurate models to understand the signal
mechanisms composing the SEM images.

Modeling for 1D

Early experimental and modeled data demon-
strated that as the electron beam enters into a sample,
scattering begins, and depending upon the energy of
the electron beam and the materials being irradiated,
the depth of this penetration and the amount of
scatter is variable. Figure 2 illustrates this by showing
a small number of MC modeled electron trajectories
in a generic material. If given enough time and elec-
trons, the tracks form a 3-dimensional, generally
‘‘tear-shaped’’ volume. This behavior and interaction
has been experimentally verified by Everhart and
Hoff (’71) and Everhart and Chung (’72). Conven-
tional MC modeling at that time sought to explain
this behavior and to describe the x-ray generation
location distribution, and the backscattered electron
signal (more readily modeled than the secondary
electron signal). This was accomplished by graphi-
cally displaying the calculated backscattered electron
signal from several point analyses of a number of
discrete locations across a simple geometric structure.
Due to limitations in the computing power, this was
generally displayed as a simple 1-D representation of
position vs. collected signal (Fig. 4) as a cross-sec-
tional view. Early workers employed large super
computers to provide sufficient data to achieve good
sampling statistics and signal-to-noise ratio.

Joy (Joy, ’82; Joy et al., ’82) was one of the first to
suggest and demonstrate that Monte Carlo electron
beam–sample interaction code could be effectively
run on a desktop personal computer and he began
to re-work and optimize his code accordingly. Joy
and other workers clearly demonstrated that even
though the supercomputers have their advantages,
one main disadvantage is that they share central
processing unit (CPU) time among a large number
of users. Thus, the fast computing power is reduced
by the number of users also running complex pro-
grams. Owing to the reasonable cost, dedicated
personal computers (which were, at that time, lower
in overall speed than supercomputers) proved to be
competitive because they could be programmed to
dedicate 100% of the CPU time to the MC calcu-
lations. Because of the open and freely available MC
code from David C. Joy (and others), the Monte
Carlo method became more popular and the tool of
choice for understanding electron beam interactions
(Joy, ’84, ’89, ’91, ’95; Joy et al., ’86a,b; Czyzwewski
and Joy, ’89). It should be noted that the MC
method is not the only method for modeling for
metrology that has been proposed. Nyyssonen (’88)
proposed a surface integral of a probability
density function model and Hatsuzawa (’93) pro-
posed a cylindrical envelope projection model.
However, the MC modeling has been the most
commonly employed.
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BSE Modeling

One-dimensional (1D) Monte Carlo modeled
data acquired and displayed, as stated earlier, typi-
cally take the form of a linescan or a 1D re-
presentation of signal collected vs. position of the
impinging beam (Fig. 4). High-energy BSE images
began to visually represent the specimens being
analyzed but only in cross-section view (Fig. 4). But,
although limited, by today’s standards, these data
did provide a wealth of information about electron
beam/specimen interactions. The BSE signal proved
to be readily modeled and demonstrated the value of
continuing on to the next logical step—SE modeling.

Measurement of the energetic BSEs for dimen-
sional metrology was shown experimentally, and
also through modeling, to be more precise when
compared with the SE signal. This is a result of
reduced charging and edge ‘‘blooming’’ effects
characteristic of the SEs (Postek, ’90). The rapid
increase in SEs as the primary electron beam scans
near an edge actually masks the edge and broadens
the measurement using typical edge detection algo-
rithms. Recognizing this, an early CD SEM was
built around this concept (see: Metrologix). The
instrument proved to have very high measurement
precision. Unfortunately, throughput was lower
than the industry desired because of the increased
data collection time needed to acquire sufficient in-
formation from the BSE signal on photoresist and
other low atomic number semiconductor materials.
For high throughput, the SE signal became the
signal of choice and will be discussed further below.

Transmitted Electron Metrology and Modeling

The transmitted electron (TE) signal, like the BSE
signal, proved to be an excellent subject for Monte

Carlo modeling. With a suitable sample, the TE
signal generation is simple and it can be collected a
number of ways in an SEM. The TE signal has not
been exploited as much as SE and BSE signals for
dimensional metrology, but early applications
demonstrated the value of modeling using this signal
mode. It also provided significant evidence sup-
porting the importance of modeling, in general.

TE was proven useful in the study of one early
semiconductor industry sample of interest—X-ray
lithographic masks. X-ray masks can have electron
(and X-ray) dense and electron (and X-ray) trans-
parent regions. Those areas inhibiting the transmis-
sion of the X-rays and hence the lithographic pattern
are commonly composed of electron dense gold
structures on a thin Si membrane. Those areas of the
membrane not patterned are electron transparent at
high accelerating voltages. Therefore, a high-contrast
TE signal can be collected and measured. Modeling
of the multilayer X-ray mask and the TE signal
proved to be straightforward (Lowney et al., ’96) and
also provided a unique opportunity to demonstrate
how a specimen–electron beam interaction experi-
ment could take advantage of MC modeling.

Figure 5 shows the results of Monte Carlo
modeled ‘‘X’’ linescans of an X-ray mask TE signal
(inverted) modeled at 160 points along the scan with
1,000, 2,000, 5,000, 10,000, 20,000, 50,000, 100,000,
and 200,000 electrons per point. The noise, the
square root of the number of electrons, expressed as
the percentage of the full scale is 3.2, 2.2, 1.4, 1.0,
07, 0.4, 0.3, and 0.2, respectively. At the time when
these results were calculated, using a computer
equipped with an Intels 486 microprocessor, it took
approximately 1 week to calculate the results for a
field-of-view of about 2 mm. The average pixel
distance between modeled sample locations was
approximately 13 nm—clearly not very high re-
solution. To achieve better resolution at the critical

Fig 4. Backscattered electron line scan of three silicon lines modeled with Monte Carlo method as signal vs. electron beam
position generated at 512 points at zero beam diameter.
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part of the linescans and reduce computation time,
the distances of the calculated data points were
chosen to be variable. Employing this clever tech-
nique, at the regions of interest, such as those near
the edges, more data was taken, and at areas of
lesser interest, such as the substrate, fewer data
points were taken. Also, due to early computer
limitations, it was assumed that the left and right
edges were symmetrical, and only one edge was
calculated. After the initial computations, the other
symmetrical half-linescan was added to get a whole
linescan, as displayed.

The significant point of this work was the de-
monstration that modeling of the TE signal revealed
that a great deal of more information is contained in
a micrograph than had been considered before. In
the TE modeled image, the modeling pointed out
the presence of a small detail, a notch on the side-
wall of the linescan. This detail should also be pre-
sent in the TE image. Experimentally, this notch was
not initially noticed because of resolution and sig-
nal-to-noise problems associated with early SEM
instrumentation. However, optimizing the instru-
ment operating parameters (reduced working
distance and use of a high-resolution cold field-
emission electron source) revealed the presence of
the notch in the experimental data, as well. Figure 6
shows modeled and experimental images of an
X-ray mask. In Figure 6 (upper), the modeled notch
structure is apparent and in Figure 6 (lower) it can
be seen that the notch structure (discussed above) is

experimentally resolved. The predicted presence of
the notch through modeling preceded the ability to
resolve the structure.

Interpretation of these data was that the size of
the notch was directly related to the electron beam
impinging on the sidewall of the gold line. This
proved to be highly reproducible and an excellent
place for the automated algorithms to precisely
determine the linewidth (Postek et al., ’89, ’93b).
Although this methodology (with some further work)
could have led to accurate X-ray mask standards, this
lithographic technique went out of favor within the
semiconductor industry because of the difficulty in
manufacturing the fragile X-ray masks and the con-
tinual improvement of optical lithography. The TE
was also found to be useful in the metrology of
Scattering with Angular Limitation Projection Elec-
tron Lithography (SCALPEL) masks (Farrow et al.,
’97; Liddle et al., ’97) which subsequently met a
similar fate. Today, with the need for accurate
nanometrology, this technique may again be valuable.

NIST/Univ. Tennessee Electron Beam Interaction

Workshops

It became apparent in the mid-1990s, that there
was a proliferation of 1D and a few two dimensional
(2D) electron beam Monte Carlo codes being
independently written, but most of them stemmed
from the original X-ray Monte Carlo code. In 1994,

Fig 5. X-ray mask scanning transmitted electron signal (inverted) modeled at 160 points along the scan with various numbers of
electrons per point.
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the first Electron Beam Interaction Workshop was
held, for the first time, at the 1994 SCANNING
meeting. Modelers from around the world partici-
pated to meet and collaborate. At that Workshop,
the participants felt that a modeling round robin
should be started to compare computer code results.
A structure to be modeled was identified and the
experimental verification procedures were defined.
This material was a rudimentary 1 mm step on a si-
licon wafer. The participants met again at the 29th
annual Conference of the Microbeam Analysis So-
ciety where the results were documented and pre-
sented (Postek et al., ’95; Lowney et al., ’95a,b). It
was found that there were differences in the MC
results and the workers began to work collabora-
tively to resolve any differences in these data. This
workshop and its offshoots unified the modeling
community and proved to be critical to the success
of the MC modeling efforts and allowed this method
to progress at a much more rapid pace.

SE Modeling

SEMs typically collect the ‘‘secondary’’ electron
image. Hence, the ultimate goal was, and still is, to

accurately model the ‘‘secondary’’ electron image in
order to accurately determine where the actual edges
to be measured are found in the image. This is a
fundamental research challenge requiring advance-
ments in theory, as well as, instrumentation. It is
known that the ‘‘secondary’’ electron image is a
composite of several contributions: The SE-I com-
ponent of the signal originates at and near to the
location of the interaction of the primary electron
beam on the sample, and depending upon instru-
ment conditions, sample composition and topo-
graphy, the generation of this signal can be from
rather deep in the sample. The SE-II component is
composed of secondary electrons that are generated
by backscattered electrons re-emerging from the
sample. These electrons represent a high portion of
the total signal collected and can originate micro-
meters from the initial point of interaction of the
primary electron beam (Hasselbach et al., ’83). The
SE-III component of the signal originates from in-
teractions of the high energy backscattered electrons
with instrument components within the microscope
chamber. This signal is sufficiently high that a mode
of electron collection called converted secondary
backscattered electron (CBSE) was developed to
exploit it (Moll et al., ’78, ’79). The SE-III signal

Fig 6. Modeled (upper) and real (lower) images of an x-ray mask (left) and inverted line scans in isometric view of the signal
intensity (right) with the notch at the sidewalls clearly discernable.
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component varies significantly with instrument and
final lens design and has been shown to be a major
component of the SEM signal both at high and low
accelerating voltages (Postek et al., ’88). The SE-IV
signal component originates from primary electron
beam interactions and the final lens components,
such as apertures, and in more modern microscopes
that source has been reduced substantially by im-
proved final lens designs. In addition, any BSE
whose trajectory is in direct alignment with the SE
detector is also summed into the total signal.
Therefore, the SE signal is highly complex and is a
composite of a number of contributions (Peters, ’82,
’85). This fact makes accurate MC modeling of the
SE signal highly complex, as well.

The complexity of the SE signal is mirrored by the
slow, but progressive, nature of the MC modeling
efforts. The MC modeling of the secondary electron
signal has evolved a great deal over the years as
greater knowledge about this signal mechanism was
discovered and better experimental procedures to
obtain these data were developed. Joy (’82, ’85)
produced, and made publically available, one of the
initial SE modeling codes. The National Bureau of
Standards/NIST developed the MONSEL series of
programs (Lowney and Marx, ’94; Lowney, ’95a,b,
’96a,b; Villarrubia et al., 2001, 2003) and additional
MC codes such as CASINO became available
(Drouin et al., ’97, 2007; Hovington et al., ’97).

Two-Dimensional Modeling

Inverse Modeling

2D modeling provides MC information in an
easy-to-understand, visual form, and makes visual
comparisons between theory and experiment possi-
ble. More importantly, it makes it feasible to fully

evaluate various image processing and edge detec-
tion algorithms by the use of well-controlled images.
These images can be generated with known types
and amounts of imperfections common in real SEM
images (i.e., beam diameter, noise, blur, astigmatism,
and others). Fortunately, dimensional metrology of
semiconductor lines requires modeling of relatively
simple structures represented in the most important
cases by single or multiple (isolated or dense)
photoresist or polysilicon lines. High speed and
repeatability of the so-called critical dimension (CD)
measurements are essential for efficient production
of integrated circuits (IC). The instruments used for
this work generally are equipped with proprietary
measurement algorithms, and testing these algo-
rithms with modeled data ensures that the para-
meters of interest are being precisely measured.
Generally, the smallest linewidth is the CD, which
corresponds to the gate length, one of the most
important parameters for the millions of transistors
composing modern ICs. Therefore, the better the
instrument measurement parameters are known, the
better the measurements.

2D Monte Carlo modeling in its simplest form
essentially arranges a series of 1D ‘‘X’’ linescans
(Fig. 4) into a 2D matrix by replicating the same
linescan in the ‘‘Y’’ direction. This results in a
digital ‘‘artificial’’ image, which with the addition of
noise and alphanumerics, can appear very similar to
a real SEM image (Fig. 7). As the capabilities of the
computers improved, faster Monte Carlo algo-
rithms were devised and implemented. Soon, it
became feasible to acquire X and Y data for the
entire images of very simple structures. Earlier, in
principle, this was possible, but the calculations
of the required approximately quarter million to
many million data points to obtain a meaningful
SEM image was simply beyond the resources of
most metrologists.

Fig 7. Comparison of SEM images from a (left) CD SEM and a modeled (right) image of dense resist lines. The modeled image
has instrument characteristics such as those described in the text included in the image. SEM, scanning electron microscope.
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Figure 7 demonstrates how similar a MC-modeled
image of dense photoresist lines can resemble an
actual SEM image. The modeled image, as described
in Postek et al. (2002), was created by generating a
high-resolution single ‘‘X’’ linescan in the NIST
MONSEL program. Then many of these ‘‘X’’ line-
scans were replicated as described above to make a
high pixel-resolution artificial SEM image. The in-
itial modeled image (Fig. 7 right) was ‘‘perfect,‘‘ i.e.,
free of noise, blur, astigmatism, etc. A set of
thorough physical measurements of CD-SEM input
parameters was then made, which yielded the
adjustments necessary and input parameters to
convert the ‘‘perfect’’ modeled image into the arti-
ficial micrograph shown image (Fig. 7, right). The
modeled, artificial image is indistinguishable from
the real image the SEM can provide (Fig. 7, left).

In the CD-SEM, the acquired image data (or a
segment of the image data) is typically analyzed
using a manufacturer supplied (and often pro-
prietary) measurement algorithm (i.e., threshold,
regression, etc.). These various edge detection cri-
teria used for present SEM linewidth measurements
are somewhat arbitrary and, at best, are usually not
on a firm theoretical foundation. The MC-generated
artificial images can be used to test the applicability
of these algorithms to the measurement task.
Table I shows the results of the application of several
common algorithms to the measurement of a simu-
lated palladium on silicon line image prepared like as
those described above (Postek et al., 2002). Note
how different the measurement results are between
the different algorithms that have been applied
(variation in pitch measurements can be attributed
to pixel size and induced line edge roughness).
A simulated image is extremely valuable in this
measurement because all the input parameters to the
simulated image are known. Hence, the pitch, line-
width, and space width are accurately known.
A similar discrepancy among width measurements
was demonstrated in the SEM Interlaboratory Study
using experimental data (Postek et al., ’93a). To
accurately determine where, on the intensity profile,
the measurement of width should be made, an
accurate MC model is required. In addition, the
characteristic parameters of laboratory and pro-
duction SEMs vary with the type and manufacturer

of the SEM and its operating conditions. For accu-
rate modeling, all these factors must be taken into
account (Radi et al., 2003).

Over time, the performance of MC modeling has
reached a level such that today it is possible to
generate very convincing-looking two-dimensional
artificial SEM images. Still, it takes a fair amount of
time to run hundreds of millions of electrons
through the calculations, especially if secondary
electron images are used for the measurements.

Model-Based Metrology

As stated earlier, the SEM image is approximately
the convolution of the sample and the excited
volume. Figure 8 schematically illustrates how
Monte Carlo modeling can be used to extract in-
formation from this convolution, with a technique
called ‘‘model-based metrology.’’ In this simple
example, the sample has a rectangular cross-section
(Fig. 8, upper left). However, the recorded image of
the SE signal appears far different because of the
increased generation of SEs as the beam approaches
an edge (Fig. 8, upper right) forming the ‘‘typical’’
SEM image with bright edges. Modeling then
accounts and corrects for the beam size and shape
and the enhanced yield at the corners (Fig. 8, lower
left). The size and shape of that rectangle can then be
deduced from the linescan (Fig. 8, lower right).
Model-based metrology shows that without properly
accounting for the excited volume using modeling, it
is impossible to obtain accurate results, especially
when the excited volume is about the same size as the
desired measurement resolution.

Library Generation

The power of model-based metrology can be
improved and sped up by the use of pre-computed
libraries. This concept has been demonstrated in
many instances and several various software solu-
tions were developed over time. The so-called
inverse scattering method that used commercially
available MC software to generate a library of
linescans and a fast algorithm to find the best
match to the measured linescan was published by
Davidson and Vladár (’99) and Gorelikov et al.TABLE I Comparison of common measurement algorithms

applied to a modeled image

Algorithm Space width (nm) Linewidth (nm)

Peak 109.5 91.2
Threshold 91.7 110.6
Regression 75.6 125.9
Sigmoid 92.9 110.5
Actual 105.8 96.6

Fig 8. Schematic illustration of the steps of model-based
SEM dimensional metrology, as described in the text. SEM,
scanning electron microscope.
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(2005). Villarrubia et al. (2001, 2005) demonstrated
that by using such an approach the precision of CD
measurements could be improved by a factor of 3x,
and information beyond just the width of the line,
such as side wall angles, corner rounding, and fea-
ture height could be calculated with good certainty.

It must be understood that, rigorous MC 1-D
and 2-D modeling must account correctly for many
factors including proximity effects, i.e., for lack or
presence of neighboring structure. When all these
factors are properly applied, a well-developed MC
model can correctly predict the shape of a semi-
conductor line, as shown in Figure 9 and by
Villarrubia et al. (2003).

Modeling of Sample Charging

The majority of samples to be viewed or mea-
sured in an SEM are nonconductive. It is well
known that nonconductive samples under electron
irradiation cannot keep their original electric
potential and ‘‘charge-up.’’ The type of charge
(1 or �) and amount of charge depends on the
sample, the electron beam, and the electro-magnetic
fields around the sample. Even if charge equilibrium
can be achieved, sample charging remains a dynamic
process and slight changes in instrument parameters
can alter the charge balance and result in apparent
charging. Charge modeling is the second component
needed in Path 2 (Fig. 1) discussed above. Charging
is a highly variable part of the measurement process,
and can introduce significant measurement errors.
Davidson and Sullivan (’97), Ko et al. (’98), Fabrizio
et al. (’93), Kotera and Suga (’88) and Grella et al.
(’94) developed MC codes for taking sample char-
ging into account for IC dimensional metrology
applications. Davidson and Sullivan (’97) used the
MC method to determine the amount and nature of
charging under many instrumental conditions and
were able to predict beam deflection of several

nanometers on charging samples. This is consistent
with the early experimental evidence presented by
Postek (’84) on photomasks. Severe charging can
deflect the electron beam to such an extent that it
inhibits any repeatable measurement. Clearly,
coating the sample with a very thin, but conductive
layer of osmium, gold, or carbon can minimize that
problem, but that is not always possible. Another
possibility for charge reduction is the use of a
variable-pressure SEM that in low-pressure gaseous
environment around the sample diminishes the charge
build-up (Postek and Vladár, 2003). In addition, the
application of retarding or accelerating electric fields
around the sample also can reduce the effects of
sample charging. These fields can be readily
incorporated into an MC model; other implementa-
tions are more sophisticated and take into account the
charge conditions within the sample itself. Figure 10
shows trajectories of 100 electrons on a charging
sample of poly(methyl methacrylate) or PMMA
structures on a silicon substrate. Note the curved
trajectories due to the charging (Villarrubia, 2011).

Three-Dimensional Modeling

3D modeling properly accounts for all aspects of
the sample (X, Y, and Z), including dealing with the
corners which are often incorrectly represented
when an X linescan and a Y linescan are summed.
3-D modeling is still in its infancy but early 3-D
modeling has shown encouraging results. Some
early work was published by Radzimksi and Russ
(’95) of 3-D SEM BSE image results. The model was
capable of computing various gold structures on a
silicon substrate and showing the results in a 3D
view, with proximity effect, and varying yields at all

Fig 9. MC-modeled contour of an isolated resist line
overlaid on its cross-sectional image showing the fidelity
that can be obtained with modern MC programs.

Fig 10. NIST JMonsel MC Program calculated the trajectories
of 100 electrons on a charging sample of PMMA structures on
Si substrate. Note the curved trajectories due to charging.
PMMA, poly(methyl methacrylate); MC, Monte Carlo.
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sides. The results are convincing approximations.
But, no experimental measurement comparison was
made available. Other notable early 3D Monte
Carlo-based modeling includes the work of Kotera
et al. (’94) where a silicon sphere was modeled, and
both backscattered and SE images were generated.
The SE detector was modeled above the sample to
simulate an in-lens detector and the BSE detector to
the right, above the sample. The resulting modeling
provided a convincing modeled analog of the actual
structure. Improvements in a 3D code for more
complicated samples and higher speed were pub-
lished by Seeger et al. (2003). Seeger developed
optimized ways for very fast codes and his codes
performed orders of magnitude faster than the rig-
orous NIST MONSEL code.

New MC models for SEM dimension metrology
(Villarrubia et al., 2007) are generally more accurate
than older ones, use the latest understanding of the
fine details of electron–solid-state interaction and
SE generation, and work well on features as small as
30 nm (Villarrubia, 2011). The efforts to make these
programs even more accurate are underway. One
example of the new model is the rigorous, accurate
JMONSEL Monte Carlo simulation modeling
method (Villarrubia, 2011). JMONSEL is a new 3-D
code that can be used for accurate measurements
and for the creation of the images that show
proximity effects in SE generation and collection.
Although JMONSEL can generate images also, it is
inherently much slower than analog simulations
(discussed below) because of the embedded physics
and the number of electrons that must be in-
dividually tracked. But, it is now fast enough to be
implemented in any metrology SEM, including
CD-SEMs. JMONSEL is leading the way to the
ability for accurate, model-based methods to be
incorporated into all dimensional metrology SEMs.

Analog Modeling

Analog instrument characterization modeling is
the third component of Path B as described in the
introduction. This is a combination of the simulated
imaging concept described above and the instru-
ment-modeling concept of DTSA. Analog modeling
uses sophisticated pattern generation and various
instrument parameters to account for factors related
to instrument errors in the imaging and metrology
process. Using the signal transactions on various
sample features of real images or of rigorous MC
calculations, the quality of the match of artificial
images and real ones can be increased. Analog
programs such as ARTIMAGEN (Cizmar et al.,
2007, 2008a,b, 2010) can generate hundreds of high

pixel-resolution SEM images in a matter of minutes.
Essentially any type of sample can be defined, but it
is especially useful and easy to use for semi-
conductor chip and mask patterns. Instrument test
samples such as gold-on-carbon resolution sample
structures can also be modeled. The generated
images closely mimic the noise, contrast and re-
solution, drift, vibration and all other pertinent
parameters of any SEM and allow for properly
optimized measuring plans ensuring the correct in-
strument data will be collected at the highest
throughput. The main advantage of the artificial
image generation is that all the effects are determi-
nistic and thus perfectly repeatable. None of these
effects are either totally repeatable or deterministic
with real SEM images.

Computational SEM through rapid artificial im-
age modeling is gaining importance. It is a useful tool
for the evaluation of imaging and metrology meth-
ods, because the repeatability of real SEMs is limited.
The artificial image generator is capable of modeling
the important instrument and perturbing effects in a
deterministic way. One can a priori choose the drift
function, the magnitude and type of the noise, the
shape, size and charge distribution of the charged
particle beam, etc. The computer-generated artificial
images can be used as input to the imaging and
metrology techniques and the results compared with
the well-known parameters, hence reliably compare
the performance of the various methods. This is im-
possible with the real images, where these effects are
present, but all are unsystematic to some extent and
often even entirely unknown.

Conclusions

Monte Carlo modeling will become an ever in-
creasing component of accurate dimensional me-
trology with the SEM. The modeling software for
SEM metrology will comprise at least three, some-
what distinct components: The first is the input
parameter section, the second and the key part
contains the details of the physics implemented, and
the last component is the visualization of the results.
The form of the input is important for two reasons:
it must be easy to work with, i.e. simple in the way
the sample structures are entered, flexible in setting
up parameter ranges and capable of translating the
structure to be modeled into information that the
second part could work with efficiently. From a
simple text file to a complex 3D representation
including powerful computer-aided design (CAD)
software, the possibilities vary, and their usefulness
depends on a number of characteristics. Those that
allow for intuitive and interactive interface are
superior, especially for 3D work.
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The second part is the computation engine and this
is where various Monte Carlo implementations vary
greatly. The implanted ideas, shortcuts, approxima-
tions, and the physics of the electron and solid-state
interaction will determine the speed, accuracy, and
validity of the results. This is the part where the use-
fulness of the MC program is determined, and this is
the part where X-ray, backscattered and secondary or
TE, or electron-beam-induced current or conductivity
and sample charging implementations vary from each
other. The knowledge about various aspects and
details of how to achieve more accurate results has
grown over time and today’s methods are significantly
better than early programs. Luckily, even simple
improvements such as not following every single pri-
mary electron with its energy and exact location at all
locations within the sample, but calculating only an
overall yield of SEs can provide valuable results in a
shorter time. This has helped early MC applications
and also the implementation of very fast codes that
within a limited set of samples and parameters offer
useful results quickly. But, speed is not free; the price
for fast codes is reduced accuracy. This second part of
the modeling also includes as sub-programs analog or
MC instrument modeling to account for detrimental
instrumental contributions to the data as well as an
integrated charging model.

The third component of the model is an effective
way to display the data. This is now often a separate
(set of) software, and depending on sophistication, it
can be a weakness or quite powerful, especially in
3D modeling. It is very important to get this part
right, because human perception and interpretation
of the results does not work well just by looking at a
large set of numbers. Proper visualization and pre-
sentation is essential part of modeling.

Finally, between each of these three main com-
ponents, a standardized data exchange interface
should be developed and shared so that different
modelers can easily compare their codes by ‘‘plug-
ging-in’’ their particular components. This would
be, in principle, similar to the algorithm checking
with the artificial images described above.

Perhaps, the most important advantage of 1D and
2D modeling is the ability to achieve excellent di-
mensional metrology results, even in the realm of sub-
nanometer measurement resolution, and with much
better repeatability and accuracy than is possible
without modeling. This is especially important in
semiconductor production where it has been esti-
mated that the economic value of reduced dimensions
of ICs is measured in billions of dollars per a single
nanometer (Ausschnitt and Lagus, ’98). Additionally,
SEM image simulation methods allow for better
comparisons of designed and fabricated IC structures
by the analysis of their SEM images, which makes
improved design and better process control possible.
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