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Abstract 

This work describes the design and implementation of an auction system 
using secure multiparty computation techniques. Our aim is to produce a 
system that is practical under actual field constraints on computation, mem­
ory, and communication. The underlying protocol is privacy-preserving, that 
is, the winning bid is determined without information about the losing bids 
leaking to either the auctioneer or other bidders. Practical implementation 
of the protocol is feasible using circuit-based cryptographic proofs along with 
additively homomorphic bit commitment. Moreover, we propose the devel­
opment of a Proof Certificate standard. These certificates convey sufficient 
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peralta@nist.gov (René Peralta) 
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information to recreate the cryptographic proofs and verify them offline. 
Keywords: Discreet Proofs, Multiparty Computation, Online Auctions, 

Zero-Knowledge Protocols, Proof Certificates. 

1. Introduction 

A secure multiparty computation (SMC) is a type of communication pro­
tocol that allows a set of participants to agree on the value of a function 
on private data without disclosing the data itself. A large class of problems 
in e-commerce and e-government can be solved using SMC. Consider the 
following: 

•	 Electing a government official: the private data is each voter’s choice, 
the function that needs to be computed is which candidate has the 
most votes;4 

•	 Awarding a government contract: the private data is each bidder’s 
terms, the function to be computed is which bidder offers the best 
terms; 

•	 Finding common patients in two medical-records databases: the pri­
vate data are patients’s identification information, the function to be 
computed is the set of social security numbers that appear in both 
databases. 

In these examples, SMC is used to protect voter privacy, protect business 
secrets, and comply with the regulations of the Health Insurance Portability 
and Accountability Act of 1996 (HIPAA), respectively. SMC techniques can 
also enforce some rules related to keeping participants honest: e.g., you are 
not allowed to change your vote once you cast it, or you are not allowed to 
lower your bid now that you know you lost. Generic solutions for a large class 
of SMC problems are feasible as far as Computational Complexity Theory is 
concerned; these solutions use polynomial rather than exponential resources 
such as memory and CPU cycles. We are designing practical SMC tech­
niques, i.e., protocols that solve problems such as the above examples under 
actual field constraints on computation, memory, and communication. The 

4In real elections, one often additionally desires the vote tally for each candidate. 
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objectives of SMC can be achieved using discreet cryptographic proofs as 
defined in [7]. 

We use SMC tools to implement sealed-bid auctions. We developed our 
system from scratch, including a service that allows users to synchronize 
computer clocks via the Internet, i.e., the timing of the auction is configured 
based on NIST’s Internet Time Service. 

Interactive and non-interactive proofs have been designed and developed. 
Implementations of both versions are efficient and suitable to real-time ap­
plications. Moreover, we develop the concept of “Proof Certificate”. These 
certificates contain sufficient information to recreate the cryptographic proofs 
and verify them offline. The proofs can thus be posted in a public repository 
without any disclosure of private information. 

The rest of this paper is structured as follows: Section 2 provides a brief 
description of auctions, including a discussion of security properties of sealed-
bid auctions and related work. Section 3 describes the various components of 
our auction design. Also this section identifies the different stages of an auc­
tion and explains the security mechanisms involved at each stage. Section 4 
presents the basic cryptographic concepts that underlie our proposal, includ­
ing bit-commitment and authentication tools. Section 5 discusses comparison 
of two committed numbers as a problem in SMC. The method involves a 
comparison circuit using AND, XOR and NOT gates. The interaction among 
the participants of the auction is explained in detail. 

Section 6 describes discreet proofs and discusses the creation of proof 
certificates. Several models of discreet proofs are described. Section 7 de­
scribes implementation details of the proposal and discusses the computation 
costs of creation and verification of proofs. Our conclusions are reported in 
Section 8. 

2. Online Auctions 

The mathematical theory of auctions has been intensively studied during 
the last six decades. Many game-theoretic models have been proposed. We 
include in this paper only what is needed to explain our proposal. Further 
details about auctions can be found in [27]. 

Auctions can be categorized according to their particular rules of opera­
tion. These rules specify features such as bidding restrictions, event timing, 
information revelation, and pricing and allocation policies. We mainly focus 
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on how bids are submitted and how the final price is determined. We identify 
two different categories of auctions based on these properties: 

•	 Open-cry auctions are auctions in which bids are publicly announced 
to all participants. Also this category is divided into two types of auc­
tions depending on whether the price that is bid increases or decreases 
during the course of the auction. In the English auction the auctioneer 
announces a minimum selling price at the beginning of the auction, 
and the bidders successively increase their bids until no more offers are 
announced. On the other hand, the Dutch auction uses the strategy of 
beginning with a high asking price. The price is lowered until a bidder 
accepts the asking price. 

•	 Sealed-bid auctions differ from open-cry auctions in that bidders se­
cretly submit their bids without necessarily having any information 
about competing bids. This type of auction requires at least two phases 
i) the bidding phase, when bidders submit their offers, and ii) the res­
olution phase, when the winner and the selling price are determined. 
We consider first and second-price auctions. The winner is always the 
person who submits the highest bid. In first-price auctions, the win­
ner pays the price submitted in the bid. In second-price auctions, the 
winner pays the amount offered in the second-highest bid. 

In the next section, we describe desired properties that a sealed-bid auc­
tion must achieve. 

2.1. Security Requirements of Sealed-Bid Auctions 

Studies of sealed-bid auctions impose various requirements on the pro­
cess, or increase the relevance of a particular requirement over others. As 
suggested in [32], it is good practice to establish basic security properties in 
order to frame the discussion on different auction models. Basic properties 
are those properties that the ma jority of studies have agreed on: correctness, 
confidentiality and fairness. Other desired properties are discussed below. 

[8] points out the importance of minimization of trust in one party, partic­
ularly the auctioneer. In general, the auctioneer can play the role of a bidder 
or can collude with a bidder to attempt to help that bidder win the auction. 
In our work, we need not trust the auctioneer because no information about 
the bids is disclosed, even at the end of the auction. 
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[20, 25, 48] include performance as a desirable property. Usually, there 
is a trade-off between security and performance. Several proposed crypto­
graphic primitives decrease the performance of a system and affect its us­
ability in other ways. Therefore a balance between security, functionality, 
and performance must be achieved. For example, [29] bases the security 
of the sealed-bid auction system on oblivious transfer. Their technique re­
quires the preprocessing of a large amount of information. To address this 
inconvenience, [29] proposes sending the information stored on a magnetic 
medium before each auction starts. Although, the cryptographic designs of 
the protocol fulfill the security requirements, implementation of the process 
is considered impractical and it can directly affect the security of the entire 
system. Detailed information on the performance of our system can be found 
in section 7. 

Non-repudiation is also considered a desirable property in [20, 48]. This 
property can be achieved if the submitted bid is directly associated with 
the identity of the bidder or indirectly linked to some identity information 
for the bidder such as a token. Our proposal is based on the application 
of asymmetric cryptography and bit-commitment protocols; therefore, the 
objective of non-repudiation can be achieved. The inclusion of the security 
objective of anonymity in our proposal requires only a slight modification of 
our design. 

The security objective of verifiability is discussed in [25, 30, 32]. The 
authors define this as all participating parties being able to check the source 
and completion of a bid. [48] describes a specific aspect of verifiability named 
validity of the successful bid, which occurs when the successful bid is the 
highest among all the bids. This property implies that the winning bid is 
compared with all of the bids submitted and that the comparison of bids 
is realized without disclosing information about the bids submitted by the 
losing bidders. This property is the cornerstone of our proposal. The auction 
security mechanism has been designed taking into consideration that the 
verification process can be easily executed in any place, and that it does 
not necessarily have to be executed by any particular party to the auction. 
Therefore the proof becomes ubiquitous, and it is possible to post the proof in 
a public repository without suffering any security exposure; also it is possible 
to audit the outcome of the auction at a later date. The design of the proof 
certificate (section 6.1) is driven by ubiquitous verification of the auction 
with minimal disclosure of information. 

We consider an auction to be fair if it is symmetric. This means that all 
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the bidders have access to the same information during the bidding phase 
(basically the setup information); if one bidder has more information about 
the auction than others, the auction will become asymmetric. Furthermore, 
the auction organization must continue to preserve the symmetric property 
of the auction process, so that only minimal information is disclosed after 
the resolution stage. Exactly what “minimal” means depends on the kind 
of auction (first-price or second-price auction) and whether the identity, bid, 
and price paid by the winning bidder is deemed to be public knowledge. 

2.2. Related Work 

The design of secure auctions has been an actively researched topic since 
the 1990s. This was stimulated by the 1994 decision of the Federal Commu­
nications Commission (FCC) to allocate licenses for electronic spectrum via 
competitive auctions. As of 2011, there are over a hundred published papers 
on auctions. It is not possible to do justice to all these works here. We limit 
ourselves to mentioning a few representative papers, roughly corresponding 
to an ad-hoc classification of techniques. We also restrict our discussion 
to single-good auctions. The important work on combinatorial auctions is 
outside the scope of this paper. 

[16] was an early effort to accomplish the basic requirements of online 
auctions. The work is based on a cryptographic primitive developed by the 
researchers and named verifiable signature sharing. This primitive enables 
the holder of a signed message to share the signature among a group of users. 
Only the members of the group can reconstruct the signature, even if some 
of the group members are faulty. The main drawback of this approach is 
that all the bids are opened at the end of the bidding period. A more recent 
paper, [31], proposes a protocol in which only the auctioneer learns the values 
of losing bids. 

Our work belongs to the class of protocols in which neither the auctioneer 
nor the bidders learn the value of losing bids.5 This class can be further 
divided into sub-classes as follows: 

•	 Protocols that do not use an auctioneer. That is, the bidders decide 
among themselves who has committed to the highest bid. In this model, 

5This is not quite true of second-price auctions. In this case, the second highest bid is 
the selling price and thus must be revealed at least to the auctioneer. We do not concern 
ourselves with this issue here. 
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an auction is an instance of a generic SMC problem. In principle, 
generic SMC solutions apply. For an auction-specific proposal, see [9]. 

•	 Protocols that use one auctioneer only. The work presented here be­
longs to this class. See also [4, 38, 43]. 

•	 Protocols that split the auctioneer role into two or more agents which 
are assumed not to collude. This is by far the largest class in this 
classification. Results in this model have various trust models, privacy 
goals, and computational complexity assumptions [1, 20, 21, 26, 29, 30, 
36]. 

Since the main operation in our chosen problem is zero-knowledge integer 
comparison, it is fair to ask why we do not use techniques based on Schnorr’s 
protocol [39]. These techniques have been shown to yield very efficient zero-
knowledge proofs for integer comparison. The answer is that real auctions, as 
well as other e-commerce and e-government applications, are quite complex. 
They typically involve evaluation of arbitrary predicates on encrypted data. 
Discreet proofs based on circuit methods are, in general, the best way we 
know how to do this. Thus, as a proof of concept, this work is aimed at 
providing evidence of the feasibility of practical privacy-preserving solutions 
to real problems in the online world. 

3. Design of a Sealed-Bid Auction System 

A secure auction system requires the design and deployment of a number 
of online services. Some of these services are described below. A simplified 
version of the system is depicted in figure 1. We use the ob ject model and 
data flow diagram for a generic auction application that appears in [23]. 

Randomness Service Cryptography would be impossible without random 
numbers. [17] provides a good explanation of the role of randomness in 
cryptographic functions. Moreover, several cryptographic systems are 
theoretically designed assuming access to a shared source of random 
numbers. Cryptographers refer to this model of computation as the 
“random oracle model”. Some security vulnerabilities are caused by 
incorrect implementation or improper use of a random number source 
(see [18, 21, 22]). 
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Figure 1: The online environment 

There is currently no standard for an online source of shared random­
ness. We support the creation of a service such as the one outlined in 
[15]. This service would generate random numbers following the ba­
sic recommendations of [12, 35] as well as NIST’s Special Publication 
SP800-90 ([3]). Based on the fundamentals of Service Oriented Archi­
tecture (SOA) [14], the proposed service would provide certified and 
time-stamped random numbers. 

Time Service The timing of the different auction steps has a significant 
influence on the performance of the system. Usually, the bid events 
are asynchronous and controlled by participants, but other steps are 
synchronous and are controlled by the auctioneer. This means we need 
a trustworthy time source for synchronization. [45] explores in detail 
the real-time issues of online auctions. 

In our work, when the server and the protocol have not been specifically 
deployed to provide real-time services, we make use of the standard time 
service provided by NIST6. There are three protocol standards available 
to access time information. The standards for the Time Protocol [34] 

6The service can be reached at http://www.nist.gov/pml/div688/grp40/its.cfm. Avail­
able time servers are listed at http://tf.nist.gov/tf-cgi/servers.cgi. 
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and the Daytime Protocol [33] provide very basic and efficient services. 
However, they are insufficient for our application, as the specifications 
do not include support to time certification mechanisms. The Network 
Time Protocol (NTP) [28] improves upon the previous standards and 
includes security properties. Therefore, NTP was the selected option. 

Public-Key Service Our proposal is based on public-key cryptography; 
this means that each bidder uses a specific pair of keys (a public key 
and a private key) to submit an encrypted bid. Asymmetric cryp­
tography requires a certification authority infrastructure. These trust 
authorities link the public key to the identity of the user. Numerous 
certification solutions have been proposed and mainly differ in the trust 
model, hierarchical or anarchical, and the data structure of the certifi­
cate. In our case, following the standards, a root node of a Public-Key 
Infrastructure (PKI) has been implemented. 

Bulletin Board The previously detailed services are related to security 
properties. The bulletin board is a service that fulfills the requirements 
of the auction system. It is a trustworthy repository where all the data 
concerned with the auction is made public. It provides the bidders with 
access to all the shared information generated in the auction. 

The bulletin board has a close relationship with the time service, be­
cause much of the information that is submitted must be time-stamped. 
For example, the encrypted bids must be included in the bulletin board 
before the bidding stage of the auction ends. The user who does not 
submit information before the end of the bidding phase is not consid­
ered a bidder and can not participate in the following stages. Moreover 
the encrypted bid is used as input to the comparison of bids function. 
The discreet proofs generated are also published in the bulletin board. 

3.1. Stages of the Auction 

Although an auction is usually performed in two phases, the bidding 
and the resolution phase, we decided to split these phases to emphasize the 
importance of the security procedures in the auction. The proposed auction 
system is composed of the following five stages: 

Setup The auctioneer establishes the configuration parameters of the auc­
tion and sends all the data to the user after the authentication process. 
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There are two parameters relating to the auction and two more regard­
ing to the security algorithms.
 

The auction parameters are:
 

•	 Price interval: The bottom (T1) and top (T2) valid amounts and 
the bid increment amount (S) are established. This information is 
used to optimize the input of the comparison function, reducing 
the necessary bits. Valid bids are in the integer set {T 1 + iS | 0 ≤ 
i ≤ (T 2 − T 1)/S}. A bid of T 1 + iS is represented by the value i. 

•	 Auction duration: The auction organization determines the end 
of the bidding process. After this point, no more bids are allowed 
and the security protocols begin to transmit the related security 
information. 

The security parameters are: 

•	 Alpha (α): This parameter determines the security of the cryp­
tographic proofs. High values of α mean more security (at the 
cost of more computation and communication). It is necessary 
to configure the correct security parameter based on the resource 
constraints and security needs of the system. The security of the 
system is 1 − 2−α . Setting α = 20 yields approximately 99.9999% 
security. 

•	 Matrix Method: If this option is selected a random Boolean ma­
trix is used to reduce the length of the cryptographic proofs. A 
detailed description of the creation and verification process of dis­
creet proofs using the matrix can be found in section 6.5. 

Bidding After configuration of the auction parameters, the users can au­
thenticate themselves and become bidders. Two authentication meth­
ods have been deployed. The basic method is password-based, although 
the password is not sent directly; it is preprocessed using a hash func­
tion. A man-in-the-middle attack could be successful if a secure channel 
were not established. The advanced authentication method we imple­
mented is based on the Quadratic Residuosity Assumption (QRA). It 
makes use of the bidder’s cryptographic keys and the trusted random­
ness service. Examples of authentication protocols based on the QRA 
can be found in [10, 41]. 
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The authenticated user becomes a bidder by sending an encrypted
 
bid to the auctioneer. The bid is encrypted bit-by-bit using a bit-
commitment protocol. This primitive is explained in detail in sec­
tion 4.1). 

Time up At this point the bidding process is stopped and the determination 
and verification stages are executed. It is important that the clocks of 
the server and the bidder are synchronized to avoid any situations that 
might result in disputes. The NIST standard time server is used for 
this purpose. 

Winner and Selling Price Determination We implemented two sealed-
bid models, first-price and second-price (Vickrey) auctions [44]. The 
main difference between them is that in first-price auctions, the win­
ner and the selling price are determined in only one round; the Vickrey 
auction requires two rounds. Additionally, our second-price auction im­
plementation reveals the identity and bid of the second highest bidder 
to the auctioneer. Preventing this release of information is possible in 
theory, but at a considerable increase in the complexity of the protocol. 

Each round of the winner and sell-price determination stage is based 
on a polling method. The server asks the bidders about a range of 
prices and the bidders send either an affirmative or a negative response. 
Starting with the top price T2, and using the step size as the decrement 
value, the auctioneer polls the bidders. This continues until one or 
more bidders states that his/her bid matches the current value. At this 
point, the corresponding bidder opens his/her bid for public inspection. 
That is, the bidder executes the revealing stage of the bit-commitment 
protocol (section 4.1, step 4.1). That bidder is declared the winner if 
the bit-commitment verification process is successful. If so, the process 
to determine the selling price can start. If not, the bidder is cheating 
and the process to determine the winner continues without the cheating 
bidder. In case a tie occurs, the Vickrey auction is converted to a first 
price auction; the winner is the user who submitted the highest bid 
first. Immediately after the completion of the winner determination 
stage, the price determination is executed. 

Proof Publication and Verification Only the highest (and, in the Vick­
rey auction implementation, the second highest) bids are opened in the 
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previous stage. Since the remaining bids are not opened, it is neces­
sary for those bids to be verified as indeed being lower than the highest 
(or second highest) bid. This is accomplished through all participants 
publishing appropriate proof certificates. The definition and contents 
of the proof certificates, as well as their construction and verification, 
are discussed in detail in section 6. Basically, the bidders publish just 
enough data to reconstruct integer comparison circuits and perform the 
verification of the AND gates, inputs and outputs, without revealing 
their bids. 

4. Security Basics 

The security of the auction is based on several cryptographic techniques 
and primitives. These definitions can be commonly found in the crypto­
graphic literature, but we have included brief descriptions here to foster a 
better understanding of the protocol. For a further discussion on these con­
cepts see [42] . 

Definition Blum Integer : An integer is a Blum integer if N = pq where p, q 
are distinct primes congruent to 3 modulo 4. 

Definition Quadratic Residue : Let N be an integer. The set of integers 
which are mutually prime with N is denoted by Z∗ a ∈ ZN 

∗ 
N . is said to be 

a quadratic residue modulo n, if there exists an x ∈ Z∗ such that x2 ≡ aN 

(mod N). If no such x exists, then a is called a quadratic non-residue modulo 
N . The set of all quadratic residues modulo N is denoted by QN and the set 

¯of all quadratic non-residues is denoted by QN . 

Definition Jacobi symbol : Let N = pq be a Blum integer. The Jacobi 
symbol is defined by ⎧ ⎪⎨  0 if x  ∈ Z∗ 

N x 
= 1 if x ∈ Z∗ 

NJ
 and (x
(p−1)/2 mod p) = (x(q−1)/2 mod q)
N
 ⎪⎩
−1 if x ∈ Z∗ and (x(p−1)/2 mod p) = ( x(q−1)/2 mod q)N 

Using the law of quadratic reciprocity, the Jacobi symbol can be efficiently 
calculated without knowing the factorization of N (see any book on number 
theory, e.g., [2]). The QRA states that there exists no efficient algorithm that 
can guess, with better than negligible advantage, whether a random x ∈ Z∗ 

N 

with Jacobi symbol 1 is or is not a quadratic residue. 
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4.1. Bit-Commitment Protocol 

A bit-commitment protocol consists of two stages: 

•	 The commit stage: Alice (whose identity is defined by her public Blum 
Integer NA) has a bit b to which she wishes to commit to Bob. She 
and Bob exchange messages. At the end of this stage Bob has some 
information that represents b. At this point, Bob cannot view the 
actual bit, but Alice can no longer change it. 

•	 The revealing stage: at the end of which Bob knows b. 

There are many types of bit-commitment protocols. In this work we 
use the QRA as the underlying mathematics. To commit to the n-tuple 
B = (b0, . . . , bn−1), we proceed as follows: 

•	 Commitment Stage: 

For each bi Alice picks a random number ri ∈ Z∗ . Alice sends to Bob NA 

the resultant commitment tuple, CB = (c0, . . . , cn−1), where  
ri 
2 mod NA if bi = 0 
2ci = −(ri ) mod NA if bi = 1 

Therefore all bit-commitments satisfy:  
0 if ci ∈ QNAbi = 1 if ci  ∈ QNA 

•	 Reveal Stage: 

If Alice created the commitments herself, then she may store the values 
ri. Revealing them opens the commitments. In our protocol, however, 
Alice will need to “open” commitments for which she does not have the 
ris. In this case, she can use the trapdoor information p, q to compute 
ris as follows:  √ 

ci if ci = 0 
= √ri NA − ci if ci = 1 
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√ 
((p−1)(q−1)+4)/8 mod NA.where x = x

Bob can then obtain the committed values (b0, . . . , bn−1), where each 
bi is calculated as follows: ⎧ ⎨ 0 if ri 

2 = ci mod NA 

bi = 1 if ri 
2 = −ci mod NA⎩ 

error otherwise 

5. Practical Secure Multiparty Computation 

Yao’s Millionaires Problem [47] can be considered the starting point of 
Secure Multiparty Computation (SMC). Today SMC is still a very active 
field of research, although practical applications have been slow to appear. 
The application reported in [5, 11] is of particular importance: SMC was 
used to calculate the equilibrium price of sugar beet in Denmark, without 
producers and buyers having to disclose their supply and demand curves. 

We use SMC techniques to fulfill the requirements of a sealed bid auction. 
The aim of SMC is to enable a set of players to compute target predicates on 
the private information of all without disclosing information not implied by 
the target predicates. The design of SMC must maintain privacy and correct­
ness requirements even if the system is under attack by an external entity 
(“the adversary”) and/or by a subset of malicious players (“the colluding 
players”). 

We ensure privacy of losing bids by using several cryptographic tools. Ini­
tially, the bit-commitment protocol is used to commit to bids. The encrypted 
bids are then used as input, along with the selling price of the auction, to an 
integer comparison circuit. SMC is used to evaluate the output of the circuit 
without revealing the inputs (see section 5.1). 

A homomorphic property of our chosen bit-commitment implementation 
makes it possible to spread encrypted values along linear components of 
the circuit without jeopardizing the privacy of the information (non-linear 
components require special treatment). Once committed values for all wires 
in the circuit are calculated, the discreet proofs defined in section 6 are used 
to keep everybody honest. 

5.1. Circuit showing that a committed secret number is smaller than a given 
number 

Given two n-bit numbers X = (xn−1, . . . , x1, x0) and S = (sn−1, . . . , s1, s0), 
we construct a circuit for the predicate S ≥ X. There are many ways to 
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compute this predicate. Because we use a bit-commitment primitive that is 
additively homomorphic, we design a circuit that contains as few AND gates 
as possible. 

Let A = 2n + S − X with binary representation (an, an−1, . . . , a1, a0). 
Then an is 1 if and only if S ≥ X. Now, 

(S ≥ X) ⇔ (X − S ≤ 0) ⇔ (X + (2n − 1) − S < 2n) ⇔ (X + S̄ < 2n). 

I.e., S ≥ X if and only if addition of X and the complement of S yields 
a carry-in of 0 at the nth position. A full-adder typically uses at least two 
non-linear gates to compute the carry-in bit ck = M ajority(s̄k−1, ck−1, xk−1) 
at position k. The following recurrence uses only one non-linear gate: 

ck = ((s̄k−1 ⊕ ck−1) ∧ (xk−1 ⊕ ck−1)) ⊕ ck−1 (0 < k ≤ n) 

c0 = 0 

Thus, our integer comparison circuit uses n AND gates. It can be shown 
that this is optimal for two numbers that are in committed form. 

5.2. Timeline of the Interaction with the Circuit 

The comparison circuit defined in the previous section can be simplified 
after the selling price is determined. The timeline in figure 2 shows the main 
actions related to the comparison circuit. We now describe each event in the 
timeline. 

t0

Bid Blobs Time up Sell Price Reduction
And  

Commitment
Output

Verification
Proof

Certificate Verification

t1 t2 t3 t4 t5 t6 t7 t8

Figure 2: Timeline of the actions related to the comparison circuit 

t0 Bidders compute commitment values for their bids. 

t1 The bit-commitments computed at time t0 are posted on the bulletin 
board. 

t2 The bidding phase ends. 
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t3 The selling price S is established (the process is explained in section 3). 
The binary representation of S is assigned to the selling price inputs in 
the circuit. 

t4 The reduction process is performed (see section 5.3). At this point, the 
final configuration of each prover’s comparison circuit is established. 
The resulting circuit is the same for all the bidders because the proce­
dures and data used (sell price) to transform the circuit are public and 
they do not depend on the bidders’ data. 

t5 Bidders compute and post commitment values for the outputs of AN D 
gates in the circuit. The cryptosystem chosen has homomorphic prop­
erties in the sense that if c0, c1 are the encryptions of bits m0, m1, 
then c0 · c1 mod N will be an encryption of m0 ⊕ m1, and (−c0) mod N 
will be an encryption of ¬m0. This means that commitments to the 
inputs and outputs of all N OT and X OR gates can be calculated by 
any agent that has access to the bulletin board. Thus, all players can 
now compute commitments to inputs and outputs of all gates for all 
bidders. In particular, the commitments to the outputs of the circuits 
are now known by all. 

t6 Let the commitment to the output of prover A’s circuit be XA. If XA 

encodes a 0 then A posts a square root of XA modulo NA. If it encodes 
a 1 then A posts a square root of −XA modulo NA. 

t7 Bidders produce cryptographic proofs according to the system configura­
tion and post the discreet proof certificates. 

t8 Any participant can choose to verify the correctness of the comparison 
function of any bidder using the circuit established at t4, the commit­
ments posted at t5, and the proof certificate posted at t7. 

5.3. Reducing the comparison circuit 

After the sell price has been determined, there are three types of gates in 
the circuit: 

Indeterminate None of the input of the gate has a binary value assigned. 

Assigned Both inputs of the gate have binary values assigned. 
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Hybrid In this case, one input of the circuit has a binary value assigned 
and the other one has no assigned binary value. 

The indeterminate gates can not be modified. Only the assigned and 
hybrid gates are reduced. This process erases some gates, thereby simplifying 
the circuit. Elimination of AN D gates also cause communication costs to be 
reduced. 

For assigned gates, the binary output is set and the gate is eliminated 
from the circuit. Hybrid gates are processed as shown in figure 3. The reduc­
tion process requires no communication among participants. The resulting 
circuits are known to all. 

XOR AND

Output = I

(a)

(b)

(c)

(d)

11

0

Output

OutputOutput

I2 I2

I2

2

Output

Output

I2

I20

Output = I2

Output = 0

Figure 3: AND and XOR reductions 

6. Discreet Proofs 

Discreet proofs were introduced in [6, 7]. They can be thought of as 
a type of zero-knowledge proof [19]. Denote by x̂ the Boolean value of a 
commitment x. Given QRA commitments (a, b, c), a discreet proof shows 
that â AN D b̂ = ĉ. This is done for each AND gate in the circuit. There are 
several ways to implement a discreet proof. A discussion of the importance 
of adding a distributed character to the proofs is included in this section. 
Several proof models are explained, including the advantages and drawbacks 
of each model in several application domains. 
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6.1. Discreet Proof Certificates 
The gap between theoretical cryptography and software implementations 

is significant. Part of the reason for this is that the adoption of a new 
cryptographic primitive usually requires the creation of associated support 
mechanisms. Occasionally this is understood at the time the primitive is 
conceived, but the opposite is often the case. 

Public-key cryptography is an example where the auxiliary mechanisms 
played a very important role in the implementation of the technology. Al­
though the mathematics was invented by the end of the 1970s, more than 
thirty years later there are still important deployment issues being debated. 
One of these issues relates to the mechanisms by which cryptographic keys 
are distributed and linked to users’ identities. The development of public-
key and identity certificates to address this issue gave birth to new research 
topics, such as trust management, and the proposed use of several models of 
certificates. Each model of a certificate has its own structure and language 
to determine how the values are stored. 

Representation and transport mechanisms should be designed that en­
able the verification process to be ubiquitous, atemporal, and platform-
independent. This would have an additional advantage: the transition from 
a simple prover-verifier system to a system involving full or partial delegation 
of the verification step. This could be accomplished by the creation of a new 
type of certificate which we call Proof Certificate. A solution based on XML, 
analogous to identity certificates, would facilitate the integration of discreet 
proofs in software. 

As of 2011, there are three commercial products involving variants of 
zero-knowledge proofs that are getting close to deployment. These are Mi­
crosoft’s U-Prove, IBM’s Identity Mixer, and Intel’s EPID. Additionally, 
working groups two and five of ISO/IEC JTC1 SC27 are engaged in stan­
dardization work on anonymous authentication and group signatures [37]. 
The structure of our “proof certificates” should be compatible with these 
technologies. 

6.2. Constructing commitments from public random numbers 
In an implementation in which the public randomness service simply posts 

random numbers in a bulletin board (say, every minute). The communication 
cost of issuing commitments modulo N can be brought down to 1 bit per 
commitment provided the issuer knows the factorization of N . The method 
below is losely based on the techniques appearing in [6, 7]. 
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Denote by β the smallest positive integer such that J(β /N ) = −1, where 
N is the prover’s public key.7 We denote by n the length of N in bits. The 
prover requests a time-stamped and certified string R of random bits from the 
Randomness Service. Next we explain how the prover can use R to construct 
a sequence of bit commitments simply by concatenating a string of bits to it 
(one bit per commitment). 

Denote by ui the number in ZN defined by the ith block of n bits in 
R. Let vi be defined as follows: if J(ui/N ) = 1 then vi = ui, otherwise 
vi = ui · β mod N . Thus the vis are random numbers modulo N , all with 
Jacobi symbol 1. The prover uses each vi to construct a commitment wi to 
a chosen Boolean value zi as follows: if vi already commits to zi then the 
Prover writes ‘0’, in which case wi is just vi. Otherwise the prover writes ‘1’, 
in which case wi is defined as (−zi) mod N . 

6.3. Interactive proof for one AN D gate 

Recall the notation x̂ for the Boolean value of a commitment x. Given 
QRA commitments (a, b, c), an interactive proof that â AN D b̂ = ĉ is as 
follows. Recall that, given two commitments x, y, a zero-knowledge proof 
that x̂ = ŷ is simply a modular square root of x · y mod N . 

1. The prover sends, in random order, a set of three commitments {u, v, w}, 
two of which encode the same Boolean values as (a, b), and the third 
encodes the value 0. We call these commitments auxiliary triples for 
the AN D gate. 

2. The verifier challenges with either 1 or 0. 
3. If the challenge is 0, the prover opens one of {u, v, w} to show it is a 0, 

and then shows the correspondence between {a, b} and the other two 
(e.g., if ( ̂u, ̂ w) = (ˆ a) the prover sends modular square roots of v, ˆ b, 0, ̂ 

u · b, v, and w · a).
 

4. If the	 challenge is 1, the prover shows that two commitments from 
{u, v, w} encode ĉ. (If all three commitments encode ĉ then the prover 
selects any two.) 

7Half the numbers modulo N have Jacobi symbol -1. If this was a theoretical paper we 
would be concerned with the fact that the smallest such number need not be polynomial 
in the size of N . This is not a practical concern here. If it was, then we could either 
invoque the Extended Riemann Hypothesis or simply make β part of the public key as 
published by the prover. 
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6.4. Non-interactive proof of circuit satisfiability 

In section 6.2 we saw how public randomness can be used to construct 
commitments at a communication cost of one bit per commitment. For 
auctions, we require that each bidder commits to the bits of his/her bid. 
These bids are the inputs to the circuit defined in section 5.1. Additionally, 
provers must 

•	 commit to the output value of each AN D gate in the circuit; 

•	 for each AN D gate, commit to auxiliary triples, as defined in section 
6.3. The number, per AN D gate, of such triples is discussed in section 
6.6. 

Once the sale price has been determined, the losing bidders must show 
that their bid was below the sale price (i.e., that the output of the corre­
sponding circuit is 1). This is done as follows: 

•	 the circuit is reduced as explained in section 5.3; 

•	 for each remaining AND gate, the proof of section 6.3, is performed as 
follows: 

–	 the auxiliary triples are read from the initial commitment phase; 

–	 the challenges are read (one challenge per auxiliary triple) from a 
fresh posting of random bits of the randomness server. 

Thus the final proof requires no interaction from the verifier. All the infor­
mation necessary to construct the proof certificates is on the public bulletin 
board. Verification of the proof certificates involves 

•	 verification of time-stamps and signatures on the random numbers is­
sued by the randomness server; 

•	 verification of modular square roots as defined in section 6.3. 

and possibly other entries of the proof certificates such as identity tokens, 
eligibility certificates, etc. 
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6.5. Amortization technique 

The last step of the proof in section 6.3 is simply to post modular square 
roots of commitments (thereby proving they all encode 0). Thus, one can 
think of the techniques in sections 6.3 and 6.4 as a reduction of the assertion 
“the output of this circuit is 1” to the assertion “this set of commitments all 
encode 0”. 

A technique for proving that a vector of k commitments commits to all 
zeros is simply to take a random subset of the commitments, multiply them 
together, and disclose a square root of the product. If the vector contains 
one or more quadratic non-residues (i.e., one or more commitments are to 1) 
the probability that the product of a random subset is a non-residue is 1/2. 
This probability is independent of k, and thus independent of the number of 
AN D gates in the circuit. 

We can now describe the complete proof we have implemented. The 
values k1 and k2 are security parameters. 

1. The trusted randomness server posts random string R1. 
2. Bidders commit to their bids using R1. 
3. Sell price S is determined (this defines the reduced circuit C). 
4. Each losing bidder uses R1 to commit to 

•	 inputs and outputs of each AN D gate in C; 

•	 k1 groups of three auxiliary values for each AN D gate in C; 

5. Each losing bidder opens the commitment at the output of C (it must 
open to the value 1). 

6. The trusted randomness server posts random string R2. 
7.	 R2 is used as the challenge bits in the proof of section 6.3. However, 

no commitments are opened at this stage. Instead the proof is used 
to generate between 2ω and 3ω quadratic residues (i.e., commitments 
to 0), where ω is the number of AN D gates in C. Denote by TA the 
vector of quadratic residues generated by the losing bidder A in this 
step. Denote by λA the number of elements of TA. 

8. The trusted randomness server posts random string R3. R3 is used to 
construct a k2 × λ binary matrix M , where λ = maxA λA. 

9. Each losing bidder A reveals modular square roots for each of the num­
bers in MA · TA mod NA, where MA is a k2 × λA submatrix of M . 
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In the above description, R1, R2, R3 and C are common to all losing bidders. 
The vector TA and modulus NA are different for each losing bidder. The 
matrix M can be considered common to all bidders if we define it to be 
of dimension k2 × 3k1ω and each bidder uses a submatrix for his/her proof 
certificate. 

6.6. Security level 

If a bid BA is larger than the selling price S, a valid but incorrect proof 
certificate (that BA < S ) can be constructed only if 

1.	 all elements of TA commit to 0; or 
2.	 all elements of MA · TA commit to 0 even though at least one element 

of TA commits to 1. 

The probability of the first event is at most (1/2)k1 . The probability 
of the second event, is at most (1/2)k2 . Thus the probability that a false 
proof certificate can be constructed is at most (1/2)k1 + (1/2)k2 . Letting 
k1 = k2 = α + 1 yields an upper bound of (1/2)α . 

7.	 Implementation Details 

A prototype of our proposal has been implemented using Java technol­
ogy. Open source Java libraries were utilized. These included the following: 
Derby8 for SQL database support; iT ext9 for storing the cryptographic in­
formation in a portable format document such as PDF; jGraph10, which is 
a graphic library we used for drawing circuits; and Barcode4J11, which we 
used to visually depict large numbers. 

The system makes intense use of the Jacobi symbol calculation. Since the 
Jacobi symbol algorithm is not included in the standard Java distribution, 
we implemented different algorithms and compared their performance using 
the “big number” implementation of Java. The work [13] selects and com­
pares three algorithms: Williams [46], Lesbegue [24] and Modified Binary 
[40]. Asymptotically, the Modified Binary method is the fastest of the three. 

8http://db.apache.org/derby/ 
9http://www.lowagie.com/iText/ 

10http://www.jgraph.com/ 
11http://barcode4j.sourceforge.net/ 
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However, the fastest algorithm in our implementation turned out to be the 
Williams method. 

The main objective of our deployment phase was to show we could do 
this with low bandwidth and low computation time. Our measurements 
show that, for a security parameter of α around 10, proof creation was about 
14 times more costly than proof verification (for a single AND gate). Sev­
eral tests were developed to determine how computationally heavy the proof 
creation process is. Figure 4 shows computation time (as a function of the 
number of AN D gates in the circuit and of the security parameter α) for a 
key size of 1024 bits. The depicted values are for an implementation that 
issued individual proofs for each AND gate (i.e., did not use the amortization 
method of section 6.5). 

On the other hand, if we opt for using Matrix Method the computation 
times are reduced considerably. Figure 5 shows the obtained value in a test 
using a circuit with 20 gates, 1024 key-length and different values of α be­
tween an interval of 1 and 100 by steps of 10. If we focus on the more 
costly situation (α = 100, and gates = 20), the regular method consumes 
153,675 milliseconds whereas the matrix method only needs 38,954 millisec­
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onds. Therefore the matrix method reduces the computation load by a factor 
of four. 

8. Conclusions 

A secure sealed-bid auction was implemented using Java and a source of 
public randomness. Using techniques from secure multiparty computation, 
the winning bid can be found without opening the losing bids. At the end of 
the auction, each bidder produces a proof certificate that can be published 
and non-interactively verified using the bidder’s public key. The proof cer­
tificates are non-forgeable and give all the participants access to the results 
of the auction. 

Figures 6 and 7 illustrate the user interface of the auction software. The 
client was developed using Applet technology and it can be executed on 
any enabled browser. Two server prototypes were deployed in addition to 
the auctioneer server: a Key Repository for managing identities and the 
Randomness Server. 
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Figure 6: Screenshot of the Bidder Applet 

Figure 7: Screenshot of the Auctioneer Server 
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