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For the past 6 years, personnel from the National Institute of Standards and Technology (NIST)

have served as the independent evaluation team for two major Defense Advanced Research

Projects Agency (DARPA) programs. DARPA ASSIST (Advanced Soldier Sensor Information

System and Technology) is an advanced technology research and development program whose

objective is to exploit soldier-worn sensors to augment a soldier’s situational awareness, mission

recall, and reporting capability in order to enhance situational knowledge during and following

military operations. TRANSTAC (Spoken Language Communication and Translation System

for Tactical Use) is another DARPA program, whose goal is to demonstrate capabilities for rapidly

developing and fielding free-form, two-way speech-to-speech translation systems that enable

English- and foreign-language speakers to communicate with one another in real-world tactical

situations where an interpreter is unavailable. Both of these efforts are concluding, so this article

focuses on overall lessons learned in evaluating these types of technologies.
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O
ver the past 6 years, the National
Institute of Standards and Technol-
ogy (NIST) has served as the inde-
pendent evaluation team for two
Defense Advanced Research Projects

Agency (DARPA) efforts. The first effort, called
ASSIST (Advanced Soldier Sensor Information Sys-
tem and Technology), has the objective of exploiting
soldier-worn sensors to augment a soldier’s situational
awareness, mission recall, and reporting capability in
order to enhance situational knowledge during and
following military operations. The second program,
called TRANSTAC (Spoken Language Communica-
tion and Translation System for Tactical Use), has the
objective of rapidly developing and fielding free-form,
two-way speech-to-speech translation systems that
enable English- and foreign-language speakers to
communicate with one another in real-world tactical
situations where an interpreter is unavailable. Between
these two efforts, NIST has orchestrated 13 live
evaluations involving over 100 military personnel and
foreign-language speakers at locations varying from
military operations in urban terrain sites to hotel
conference rooms.

In this article, we will give a brief description of each
of these two DARPA efforts and describe some of the
overall lessons learned from our experiences.

DARPA ASSIST and TRANSTAC efforts
This section gives a brief overview of the DARPA

ASSIST and TRANSTAC efforts.

ASSIST
Soldiers are often asked to perform missions that can

take many hours. Examples of missions include
presence patrols (where soldiers are tasked to make
their presence known in an environment for a variety of
reasons), search and reconnaissance missions, and
apprehension of suspected insurgents. After a mission
is complete, the soldiers are typically asked to provide a
report to their commanding officer describing the most
important things that happened during the mission.
This report is used to gather intelligence about the
environment to allow for more informed planning for
future missions. Soldiers usually provide this report
based solely on their memory, still pictures, handwrit-
ten notes, or grid coordinates that were collected
during the mission, provided these tools are available.
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These missions are often very stressful for the soldiers,
and thus there are undoubtedly many instances in
which important information is not made available in
the report and thus not available for the planning of
future missions.

The ASSIST program (Schlenoff 2006) addressed
this challenge by instrumenting soldiers with sensors
that they can wear directly on their uniform (as shown
in Figure 1). These sensors include still cameras, video
cameras, global positioning systems, inertial navigation
systems, microphones, and accelerometers. They con-
tinuously record what is going on around the soldiers
while on a mission. When soldiers return from their
mission, the sensor data are run through a series of
software systems that index the data and create an
electronic chronicle of the events that happened
throughout the time that the ASSIST system was
recording (as shown in Figure 2). The electronic
chronicle includes times that certain sounds or key
words were heard, times when certain types of objects
were seen, and times that the soldiers were in a specific
location or performing certain actions.

With this information, soldiers can give reports
without relying solely on their memory. The electronic
chronicle will help jog the soldiers’ memory on
activities that happened that they did not recall during
the reporting period, or possibly even make the soldiers
aware of important activities that they did not notice
when out on the mission. On top of this, the
multimedia information that is available in the
electronic chronicle is available to the soldiers to
include in their reports, which will provide substan-
tially more information to the recipient of the report
than the text alone.

Specific technologies being developed include:

N object detection/image classification—the ability
to recognize and identify objects in the environ-
ment;

N Arabic text translation—the ability to detect,
recognize, and translate written Arabic text;

N sound recognition/speech recognition—the abil-
ity to identify sound events (e.g., explosions,
gunshots, or vehicles) and recognize speech;

N shooter localization/shooter classification—the
ability to identify gunshots in the environment;
and

N soldier state identification/soldier localization—
the ability to identify a soldier’s path of
movement around an environment and charac-
terize the actions taken by the soldier.

TRANSTAC
The goal of the TRANSTAC program (Schlenoff et

al. 2009) is to demonstrate capabilities for rapidly
developing and fielding free-form, two-way translation
systems that enable speakers of different languages to
communicate with one another in real-world tactical
situations without an interpreter.

Several prototype systems have been developed
under this program, for numerous military applica-
tions, including force protection and medical screen-
ing. The technology has been demonstrated on
smartphone (shown in Figure 3) and laptop platforms.
NIST was asked to assess the usability of the overall
translation system and to individually assess each
component of the system (the speech recognition, the
machine translation, and the text-to-speech).

All of the TRANSTAC systems work fundamen-
tally the same. Either English speech or an audio file is
fed into the system. Automatic speech recognition
processes the speech to recognize what was said and
generates a text file of the speech. That text file is then
translated to another language using machine transla-
tion technology. The resulting text file is then spoken
to the foreign-language speaker using text-to-speech
technology. This same process then happens in reverse

Figure 1. Soldiers using the ASSIST technology.

Figure 2. User interface for the ASSIST system.

Schlenoff, Weiss, & Steves

472 ITEA Journal



when the foreign-language speaker speaks. This is
shown in Figure 4.

Lessons learned
The rest of this article focuses on some of the overall

lessons learned while implementing the evaluations of

the technologies described previously. Listed are nine
lessons, each with brief explanatory text.

Keep your eye on the ball (the ultimate
objective of the evaluation) and make sure
your decisions along the way reflect that goal

As evaluation planning proceeds and new approach-
es and constraints are uncovered, it is often easy to get
caught up in the minutiae and lose sight of the big
picture. Decisions are often made that solve an
immediate challenge but take you further away from
the goals that are to be accomplished.

As an example in the TRANSTAC effort, one of
the metrics that was used to measure the performance
of the systems was a high-level concept-transfer metric
that gauged how many concepts could be exchanged in
a 10-minute period between the speakers using the
system. Once the development teams understood this
metric, they started making their systems faster at the
expense of accuracy. The English- and the foreign-
language speakers sometimes spoke over one another,
which would have been highly impractical in a fielded
environment but helped them to get though more
concepts quicker. They determined that they could
maximize their score using this approach even though
it is not how they envisioned their fielded systems
operating.

The evaluation team identified this issue and is now
reconsidering using that metric at all. The test subjects
in previous evaluations have consistently stated that
they would happily sacrifice some translation time for
greater accuracy. If this metric were continued, the

Figure 3. TRANSTAC systems on a smartphone platform.

Figure 4. How speech translation works.
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TRANSTAC systems would progress in a way not
aligned with the goals of the program as a whole.

Deeply understand the needs and wants of the
technology end users

It is usually a straightforward process to understand
the exact needs and wants of technology end users in
the case of testing systems that already have been
fielded, where end users can categorically state what
they like, what they don’t like, and what they would
improve. Extracting end-user needs and wants is
nontrivial when it comes to testing emerging technol-
ogies with end-user groups that have yet to be
specifically determined, exact use cases that have yet
to be finalized, and precise usage procedures that are
unclear. During the evaluation design process, it is
critical for evaluation team members to speak with
representatives of the intended end-user population to
thoroughly understand the related challenges they face
without the technology and the constraints they are
bound by when presented with a new piece of
equipment to carry into the field.

NIST TRANSTAC evaluation team members met
with soldiers and marines on many occasions to deeply
understand the challenges they faced when communi-
cating with foreign-language-speaking personnel with-
out a machine-translation technology. One of the most
significant communication challenges currently faced is
unreliable interpreters, including those that don’t show
up for work on time, are limited in their translation
skills, or have ulterior motives when facilitating
dialogue between U.S. and foreign forces. Other
significant challenges include the general unavailability
of interpreters. This leads to soldiers and marines
attempting to have conversations with foreign-lan-
guage speakers using extremely limited vocabularies.
All of these challenges can lead to misunderstandings,
damaged relationships, and in some instances, injuries
or loss of life.

Knowledge of this challenge was also complemented
by clear statements from soldiers and marines that they
wanted a communication tool that was easy to use, fast
and accurate with translations, small, lightweight, and
durable enough to stand up to frequent use in harsh
environments. This insight provided the evaluation
team with a clear idea of the soldiers’ and marines’
needs and wants.

Realize that utility and technical performance
assessments are both very
important perspectives

Technology evaluations can take many forms,
yielding varying types and amounts of data. Data
output can yield two unique types of information:

quantitative technical performance and qualitative
utility assessments. Each piece of data offers unique
insight into a technology’s overall behavior, individual
functionality, and benefit to the end user. Quantitative
evaluations can offer detailed information about a
system’s overall functionality along with specific
performance metrics related to inherent components
and capabilities. Determining a technology’s means of
failure at the system level is an important process.
Overall failures can lead to individual component or
capabilities testing to identify the point of failure and
determine which variables or parameters are responsi-
ble for the failure. Quantitative metrics also provide a
basis of comparison among multiple evaluations and
technologies. Likewise, qualitative metrics enable the
evaluation team to assess the perceived worth and value
the technology has to the test subjects representative of
the target user population. This type of insight
complements the quantitative data. For example, a
technology could be 100% accurate in its function, yet
if it is too heavy to carry, users will seldom use it and
will therefore place a low value on it. Individually, both
of these data types paint very contrasting pictures. It is
important that the data be viewed together to get a
complete understanding.

NIST’s evaluations of advanced technologies have
demonstrated a need to collect both types of data. In
both the ASSIST and TRANSTAC programs,
evaluations were conducted of technologies that had
yet to be finalized and deployed to actual end users.
This means that the evaluation team’s analysis of the
collected quantitative and qualitative data was crucial
to informing the technology developers and program
sponsors on the current state of the systems, including
specific successes and areas for improvement. Across
both programs, quantitative data were captured that
assessed individual technology components, capabili-
ties, and systems. For example, component-level
evaluations of the TRANSTAC systems’ automatic
speech recognition, machine translation, and text-to-
speech demonstrated specifically which of these
components produced errors ultimately leading to
system errors. Also, both programs captured qualitative
data at the capability and system levels. For example,
capability-level evaluations of the ASSIST technolo-
gies enabled the evaluation team to capture specific
feedback from soldiers about which technology capa-
bilities (e.g., real-time data sharing or image annota-
tion) were of the most value, easiest to use, etc.
Likewise, this specific information, coupled with the
other collected data, enabled the evaluation team to
paint a clear picture of the technologies’ current state.

The NIST evaluation teams have employed an
evaluation approach that captures a range of quanti-
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tative and qualitative data. This allows the creation of a
definitive picture of the technologies’ current successes,
shortcomings, and areas that must be improved.

Understand that there are often multiple
approaches to evaluating a technology, so it is
crucial to identify those that will achieve the
overall evaluation goals, given the
test constraint

There are many approaches for evaluating systems.
For any particular evaluation effort there are also
various constraints that much be considered, e.g.,
logistical, budgetary, and programmatic concerns.
Method selection must consider these concerns;
otherwise, the assessment effort and results may be
compromised in undesirable ways. NIST’s evaluation
framework advocates identifying evaluation goals and
user requirements, and then identifying evaluation
methodologies that support those test parameters.
Once the set of evaluation methodologies that can
support the evaluation have been identified, then
method selection can be further refined by other
logistical parameters, such as availability of qualified
personnel to design and conduct the assessment, type
of testing environment needed to execute the test,
mechanisms needed to collect the data, and data-
analysis considerations, e.g., whether time and resourc-
es exist to code many hours of video data. Approaches
that do not have contingency avenues for high-risk
elements should be avoided if possible. For example, if
an approach calls for a specific test environment, e.g.,
military operations in urban terrain, but there is a high
probability that the test will be bumped from the site, a
feasible fallback location is needed. If no reasonable
fallback location is available, alternate approaches
should be considered or a determination should be
made that test delays are acceptable.

Understand the interactions of the technology
with the test environment and the test
personnel to be mindful of the technology’s
ideal operating conditions and its boundaries

The performance of the system under test is greatly
and directly related to the environment in which it is
being tested and the personnel that are using the
system. Slight changes to either one of these factors
can often have a significant effect on how well the
system performs. For example, the competency of the
end user in operating systems similar to the ones being
tested can be the difference between success and
failure. In addition, the end user’s experience in
scenarios where the technology would be useful and
understanding of how the technology can be best
applied is also a critical factor.

Apart from the individual user, many other variables
can play a significant role in how well a system
performs. In the case of the TRANSTAC systems,
these variables may include background noise, distance
between the microphone and the speaker, glare issues,
dustiness of the environment, wind conditions, dialects
of the speakers, etc. Almost none of these variables are
true-false; there are various levels that must be
understood.

No matter how familiar one gets with a type of
technology, nobody knows a specific system better than
its developer. However, the developer also has a vested
interest in ensuring that the system works as well as
possible. For both the DARPA TRANSTAC and
ASSIST efforts, regular interaction occurred between
the evaluation team and the developers of the
technologies. In every case, the developers provided
suggestions for the best ways to test the systems and
the most appropriate variables to vary. In parallel with
this, the evaluation team always spoke with the end
users of the technologies (primarily military personnel)
to better understand the environments in which the
technologies were expected to be used, including
variables such as background noise, temperature,
weather conditions, etc. Understanding that the
technologies were still under development and not
yet ready to be fielded, the evaluation team took both
sides into consideration and tried to find the proper
balance between realism and the known shortfalls of
the systems.

Realize that the background and experience
of the test subjects can greatly affect their
impression of the systems under test

Test subjects—those individuals using a technology
during an evaluation in which qualitative or quantita-
tive data are collected—greatly affect data quality by
their actions during the test. Their actions are dictated
by both the technology training they receive prior to
the evaluation and their specific backgrounds and
experiences. The latter may include experiences with
similar technologies or experiences within the operat-
ing environments within which the technologies under
test are envisioned for use.

NIST’s involvement in six TRANSTAC technology
evaluations from 2007 to 2010 has highlighted the fact
that the impressions of the soldiers and marines
selected as test subject are greatly influenced by their
specific backgrounds and experience. A specific
example of this can be seen in assigning evaluation
scenarios to marines and soldiers. The evaluation team
goes to great lengths to assign test subjects scenarios
with which they have intimate knowledge, based upon
their own deployment experiences and interactions
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with foreign personnel. Since the evaluation scenarios
are categorized within six domains, the soldiers and
marines are queried to see how their experiences
correlate. For example, a civil-affairs marine would
reasonably be assigned the civil-affairs scenarios and
could also be paired with some of the facilities-
inspections scenarios, based upon their experiences.
Conversely, an infantry officer would most likely be
suited for the vehicle-checkpoint/traffic-control-point,
combined-training, and combined-operations scenar-
ios. Allowing test subjects to use the TRANSTAC
systems to facilitate dialogues they are intimately
familiar with supports the capture of targeted feedback.
The test subjects will have high confidence in stating
what worked well and what needs to be remedied with
the technology in order for the system to be successful
in an actual situation. Likewise, if test subjects are
paired with scenarios with which they have little
familiarity, then their dialogue struggles have great
potential to negatively influence their perception of the
technology.

Be cognizant that the structure and content of
the technology training and the feedback
requests of the test subjects greatly influence
the test subjects’ perceptions

Any training provided to subjects on the technology
to be tested will have an impact on their interaction
with the system and subsequently on their perceptions
of the technology. Decisions regarding the amount and
type of training required to achieve the test objectives
must be made. Complex systems can present additional
challenges in attempting to train participants. Some
questions to be addressed are: How much training is
needed? How long will it take and what is the schedule
impact? Where will training take place? If training is
conducted in the test environment, will that impact the
test results in undesired ways? What training materials
are needed, e.g., scenario content or task content? Are
the training materials different from or similar to the
test materials, and what is the impact of that? Who can
provide appropriate, unbiased training? The developers
know their systems the best, but they are not unbiased.
Testing personnel may not be qualified to conduct
training for complex systems.

Removing interactions between system-developer
personnel and test subjects can help with controlling
those influences on the test subjects; however, there
may be advantages of system-developer involvement
that lead the evaluation designers to consider having
the developers involved during the evaluation period.
For example, it may be beneficial to the sponsoring
program to have its developers see and learn firsthand
how their systems are received and hear subjects’

concerns. Also, as mentioned before, the systems may
be sufficiently complex that only the system developers
can provide adequate training, or be so prototypical in
nature that only the developers can set some config-
uration options (because these controls may not yet
have been exposed at the user interface). For off-the-
desktop systems, various physical configurations may
need to be fitted to each test subject each time the
system is deployed. In any of these cases, a simple
inquiry of ‘‘So, how was it?’’ and the resulting
discussion can have an impact on what the subject
ultimately reports in their official assessment feedback.
When system developers have access to the test
subjects during the testing period, appropriate ground
rules need to specified and enforced to control the
effect of these influences.

Note that there are often multiple options
available to assess specific metrics, so it is
critical to identify those options that are
optimal for producing the desired assessments

There are typically quite a few measures that can be
collected for use in assessing any particular metric.
Which measures or assessors are selected may have an
impact on what is collected and reported; therefore,
careful attention should be paid to these choices.
Additionally, some measures are more or less difficult
to collect, some are more costly to collect than others in
terms of resources needed, some are logistically more
difficult to put in place, and so on. Choices here can
impact the cost of the assessments as well as the
logistical feasibility of completing the data collection
and analysis for assessment, so careful attention to
these considerations during the measure-selection
process is prudent.

For example, when obtaining feedback from subjects,
two examples of assessments could be free-form and
Likert-type survey responses. Free-form responses
typically consist of open-ended responses that need to
be coded or categorized for analysis. Likert-type
responses to well-formed queries allow quantitative
assessment of the data. Assessments for the latter type of
data can often be much faster to perform than analysis of
free-form responses, and can give quite different
perspectives of the same experience interaction.

A case in point is documented in Steves and Morse
(2009). In the early stages of the TRANSTAC
evaluations, utility data were collected solely via survey
instruments. Although a combination of Likert-type
response questions and free-form inquiries was used,
the free-form responses became repetitive and sparse
over the course of the evaluation period. Adding
semistructured interviews and the resulting gathered
data provided very rich insights into the survey-based
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data and the user experience overall. However, the cost
to collect and analyze the additional data was definitely
greater.

Be mindful that your metrics and evaluation
approach may need to evolve over time

It is typical for evaluation requirements and concerns
to evolve over time, especially if the time span in which
the assessments are performed is long or if there are a
large number of unknowns at the beginning of the
design phase. As more is learned about the system and
user requirements, initially envisioned approaches may
need to be modified to provide useful assessment of the
system. For example, in testing a prototype system, the
initial assessment goals may include user testing, but as
more is learned, it may be determined that the user
interface is not sufficiently developed for users. In this
case, another approach could be used, such as expert
review, to provide some formative feedback for
developers regarding how to move forward to support
their eventual users effectively. Understanding of the
system, its requirements, its state of development, and
user requirements may impact the initial assessment
vision, as that vision may not have had the benefit of the
understanding gained during the initial design phase.

For example, in both projects the systems were
evolving over time. Improvements to existing capabil-
ities were made and new features added between
evaluations. This required that changes in what was
assessed—and, at times, in how it was assessed—be
made. In particular, an early TRANSTAC platform was
a laptop; in the field, it was a laptop in a backpack, where
the screen could not be viewed and the systems would
overheat easily. In the last evaluations, the platform was
a smartphone. This meant that field evaluations could
be more realistically situated in later evaluations.

Keep the high-level objective of the evaluation in
mind and be flexible as modifications need to be made.

Discussion
In this article, we describe the evaluation approach

that has been applied to two DARPA-funded efforts
over the past 6 years and focus on nine lessons that
have been learned during that time. This is not meant
to be a comprehensive list of all the factors that should
be considered when evaluating these types of systems,
but instead represents some of the most critical ones as
determined by the authors.

The main lesson described in this article is that
additional effort put into the design and logistics
planning of the evaluation up front can pay off quite a
bit as the evaluation progresses. The design stage of
the evaluation is critical, and decisions made during
that time have a huge effect on how successful the

evaluation will be. Bad decisions in the design can be
very difficult to fix later on. This can be compared to
the cycle of manufacturing product development:
Problems that are identified and resolved in the
design stage of a product can cost orders of magnitude
less to fix than those same problems if they are not
identified until the manufacturing or distribution
phases. C
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