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# Solving the Robot-World/HandEye Calibration Problem Using the Kronecker Product 


#### Abstract

This paper constructs a separable closed-form solution to the robot-world/hand-eye calibration problem $\mathbf{A X}=\mathbf{Y B}$. Qualifications and properties that determine the uniqueness of $\mathbf{X}$ and $\mathbf{Y}$ as well as error metrics that measure the accuracy of a given $\mathbf{X}$ and $\mathbf{Y}$ are given. The formulation of the solution involves the Kronecker product and the singular value decomposition. The method is compared with existing solutions on simulated data and real data. It is shown that the Kronecker method that is presented in this paper is a reliable and accurate method for solving the robot-world/hand-eye calibration problem. [DOI: 10.1115/1.4024473]
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## 1 Introduction

As computer vision systems advance technologically and become more pervasive, the need for more sophisticated and effective methods to evaluate their accuracy grows. One method to evaluate a given computer vision system is to compare the data it gathers with data from another more reliable system considered ground truth. However, there are problems with directly comparing the two systems' data, since each system gathers data with respect to its own coordinate frame. For instance, consider the experimental setup of Fig. 1. Here there are two systems: a computer vision system and a precise sensor system considered ground truth. Both the camera for the computer vision system and the target for the sensor system are rigidly attached to a moving robot arm with a fixed unknown transformation $\mathbf{Y}$ between them. The target is being tracked at positions $j=1,2, \ldots, n$ by a stationary sensor with its data being represented as $\mathbf{A}_{j}$, while simultaneously the camera is tracking a stationary object at positions $j=1,2, \ldots, n$ with its data being represented as $\mathbf{B}_{j}$. There is a fixed unknown transformation $\mathbf{X}$ between the stationary sensor and object. Looking at this setup, one can easily see that both $\mathbf{A}_{j}$ and $\mathbf{B}_{j}$ are calculated with respect to their own coordinate frame. However, if the unknown transformations $\mathbf{X}$ and $\mathbf{Y}$ could be found, then one could transform the coordinate frame of the computer vision system data to the coordinate frame of the ground truth data. Then, one could directly compare the given computer vision system data with the ground truth data. In this paper, we construct closed-form solutions for $\mathbf{X}$ and $\mathbf{Y}$ using the Kronecker product.

The unknowns $\mathbf{X}$ and $\mathbf{Y}$ can be constructed by solving the robot-world/hand-eye calibration problem

$$
\mathbf{A}_{j} \mathbf{X}=\mathbf{Y} \mathbf{B}_{j}
$$

at positions $j=1,2, \ldots, n$. Here, $\mathbf{X}, \mathbf{Y}, \mathbf{A}_{j}$, and $\mathbf{B}_{j}$ are represented as homogeneous matrices of the form

$$
\left(\begin{array}{cc}
\mathbf{R} & \mathbf{t} \\
0 & 1
\end{array}\right)
$$
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where orientation is represented as the $3 \times 3$ rotation matrix $\mathbf{R}$ and position is represented as the $3 \times 1$ vector $\mathbf{t}=(x, y, z)^{T}$. Using this representation, the robot-world/hand-eye calibration problem can be posed as

$$
\left(\begin{array}{cc}
\mathbf{R}_{\mathbf{A}_{j}} & \mathbf{t}_{\mathbf{A}_{j}} \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
\mathbf{R}_{\mathbf{X}} & \mathbf{t}_{X} \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
\mathbf{R}_{\mathbf{Y}} & \mathbf{t}_{Y} \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
\mathbf{R}_{\mathbf{B}_{j}} & \mathbf{t}_{\mathbf{B}_{j}} \\
0 & 1
\end{array}\right)
$$

which can be split into its orientational component

$$
\begin{equation*}
\mathbf{R}_{\mathbf{A}_{j}} \mathbf{R}_{\mathbf{X}}=\mathbf{R}_{\mathbf{Y}} \mathbf{R}_{\mathbf{B}_{j}} \tag{1}
\end{equation*}
$$

and positional component

$$
\begin{equation*}
\mathbf{R}_{\mathbf{A}_{j}} \mathbf{t}_{X}+\mathbf{t}_{\mathbf{A}_{j}}=\mathbf{R}_{\mathbf{Y}} \mathbf{t}_{\mathbf{B}_{j}}+\mathbf{t}_{Y} \tag{2}
\end{equation*}
$$

There have been many solutions to the robot-world/hand-eye calibration problem $\mathbf{A}_{j} \mathbf{X}=\mathbf{Y} \mathbf{B}_{j}$ as described in Refs. [1,2]. There, it is shown that the solutions can be split into two categories: iterative and closed-form. The iterative solutions [2-7] are generally very accurate when compared to the closed-form solutions. However, they are based on numerical techniques that can be slow and are dependent on initial conditions. In contrast, the closed-form solutions [4,7-10] are fast and are often used to bootstrap the iterative methods. For this paper, we will concentrate on solutions that are closed-form; i.e., the separable closed-form solutions, which solve the orientational component before solving the positional


Fig. 1 Experimental setup consisting of two systems: a computer vision system and a precise sensor system considered ground truth
component, and the simultaneous closed-form solutions, which solve the orientational component and positional component at the same time. Many of these solutions are based on the closed-form solutions of the related hand-eye calibration problem $\mathbf{A}_{j} \mathbf{X}=\mathbf{X B}_{j}$, which are formulated using either angle-axis formulations for rotations [11-13], Lie group theory [14], quaternions [15-21], screw theory [22], or Kronecker products [23].

Historically, the separable solutions to the robot-world/handeye calibration problem are formulated using quaternions $[4,8]$. These quaternion solutions are clean and efficient but can have stability issues as will be discussed in Sec. 5. In addition, errors computed from first solving the orientational component can get passed to the positional component. Simultaneous solutions do not have this problem; however, the optimal orientations ( $\mathbf{R}_{\mathbf{X}}$ and $\mathbf{R}_{\mathbf{Y}}$ ) that are calculated may be negatively influenced by noise from the positional component [21]. Furthermore, simultaneous solutions may not live in the actual search space of possible applicable solutions [23]. For example, Li et al. [9] formulate a simultaneous solution to the robot-world/hand-eye calibration problem using the Kronecker product, which follows the methodology of solving the hand-eye calibration problem of Andreff et al. [23]. The resulting solution for the optimal orientations ( $\mathbf{R}_{\mathbf{X}}$ and $\mathbf{R}_{\mathbf{Y}}$ ) may not necessarily be rotation matrices. Li et al. suggest calculating the best orthogonal approximation to guarantee a rotation. However, they do not update the positional approximation ( $\mathbf{t}_{X}$ and $\mathbf{t}_{Y}$ ) after. This can lead to errors in the optimal positional approximation as will be shown in Sec. 5. In this paper, we create a stable separable closed-form solution that combines the quaternion work of $[4,8]$ with the Kronecker work of $[9,23]$. Though this method is an example of a separable closed-form solution and thus suffers from the problem that errors obtained from first calculating the orientational component get passed to the positional component, the resulting positional errors may be less than the simultaneous methods. Examples of this phenomena will be shown in Sec. 5. For completeness, a full mathematical analysis of the problem, which includes minimal requirements to find a closed-form solution using the Kronecker product that were not discussed in Ref. [9], will also be presented. It should be noted that this analysis was inspired by the proofs shown in Refs. [4,8] that solved $\mathbf{A}_{j} \mathbf{X}=\mathbf{Y} \mathbf{B}_{j}$ using quaternions and in Ref. [23] that solved $\mathbf{A}_{j} \mathbf{X}=\mathbf{X B}_{j}$ using the Kronecker product.

This paper is organized as followed: Sec. 2 will give qualifications and methodology for calculating the optimal rotations $\mathbf{R}_{\mathbf{Y}}$ and $\mathbf{R}_{\mathbf{X}}$, Sec. 3 will give qualifications and methodology for calculating the optimal translations $\mathbf{t}_{Y}$ and $\mathbf{t}_{X}$, Sec. 4 will describe error metrics, and Sec. 5 will describe experiments illustrating the effectiveness of the Kronecker product for solving the robot-world/hand-eye calibration problem. Here, $\|\cdot\|$ denotes the Frobenius norm, so

$$
\|\mathbf{A}\|=\sqrt{\operatorname{tr}\left(\mathbf{A} \mathbf{A}^{T}\right)}=\sqrt{\operatorname{tr}\left(\mathbf{A}^{T} \mathbf{A}\right)}
$$

where ${ }^{T}$ denotes the transpose operator and $\operatorname{tr}()$ denotes the matrix trace operation. The determinant of a matrix $\mathbf{A}$ is represented as $\operatorname{det}(\mathbf{A})$, vectorizing a matrix $\mathbf{A}$ column-wise is represented as $\operatorname{vec}(\mathbf{A})$, and the symbol $\otimes$ denotes the Kronecker product. Here, the Kronecker product of an $m \times n$ matrix $\mathbf{A}$ with a $p \times q$ matrix $\mathbf{B}$ is defined as the $m p \times n q$ matrix

$$
\mathbf{A} \otimes \mathbf{B}=\left(\begin{array}{ccc}
a_{11} \mathbf{B} & \cdots & a_{1 n} \mathbf{B} \\
\vdots & \ddots & \vdots \\
a_{m 1} \mathbf{B} & \cdots & a_{m n} \mathbf{B}
\end{array}\right)
$$

Some properties of the Kronecker product that will be useful in the proofs of this paper are
(1) $(\mathbf{A} \otimes \mathbf{B})^{-1}=\mathbf{A}^{-1} \otimes \mathbf{B}^{-1}$
(2) $(\mathbf{A} \otimes \mathbf{B})^{T}=\mathbf{A}^{T} \otimes \mathbf{B}^{T}$
(3) $(\mathbf{A} \otimes \mathbf{B})(\mathbf{C} \otimes \mathbf{D})=\mathbf{A C} \otimes \mathbf{B D}$
(4) If $\mathbf{A}$ is orthogonal and $\mathbf{B}$ is orthogonal, then their Kronecker product $\mathbf{A} \otimes \mathbf{B}$ is also orthogonal.
for matrices $\mathbf{A}, \mathbf{B}, \mathbf{C}$, and $\mathbf{D}$ of appropriate degree [24].

## 2 Finding $\mathbf{R}_{\mathbf{Y}}$ and $\mathbf{R}_{\mathbf{X}}$

This section presents the methodology and qualifications for obtaining a unique solution for $\mathbf{R}_{\mathbf{Y}}$ and $\mathbf{R}_{\mathbf{X}}$. To begin notice that the orientational component

$$
\mathbf{R}_{\mathbf{A}_{j}} \mathbf{R}_{\mathbf{X}}=\mathbf{R}_{\mathbf{Y}} \mathbf{R}_{\mathbf{B}_{j}}
$$

is equivalent to

$$
\mathbf{R}_{\mathbf{A}_{j}} \mathbf{R}_{\mathbf{X}} \mathbf{R}_{\mathbf{B}_{j}}^{T}=\mathbf{R}_{\mathbf{Y}}
$$

since $\mathbf{R}_{\mathbf{B}_{j}}$ is an orthogonal matrix. Therefore, the orientational component (1) can be represented as either

$$
\begin{align*}
& \left(\mathbf{R}_{\mathbf{B}_{j}} \otimes \mathbf{R}_{\mathbf{A}_{j}}\right) \operatorname{vec}\left(\mathbf{R}_{\mathbf{X}}\right)-\operatorname{vec}\left(\mathbf{R}_{\mathbf{Y}}\right)=0 \\
& \left(\begin{array}{ll}
-\mathbf{I} & \mathbf{R}_{\mathbf{B}_{j}} \otimes \mathbf{R}_{\mathbf{A}_{j}}
\end{array}\right)\binom{\operatorname{vec}\left(\mathbf{R}_{\mathbf{Y}}\right)}{\operatorname{vec}\left(\mathbf{R}_{\mathbf{X}}\right)}=0 \tag{3}
\end{align*}
$$

Here, we use the fact that if $\mathbf{A X B}=\mathbf{C}$ for unknown matrix $\mathbf{X}$, then the problem can be rewritten as a linear system

$$
\left(\mathbf{B}^{T} \otimes \mathbf{A}\right) \operatorname{vec}(\mathbf{X})=\operatorname{vec}(\mathbf{A X B})=\operatorname{vec}(\mathbf{C})
$$

Note that once the rotation matrix $\mathbf{R}_{\mathbf{Y}}$ is known, the positional component (2) can be represented as the linear system

$$
\left(\begin{array}{ll}
\mathbf{I} & -\mathbf{R}_{\mathbf{A}_{j}} \tag{4}
\end{array}\right)\binom{\mathbf{t}_{Y}}{\mathbf{t}_{X}}=\mathbf{t}_{\mathbf{A}_{j}}-\mathbf{R}_{\mathbf{Y}} \mathbf{t}_{\mathbf{B}_{j}}
$$

The following lemma will be useful in characterizing a unique solution for $\mathbf{R}_{\mathbf{Y}}$ and $\mathbf{R}_{\mathbf{X}}$.
Lemma 2.1. The matrices $\mathbf{R}_{\mathbf{B}_{j}}^{T} \mathbf{R}_{\mathbf{B}_{k}}$ and $\mathbf{R}_{\mathbf{A}_{j}}^{T} \mathbf{R}_{\mathbf{A}_{k}}$ have the same eigenvalues for $j, k=1,2, \ldots, n$. Furthermore, these eigenvalues can be represented as $\left\{1, e^{i \theta}, e^{-i \theta}\right\}$.
Proof. We assume that

$$
\mathbf{R}_{\mathrm{A}_{j}} \mathbf{R}_{\mathbf{X}}=\mathbf{R}_{\mathbf{Y}} \mathbf{R}_{\mathbf{B}_{j}} \Leftrightarrow \mathbf{R}_{\mathbf{A}_{j}} \mathbf{R}_{\mathbf{X}} \mathbf{R}_{\mathbf{B}_{j}}^{T}=\mathbf{R}_{\mathbf{Y}}
$$

for $j, k=1,2, \ldots, n$. But, then

$$
\mathbf{R}_{\mathbf{A}_{j}} \mathbf{R}_{\mathbf{X}} \mathbf{R}_{\mathbf{B}_{j}}^{T}=\mathbf{R}_{\mathbf{Y}}=\mathbf{R}_{\mathbf{A}_{k}} \mathbf{R}_{\mathbf{X}} \mathbf{R}_{\mathbf{B}_{k}}^{T} \Rightarrow \mathbf{R}_{\mathbf{A}_{k}}^{T} \mathbf{R}_{\mathbf{A}_{j}}=\mathbf{R}_{\mathbf{X}} \mathbf{R}_{\mathbf{B}_{k}}^{T} \mathbf{R}_{\mathbf{B}_{j}} \mathbf{R}_{\mathbf{X}}^{T}
$$

Therefore, $\mathbf{R}_{\mathbf{B}_{k}}^{T} \mathbf{R}_{\mathbf{B}_{j}}$ and $\mathbf{R}_{\mathbf{A}_{k}}^{T} \mathbf{R}_{\mathbf{A}_{j}}$ are similar matrices and thus have the same eigenvalues. Furthermore, since both of these matrices are rotations their eigenvalues can be represented as $\left\{1 e^{i \theta} e^{-i \theta}\right\}$.
Using the above lemma, the minimum number of pose measurement can now be given. We should note that these qualifications are similar to the qualifications of uniqueness shown for the quaternion method of [8]. However, the proofs here are derived using the Kronecker product instead of quaternions.
Theorem 2.2. The minimum number $n$ of pose measurements necessary to obtain a unique solution to linear system (3) is $n=3$.
Proof. Consider the case where $n=2$. Then the linear system (3) becomes

$$
\left(\begin{array}{cc}
-\mathbf{I} & \mathbf{R}_{\mathbf{B}_{1}} \otimes \mathbf{R}_{\mathbf{A}_{1}} \\
-\mathbf{I} & \mathbf{R}_{\mathbf{B}_{2}} \otimes \mathbf{R}_{\mathbf{A}_{2}}
\end{array}\right)\binom{\operatorname{vec}\left(\mathbf{R}_{\mathbf{Y}}\right)}{\operatorname{vec}\left(\mathbf{R}_{\mathbf{X}}\right)}=\binom{0}{0}
$$

which clearly is a square system. However, the dimension of the nullspace is at least three. This can be seen by first noticing
$\operatorname{rank}\left(\begin{array}{ll}-\mathbf{I} & \mathbf{R}_{\mathbf{B}_{1}} \otimes \mathbf{R}_{\mathbf{A}_{1}} \\ -\mathbf{I} & \mathbf{R}_{\mathbf{B}_{2}} \otimes \mathbf{R}_{\mathbf{A}_{2}}\end{array}\right)=\operatorname{rank}\left(\begin{array}{cc}-\mathbf{I} & \mathbf{R}_{\mathbf{B}_{1}} \otimes \mathbf{R}_{\mathbf{A}_{1}} \\ 0 & \mathbf{R}_{\mathbf{B}_{1}} \otimes \mathbf{R}_{\mathbf{A}_{1}}-\mathbf{R}_{\mathbf{B}_{2}}\end{array} \mathbf{R}_{\mathbf{A}_{2}}\right)$
by elementary matrix row operations. Hence, the resulting matrix is block-triangular and the

$$
\begin{aligned}
& \operatorname{rank}\left(\mathbf{R}_{\mathbf{B}_{1}} \otimes \mathbf{R}_{\mathbf{A}_{1}}-\mathbf{R}_{\mathbf{B}_{2}} \otimes \mathbf{R}_{\mathbf{A}_{2}}\right) \\
& =\operatorname{rank}\left(\left(\mathbf{R}_{\mathbf{B}_{1}} \otimes \mathbf{R}_{\mathbf{A}_{1}}\right)\left(\mathbf{I}-\mathbf{R}_{\mathbf{B}_{1}}^{T} \mathbf{R}_{\mathbf{B}_{2}} \otimes \mathbf{R}_{\mathbf{A}_{1}}^{T} \mathbf{R}_{\mathbf{A}_{2}}\right)\right) \\
& \left.=\operatorname{rank}\left(\mathbf{I}-\mathbf{R}_{\mathbf{B}_{1}}^{T} \mathbf{R}_{\mathbf{B}_{2}} \otimes \mathbf{R}_{\mathbf{A}_{1}}^{T} \mathbf{R}_{\mathbf{A}_{2}}\right)\right) \leq 6
\end{aligned}
$$

This is a consequence of the previous lemma: since $\mathbf{R}_{\mathbf{B}_{1}}^{T} \mathbf{R}_{\mathbf{B}_{2}}$ and $\mathbf{R}_{\mathbf{A}_{1}}^{T} \mathbf{R}_{\mathbf{A}_{2}}$ have similar eigenvalues $\left\{1, e^{i \theta}, e^{-i \theta}\right\}$, at least three of the eigenvalues of $\mathbf{R}_{\mathbf{B}_{1}}^{T} \mathbf{R}_{\mathbf{B}_{2}} \otimes \mathbf{R}_{\mathbf{A}_{1}}^{T} \mathbf{R}_{\mathbf{A}_{2}}$ are 1. Therefore,

$$
\operatorname{rank}\left(\mathbf{R}_{\mathbf{B}_{1}} \otimes \mathbf{R}_{\mathbf{A}_{1}}-\mathbf{R}_{\mathbf{B}_{2}} \otimes \mathbf{R}_{\mathbf{A}_{2}}\right) \leq 6
$$

Consequently, the dimension of the nullspace is greater than one, and thus the number of pose measurements $n \geq 3$.

Even when $n=3$ there are situations when the linear system does not have a unique solution as illustrated in the following theorem.

Theorem 2.3. Assume $n=3$. If the principal axes (up to sign) for $\mathbf{R}_{\mathbf{A}_{2}}^{T} \mathbf{R}_{\mathbf{A}_{1}}$ and $\mathbf{R}_{\mathbf{A}_{3}}^{T} \mathbf{R}_{\mathbf{A}_{1}}$ are not equal, then the linear system (3) has a unique solution.

Proof. For $n=3$ the linear system (3) becomes

$$
\begin{aligned}
& \left(\mathbf{R}_{\mathbf{B}_{1}} \otimes \mathbf{R}_{\mathbf{A}_{1}}\right) \operatorname{vec}\left(\mathbf{R}_{\mathbf{X}}\right)-\operatorname{vec}\left(\mathbf{R}_{\mathbf{Y}}\right)=0 \\
& \left(\mathbf{R}_{\mathbf{B}_{2}} \otimes \mathbf{R}_{\mathbf{A}_{2}}\right) \operatorname{vec}\left(\mathbf{R}_{\mathbf{X}}\right)-\operatorname{vec}\left(\mathbf{R}_{\mathbf{Y}}\right)=0 \\
& \left(\mathbf{R}_{\mathbf{B}_{3}} \otimes \mathbf{R}_{\mathbf{A}_{3}}\right) \operatorname{vec}\left(\mathbf{R}_{\mathbf{X}}\right)-\operatorname{vec}\left(\mathbf{R}_{\mathbf{Y}}\right)=0
\end{aligned}
$$

which implies

$$
\begin{aligned}
\left(\mathbf{R}_{\mathbf{B}_{1}} \otimes \mathbf{R}_{\mathbf{A}_{1}}\right) \operatorname{vec}\left(\mathbf{R}_{\mathbf{X}}\right) & =\left(\mathbf{R}_{\mathbf{B}_{2}} \otimes \mathbf{R}_{\mathbf{A}_{2}}\right) \operatorname{vec}\left(\mathbf{R}_{\mathbf{X}}\right) \\
& =\left(\mathbf{R}_{\mathbf{B}_{3}} \otimes \mathbf{R}_{\mathbf{A}_{3}}\right) \operatorname{vec}\left(\mathbf{R}_{\mathbf{X}}\right)
\end{aligned}
$$

But, then

$$
\begin{aligned}
& \left(\mathbf{R}_{\mathbf{B}_{1}}^{T} \mathbf{R}_{\mathbf{B}_{2}} \otimes \mathbf{R}_{\mathbf{A}_{1}}^{T} \mathbf{R}_{\mathbf{A}_{2}}\right) \operatorname{vec}\left(\mathbf{R}_{\mathbf{X}}\right)=\operatorname{vec}\left(\mathbf{R}_{\mathbf{X}}\right) \\
& \left(\mathbf{R}_{\mathbf{B}_{1}}^{T} \mathbf{R}_{\mathbf{B}_{3}} \otimes \mathbf{R}_{\mathbf{A}_{1}}^{T} \mathbf{R}_{\mathbf{A}_{3}}\right) \operatorname{vec}\left(\mathbf{R}_{\mathbf{X}}\right)=\operatorname{vec}\left(\mathbf{R}_{\mathbf{X}}\right)
\end{aligned}
$$

which is equivalent to finding the nullspace of

$$
\begin{equation*}
\binom{\mathbf{I}-\left(\mathbf{R}_{\mathbf{B}_{1}}^{T} \mathbf{R}_{\mathbf{B}_{2}} \otimes \mathbf{R}_{\mathbf{A}_{1}}^{T} \mathbf{R}_{\mathbf{A}_{2}}\right)}{\mathbf{I}-\left(\mathbf{R}_{\mathbf{B}_{1}}^{T} \mathbf{R}_{\mathbf{B}_{3}} \otimes \mathbf{R}_{\mathbf{A}_{1}}^{T} \mathbf{R}_{\mathbf{A}_{3}}\right)} \operatorname{vec}\left(\mathbf{R}_{\mathbf{X}}\right)=0 \tag{5}
\end{equation*}
$$

This problem appears in the work of Ref. [23] where they are searching for the solution of the similar problem $\mathbf{R}_{A} \mathbf{R}_{\mathbf{X}}=\mathbf{R}_{\mathbf{X}} \mathbf{R}_{B}$. In this work, they reformulate the problem as

$$
\binom{\mathbf{I}-\left(\mathbf{R}_{\mathbf{B}_{1}} \otimes \mathbf{R}_{\mathbf{A}_{1}}\right)}{\mathbf{I}-\left(\mathbf{R}_{\mathbf{B}_{2}} \otimes \mathbf{R}_{\mathbf{A}_{2}}\right)} \operatorname{vec}\left(\mathbf{R}_{\mathbf{X}}\right)=0
$$

and show that a unique solution exists only if the principal axes of $\mathbf{R}_{\mathbf{A}_{1}}$ and $\mathbf{R}_{\mathbf{A}_{2}}$ are nonparallel. For problem (5), this is equivalent to stating that the principal axes of $\mathbf{R}_{\mathbf{A}_{1}}^{T} \mathbf{R}_{\mathbf{A}_{2}}$ and $\mathbf{R}_{\mathbf{A}_{1}}^{T} \mathbf{R}_{\mathbf{A}_{3}}$ are not equal (up to sign).

We now concentrate on finding an efficient unique solution for linear system (3). For $n \geq 3$, linear system (3) becomes rectangular and therefore the nullspace for the corresponding normal equation

$$
\left(\begin{array}{cc}
n \mathbf{I} & -\sum_{j=1}^{n} \mathbf{R}_{\mathbf{B}_{j}} \otimes \mathbf{R}_{\mathbf{A}_{j}}  \tag{6}\\
-\sum_{j=1}^{n} \mathbf{R}_{\mathbf{B}_{j}}^{T} \otimes \mathbf{R}_{\mathbf{A}_{j}}^{T} & n \mathbf{I}
\end{array}\right)\binom{\operatorname{vec}\left(\mathbf{R}_{\mathbf{Y}}\right)}{\operatorname{vec}\left(\mathbf{R}_{\mathbf{X}}\right)}=\binom{0}{0}
$$

has to be considered. Note that the normal equation for a linear system $\mathbf{A x}=\mathbf{b}$ is defined as $\mathbf{A}^{T} \mathbf{A x}=\mathbf{A}^{T} \mathbf{b}$.
Theorem 2.4. The solutions vec $\left(\mathbf{R}_{\mathbf{Y}}\right)$ and $\operatorname{vec}\left(\mathbf{R}_{\mathbf{x}}\right)$ of the linear system (6) are proportional to the left singular vector $\mathbf{u}_{n}$ and right singular vector $\mathbf{v}_{n}$ corresponding to the singular value, $n$, of

$$
\mathbf{K}=\sum_{j=1}^{n} \mathbf{R}_{\mathbf{B}_{j}} \otimes \mathbf{R}_{\mathbf{A}_{j}}
$$

respectively. The resulting $\mathbf{R}_{\mathbf{X}}$ and $\mathbf{R}_{\mathbf{Y}}$ can be calculated as

$$
\begin{aligned}
& \mathbf{R}_{\mathbf{X}}=\alpha \mathbf{V}_{X} \\
& \mathbf{R}_{\mathbf{Y}}=\beta \mathbf{V}_{Y}
\end{aligned}
$$

where $\mathbf{V}_{X}=\operatorname{vec}^{-1}\left(\mathbf{v}_{n}\right), \mathbf{V}_{Y}=\operatorname{vec}^{-1}\left(\mathbf{u}_{n}\right)$, and

$$
\begin{aligned}
& \alpha=\operatorname{sign}\left(\mathbf{V}_{X}\right) \operatorname{det}\left(\mathbf{V}_{X}\right)^{-1 / 3} \\
& \beta=\operatorname{sign}\left(\mathbf{V}_{Y}\right) \operatorname{det}\left(\mathbf{V}_{Y}\right)^{-1 / 3}
\end{aligned}
$$

Proof. Breaking up the linear system (6) leads to two equations:

$$
\begin{aligned}
n \operatorname{vec}\left(\mathbf{R}_{\mathbf{Y}}\right)-\mathbf{K} \operatorname{vec}\left(\mathbf{R}_{\mathbf{X}}\right) & =0 \\
-\mathbf{K}^{T} \operatorname{vec}\left(\mathbf{R}_{\mathbf{Y}}\right)+n \operatorname{vec}\left(\mathbf{R}_{\mathbf{X}}\right) & =0
\end{aligned}
$$

Solving the first equation yields

$$
\operatorname{vec}\left(\mathbf{R}_{\mathbf{Y}}\right)=\frac{1}{n} \mathbf{K} \operatorname{vec}\left(\mathbf{R}_{\mathbf{X}}\right)
$$

and substituting this expression into the second equation yields

$$
n^{2} \operatorname{vec}\left(\mathbf{R}_{\mathbf{X}}\right)=\mathbf{K}^{T} \mathbf{K} \operatorname{vec}\left(\mathbf{R}_{\mathbf{X}}\right)
$$

Similarly, we can show that

$$
n^{2} \operatorname{vec}\left(\mathbf{R}_{\mathbf{Y}}\right)=\mathbf{K} \mathbf{K}^{T} \operatorname{vec}\left(\mathbf{R}_{\mathbf{Y}}\right)
$$

Therefore, $\operatorname{vec}\left(\mathbf{R}_{\mathbf{x}}\right)$ is proportional to the eigenvector corresponding to the eigenvalue $n^{2}$ of $\mathbf{K}^{T} \mathbf{K}$ and $\operatorname{vec}\left(\mathbf{R}_{\mathbf{Y}}\right)$ is proportional to the eigenvector corresponding the to eigenvalue of $n^{2}$ of $\mathbf{K} \mathbf{K}^{T}$. These vectors can efficiently be computed by taking the singular value decomposition of $\mathbf{K}$. Specifically, $\operatorname{vec}\left(\mathbf{R}_{\mathbf{Y}}\right)$ is proportional to the left singular vector $\mathbf{u}_{n}$ and $\operatorname{vec}\left(\mathbf{R}_{\mathbf{X}}\right)$ is proportional to the right singular vector $\mathbf{v}_{n}$ corresponding to the singular value $n$. Let $\mathbf{V}_{Y}=\operatorname{vec}^{-1}\left(\mathbf{u}_{n}\right)$ and $\mathbf{V}_{X}=\operatorname{vec}^{-1}\left(\mathbf{v}_{n}\right)$. The proportionality constants can be determined by noting that $\operatorname{det}\left(\mathbf{R}_{\mathbf{X}}\right)=1=\operatorname{det}\left(\mathbf{R}_{\mathbf{Y}}\right)$, since $\mathbf{R}_{\mathbf{X}}$ and $\mathbf{R}_{\mathbf{Y}}$ are rotation matrices. Therefore, since

$$
\begin{aligned}
\alpha \mathbf{V}_{X} & =\mathbf{R}_{\mathbf{X}} \\
\beta \mathbf{V}_{Y} & =\mathbf{R}_{\mathbf{Y}}
\end{aligned}
$$

the proportionality constants

$$
\begin{aligned}
& \alpha=\operatorname{sign}\left(\mathbf{V}_{X}\right) \operatorname{det}\left(\mathbf{V}_{X}\right)^{-1 / 3} \\
& \beta=\operatorname{sign}\left(\mathbf{V}_{Y}\right) \operatorname{det}\left(\mathbf{V}_{Y}\right)^{-1 / 3}
\end{aligned}
$$

Here, we use the property that $\operatorname{det}(\alpha \mathbf{X})=\alpha^{3} \operatorname{det}(\mathbf{X})$ for given scalar $\alpha$ and $3 \times 3$ matrix $\mathbf{X}$.

In practice, the method above may not give accurate solutions due to noise. The method above guarantees that the computed $\mathbf{R}_{\mathbf{X}}$ and $\mathbf{R}_{\mathbf{Y}}$ have determinant 1 . However, the orthogonality of the matrices $\mathbf{R}_{\mathbf{X}}$ and $\mathbf{R}_{\mathbf{Y}}$ computed from the method may be lost due to noise. Therefore, it may be beneficial to re-orthogonalize the computed matrices to guarantee that they are indeed rotations. In
addition, noise in the data may make it difficult to find the eigenvector corresponding to a specific value. As a result, the next theorem proves that $n^{2}$ is the largest possible eigenvalue for $\mathbf{K}^{T} \mathbf{K}$, and hence $n$ is the largest singular value of $\mathbf{K}$. Therefore, in practice instead of searching for the singular vectors corresponding to the singular value $n$, one should search for singular vectors corresponding to the largest singular value of $\mathbf{K}$.

Theorem 2.5. The largest possible eigenvalue of $\mathbf{K}^{T} \mathbf{K}$ is $n^{2}$.
Proof. To show that $n^{2}$ is the largest possible eigenvalue of $\mathbf{K}^{T} \mathbf{K}$, first note that this is a real symmetric matrix. Consequently, by the Rayleigh quotient

$$
\mathbf{x}^{T} \mathbf{K}^{T} \mathbf{K} \mathbf{x}=\lambda_{\max }
$$

if $\mathbf{x}$ is a unit eigenvector corresponding to the largest eigenvalue $\lambda_{\text {max }}$ of $\mathbf{K}^{T} \mathbf{K}$. But,

$$
\begin{aligned}
\lambda_{\max } & =\mathbf{x}^{T} \mathbf{K}^{T} \mathbf{K} \mathbf{x} \\
& =\sum_{j=1}^{n} \sum_{k=1}^{n} \mathbf{x}^{T}\left(\mathbf{R}_{\mathbf{B}_{j}}^{T} \mathbf{R}_{\mathbf{B}_{k}} \otimes \mathbf{R}_{\mathbf{A}_{j}}^{T} \mathbf{R}_{\mathbf{A}_{k}}\right) \mathbf{x} \\
& =\sum_{j=1}^{n} \sum_{k=1}^{n} \mathbf{x}^{T} \mathbf{y}_{\{j, k\}} \leq n^{2}
\end{aligned}
$$

where

$$
\mathbf{y}_{\{j, k\}}=\left(\mathbf{R}_{\mathbf{B}_{j}}^{T} \mathbf{R}_{\mathbf{B}_{k}} \otimes \mathbf{R}_{\mathbf{A}_{j}}^{T} \mathbf{R}_{\mathbf{A}_{k}}\right) \mathbf{x}
$$

However, in the last theorem it was shown that $n$ is a singular value for $\mathbf{K}$. Thus, $n^{2}$ is an eigenvalue of $\mathbf{K}^{T} \mathbf{K}$. Moreover,

$$
\lambda_{\max }=n^{2}
$$

Note in this proof we used the fact that $\mathbf{y}_{\{j, k\}}$ is a unit vector since $\mathbf{R}_{\mathbf{B}_{j}}^{T} \mathbf{R}_{\mathbf{B}_{k}} \otimes \mathbf{R}_{\mathbf{A}_{j}}^{T} \mathbf{R}_{\mathbf{A}_{k}}$ is an orthogonal matrix and hence preserves length. Therefore, $\mathbf{x}^{T} \mathbf{y}_{\{j k .\}} \leq 1$.

## 3 Finding $t_{x}$ and $t_{y}$

Once $\mathbf{R}_{\mathbf{Y}}$ is calculated with the method outlined from Sec. 2, in Theorem $2.4 \mathbf{t}_{X}$ and $\mathbf{t}_{Y}$ can be calculated. Specifically, $\mathbf{t}_{X}$ and $\mathbf{t}_{Y}$ is the solution to the linear system (4):

$$
\left(\begin{array}{ll}
\mathbf{I} & -\mathbf{R}_{\mathbf{A}_{j}}
\end{array}\right)\binom{\mathbf{t}_{Y}}{\mathbf{t}_{X}}=\mathbf{t}_{\mathbf{A}_{j}}-\mathbf{R}_{\mathbf{Y}} \mathbf{t}_{\mathbf{B}_{j}}
$$

Clearly, multiple measurements are necessary to obtain a unique solution for this problem. The following will give qualifications for uniqueness. It should be noted that the results of this section are similar to the results of solving $\mathbf{A X}=\mathbf{Y B}$ using quaternions shown in Ref. [8].

Theorem 3.1. The minimum number $n$ of pose measurements necessary to obtain a unique solution to linear system (4) is $n=3$.

Proof. Consider the case where $n=2$. Then the linear system (4) becomes

$$
\left(\begin{array}{ll}
\mathbf{I} & -\mathbf{R}_{\mathbf{A}_{1}} \\
\mathbf{I} & -\mathbf{R}_{\mathbf{A}_{2}}
\end{array}\right)\binom{\mathbf{t}_{Y}}{\mathbf{t}_{X}}=\binom{\mathbf{t}_{\mathbf{A}_{1}}-\mathbf{R}_{\mathbf{Y}} \mathbf{t}_{\mathbf{B}_{1}}}{\mathbf{t}_{\mathbf{A}_{2}}-\mathbf{R}_{\mathbf{Y}} \mathbf{t}_{\mathbf{B}_{2}}}
$$

which clearly is a square system. Therefore, uniqueness of the solution is dependent on the rank of the matrix

$$
\left(\begin{array}{ll}
\mathbf{I} & -\mathbf{R}_{\mathbf{A}_{1}} \\
\mathbf{I} & -\mathbf{R}_{\mathbf{A}_{2}}
\end{array}\right)
$$

By elementary row operations

$$
\operatorname{rank}\left(\begin{array}{ll}
\mathbf{I} & -\mathbf{R}_{\mathbf{A}_{1}} \\
\mathbf{I} & -\mathbf{R}_{\mathbf{A}_{2}}
\end{array}\right)=\operatorname{rank}\left(\begin{array}{cc}
\mathbf{I} & -\mathbf{R}_{\mathbf{A}_{1}} \\
0 & \mathbf{R}_{\mathbf{A}_{1}}-\mathbf{R}_{\mathbf{A}_{2}}
\end{array}\right)
$$

which is a triangular system. Hence, the rank of the original matrix is dependent on the rank of

$$
\mathbf{R}_{\mathbf{A}_{1}}-\mathbf{R}_{\mathbf{A}_{2}}=\mathbf{R}_{\mathbf{A}_{1}}\left(\mathbf{I}-\mathbf{R}_{\mathbf{A}_{1}}^{T} \mathbf{R}_{\mathbf{A}_{2}}\right)
$$

which is clearly rank-deficient since at least one eigenvalue of the rotation matrix $\mathbf{R}_{\mathbf{A}_{1}}^{T} \mathbf{R}_{\mathbf{A}_{2}}$ has to be 1 . Thus, $n \geq 3$.

THEOREM 3.2. Assume $n=3$. If the principal axes (up to sign) of $\mathbf{R}_{\mathbf{A}_{j}}^{T} \mathbf{R}_{\mathbf{A}_{k}}$ are not equal to the principal axes of $\mathbf{R}_{\mathbf{A}_{j}}^{T} \mathbf{R}_{\mathbf{A}_{\ell}}$ for $j \neq k \neq \ell$, then the linear system (4) has a unique solution.

Proof. Consider the nullspace of the matrix from linear system (4)

$$
\left(\begin{array}{cc}
\mathbf{I} & -\mathbf{R}_{\mathbf{A}_{1}} \\
\mathbf{I} & -\mathbf{R}_{\mathbf{A}_{2}} \\
\mathbf{I} & -\mathbf{R}_{\mathbf{A}_{3}}
\end{array}\right)\binom{\mathbf{t}_{Y}}{\mathbf{t}_{X}}=0
$$

Thus, for $j=1,2,3$

$$
\mathbf{R}_{\mathbf{A}_{j}} \mathbf{t}_{X}=\mathbf{t}_{Y}
$$

But, then

$$
\mathbf{R}_{\mathbf{A}_{j}}^{T} \mathbf{R}_{\mathbf{A}_{k}} \mathbf{t}_{X}=\mathbf{R}_{\mathbf{A}_{j}}^{T} \mathbf{R}_{\mathbf{A}_{\ell}} \mathbf{t}_{X}=\mathbf{t}_{X}
$$

which implies that $\mathbf{t}_{X}=0$ or $\mathbf{t}_{X}$ is the principal axis for both $\mathbf{R}_{\mathbf{A}_{j}}^{T} \mathbf{R}_{\mathbf{A}_{k}}$ and $\mathbf{R}_{\mathbf{A}_{j}}^{T} \mathbf{R}_{\mathbf{A}_{\ell}}$. Since we assumed that the latter is not possible, then $\mathbf{t}_{X}=0$ which implies that $\mathbf{t}_{Y}=0$ Thus, linear system (4) has a unique solution.

## 4 Error Metrics

It is often beneficial to understand how well a given $\mathbf{X}$ (or $\mathbf{R}_{\mathbf{X}}$ and $\mathbf{t}_{X}$ ) and $\mathbf{Y}$ ( or $\mathbf{R}_{\mathbf{Y}}$ and $\mathbf{t}_{Y}$ ) fit the data for evaluation purposes. In order to create error metrics, we will split the problem setup into its orientational component (1)

$$
\mathbf{R}_{\mathbf{A}_{j}} \mathbf{R}_{\mathbf{X}}=\mathbf{R}_{\mathbf{Y}} \mathbf{R}_{\mathbf{B}_{j}}
$$

and positional component (2)

$$
\mathbf{R}_{\mathbf{A}_{j}} \mathbf{t}_{X}+\mathbf{t}_{\mathbf{A}_{j}}=\mathbf{R}_{\mathbf{Y}} \mathbf{t}_{\mathbf{B}_{j}}+\mathbf{t}_{Y}
$$

Using these descriptions, an error metric for the orientational component (1) and positional component (2) can be formulated. This formulation is inspired by the error metrics of the author's earlier work [25]. Specifically, the error metric for the orientational component (1) can be formulated as

$$
\begin{aligned}
& \left\|\mathbf{R}_{\mathbf{A}_{j}} \mathbf{R}_{\mathbf{X}}-\mathbf{R}_{\mathbf{Y}} \mathbf{R}_{\mathbf{B}_{j}}\right\|^{2} \\
& \quad=\left\|\mathbf{R}_{\mathbf{A}_{j}} \mathbf{R}_{\mathbf{X}}\right\|^{2}-2 \operatorname{tr}\left(\mathbf{R}_{\mathbf{A}_{j}} \mathbf{R}_{\mathbf{X}}\left(\mathbf{R}_{\mathbf{Y}} \mathbf{R}_{\mathbf{B}_{j}}\right)^{T}\right)+\left\|\mathbf{R}_{\mathbf{Y}} \mathbf{R}_{\mathbf{B}_{j}}\right\|^{2} \\
& \quad=6-2 \operatorname{tr}\left(\mathbf{R}_{\mathbf{A}_{j}} \mathbf{R}_{\mathbf{X}}\left(\mathbf{R}_{\mathbf{Y}} \mathbf{R}_{\mathbf{B}_{j}}\right)^{T}\right) \\
& \quad=6-2(1+2 \cos \theta) \leq 8
\end{aligned}
$$

since $\|\mathbf{R}\|^{2}=3$ and $\operatorname{tr}(\mathbf{R})=1+2 \cos \theta$ for any rotation matrix $\mathbf{R}$ with eigenvalues $\{1, \cos \theta \pm i \sin \theta\}$. Therefore, if $\theta=0$, then $6-2(1+2 \cos \theta)=6-2(3)=0$, whereas if $\theta=\pi$, then $6-2(1+2 \cos \theta)=6-2(-1)=8$. Hence, a metric or percentage of accuracy to evaluate the orientation for a given $\mathbf{R}_{\mathbf{X}}$ and $\mathbf{R}_{\mathbf{Y}}$ can be calculated as

$$
0 \leq 1-\frac{1}{8}\left\|\mathbf{R}_{\mathbf{A}_{j}} \mathbf{R}_{\mathbf{X}}-\mathbf{R}_{\mathbf{Y}} \mathbf{R}_{\mathbf{B}_{j}}\right\|^{2} \leq 1
$$

A metric for the positional component (2) can be calculated in a similar way by considering how close

$$
\mathbf{R}_{\mathbf{A}_{j}} \mathbf{t}_{X}+\mathbf{t}_{\mathbf{A}_{j}} \text { is to } \mathbf{R}_{\mathbf{Y}} \mathbf{t}_{\mathbf{B}_{j}}+\mathbf{t}_{Y}
$$

The dot product of the normalized vectors, i.e.,

$$
0 \leq\left|\frac{\left(\mathbf{R}_{\mathbf{A}_{j}} \mathbf{t}_{X}+\mathbf{t}_{\mathbf{A}_{j}}\right)^{T}\left(\mathbf{R}_{\mathbf{Y}} \mathbf{t}_{\mathbf{B}_{j}}+\mathbf{t}_{Y}\right)}{\left\|\mathbf{R}_{\mathbf{A}_{j}} \mathbf{t}_{X}+\mathbf{t}_{\mathbf{A}_{j}}\right\|\left\|\mathbf{R}_{\mathbf{Y}} \mathbf{t}_{\mathbf{B}_{j}}+\mathbf{t}_{Y}\right\|}\right| \leq 1
$$

can be used to construct a metric or percentage of accuracy for this data. If the dot product of the vectors is 1 , then the algorithm has $100 \%$ accuracy. A problem with this metric is that the scale of the vectors is not taken into consideration. Therefore, two vectors that are not exactly equal may exhibit $100 \%$ accuracy. For example, consider the vectors $\mathbf{x}$ and $\mathbf{y}=\lambda \mathbf{x}$ where the scaling term $\lambda$ is any real number other than 1 . The dot product of these normalized vectors would be 1 but $\mathbf{x} \neq \mathbf{y}$. Therefore, one may additionally want to compare the scale of

$$
\left\|\left(\mathbf{R}_{\mathbf{A}_{j}} \mathbf{t}_{X}+\mathbf{t}_{\mathbf{A}_{j}}\right)-\left(\mathbf{R}_{\mathbf{Y}} \mathbf{t}_{\mathbf{B}_{j}}+\mathbf{t}_{Y}\right)\right\|
$$

with the scale of the positional data $\mathbf{t}_{\mathbf{A}_{j}}$ and $\mathbf{t}_{\mathbf{B}_{j}}$ to determine the accuracy of the algorithm. Note that since this metric does not have an upper-bound, it may be difficult to compare the results from different setups as is possible with the first metric presented.

## 5 Experiments

5.1 Simulated Data In this section, the Kronecker method presented in this paper is compared with the Li et al. Kronecker method [9] and the Dornaika and Horaud closed-form quaternion method [4] on simulated data. The simulated data were constructed by first setting $\mathbf{A}_{j}$ as a random homogeneous matrix where the positional data ${\mathbf{t}_{\mathbf{A}_{j}}}$ are pseudorandom values drawn from the standard uniform distribution on the open interval $(0,1)$ for $j=1,2, \ldots, 20$. The corresponding

$$
\mathbf{B}_{j}=\mathbf{Y}^{-1} \mathbf{A}_{j} \mathbf{X}
$$

for random homogeneous matrices $\mathbf{X}$ and $\mathbf{Y}$. Noise was then added to the orientational component of $\mathbf{B}_{j}$ by setting the quaternion representation $\mathbf{q}_{\mathbf{B}_{j}}$ of $\mathbf{R}_{\mathbf{B}_{j}}$ to

$$
\hat{\mathbf{q}}_{\mathbf{B}_{j}}=\frac{\mathbf{q}_{\mathbf{B}_{j}}+\eta \mathbf{n}_{4}}{\left\|\mathbf{q}_{\mathbf{B}_{j}}+\eta \mathbf{n}_{4}\right\|}
$$

Here, $\eta$ spans 20 equally spaced values between 0 and 0.25 and $\mathbf{n}_{4}$ is a four-dimensional vector of pseudorandom values drawn from the standard uniform distribution on the open interval $(0,1)$. Note the positional data remained exact.

Figure 2 shows the average results over ten trials of the experiment with increasing $\eta$ values. The rotation errors are described as

$$
0 \leq\|\mathbf{R}-\hat{\mathbf{R}}\|=\sqrt{6-2(1+2 \cos \theta)} \leq \sqrt{8}
$$

where $\mathbf{R}$ is the original non-noisy rotation matrix and $\hat{\mathbf{R}}$ is the rotation matrix computed from each of the three methods. Here, $\theta$ describes the angle of rotation for the rotation matrix $\mathbf{R} \hat{\mathbf{R}}^{T}$. Notice that if $\mathbf{R}=\hat{\mathbf{R}}$, then $\mathbf{R} \hat{\mathbf{R}}^{T}=\mathbf{I}$ and the angle of rotation $\theta=0$. Similarly, the position errors are described as

$$
\|\mathbf{t}-\hat{\mathbf{t}}\|
$$

where $\mathbf{t}$ is the original non-noisy position vector and $\hat{\mathbf{t}}$ is the position vector computed from each of the three methods. The Kronecker method presented in this paper is represented with circles,
the Li et al. Kronecker method is described with triangles and the Dornaika and Horaud closed-form quaternion method is described with a solid line.

Generally, the results of the Kronecker method presented in this paper and the Dornaika and Horaud method are the same. However, there are a couple of peaks where the methods differ. This is a consequence of the nonuniqueness of the quaternion representation for rotation. Specifically, the Dornaika and Horaud method calculates the optimal orientations by forming a minimization problem under the assumption that

$$
\mathbf{q}_{\mathbf{A}_{j}} \mathbf{q}_{\mathbf{X}}=\mathbf{q}_{\mathbf{Y}} \mathbf{q}_{\mathbf{B}_{j}}
$$

However, since quaternions that represent rotation are sign invariant, this method can produce inaccurate results. For example, let the quaternion representation for

$$
\begin{aligned}
& \mathbf{q}_{\mathbf{A}}=\left\{\left(\begin{array}{l}
0.5959 \\
0.1411 \\
0.3562 \\
0.7058
\end{array}\right),\left(\begin{array}{c}
0.1004 \\
0.9834 \\
0.1473 \\
0.0337
\end{array}\right),\left(\begin{array}{c}
0.3101 \\
0.6635 \\
0.5309 \\
0.4264
\end{array}\right)\right\} \\
& \mathbf{q}_{\mathbf{B}}=\left\{\left(\begin{array}{l}
0.6359 \\
0.5622 \\
0.4566 \\
0.2666
\end{array}\right),\left(\begin{array}{c}
-0.7766 \\
-0.1562 \\
0.4056 \\
0.4560
\end{array}\right),\left(\begin{array}{c}
0.8277 \\
0.5402 \\
-0.1499 \\
0.0258
\end{array}\right)\right\}
\end{aligned}
$$

Then for the true $\mathbf{q}_{\mathbf{X}}$ and $\mathbf{q}_{\mathbf{Y}}$

$$
\begin{aligned}
& \mathbf{q}_{\mathrm{A}} \mathbf{q}_{\mathbf{X}}=\left\{\left(\begin{array}{c}
0.5599 \\
0.5915 \\
0.1721 \\
-0.5541
\end{array}\right),\left(\begin{array}{c}
0.0254 \\
0.2290 \\
-0.8422 \\
-0.4874
\end{array}\right),\left(\begin{array}{c}
0.2343 \\
0.6979 \\
-0.4156 \\
-0.5342
\end{array}\right)\right\} \\
& \mathbf{q}_{\mathbf{Y}} \mathbf{q}_{\mathbf{B}}=\left\{\left(\begin{array}{c}
0.5599 \\
0.5915 \\
0.1721 \\
-0.5541
\end{array}\right),\left(\begin{array}{c}
-0.0254 \\
-0.2290 \\
0.8422 \\
0.4874
\end{array}\right),\left(\begin{array}{c}
0.2343 \\
0.6979 \\
-0.4156 \\
-0.5342
\end{array}\right)\right\}
\end{aligned}
$$

Notice that the second quaternion in each set have opposite signs. Thus, the Dornaika and Horaud method creates inaccurate results. Specifically, the quaternion representation for the results obtained from the Dornaika and Horaud method are

$$
\begin{aligned}
& \mathbf{q}_{\mathbf{X}}=\left(\begin{array}{llrl}
-0.1981 & 0.5408 & -0.8172 & 0.0239
\end{array}\right)^{T} \\
& \mathbf{q}_{\mathbf{Y}}=\left(\begin{array}{llrl}
-0.7639 & -0.0660 & 0.6339 & 0.1018
\end{array}\right)^{T}
\end{aligned}
$$

whereas the true results and the one calculated using the Kronecker product method created in this paper are

$$
\begin{aligned}
& \mathbf{q}_{\mathbf{X}}=\left(\begin{array}{llll}
0.9118 & 0.3988 & 0.0454 & 0.0873
\end{array}\right)^{T} \\
& \mathbf{q}_{\mathbf{Y}}=\left(\begin{array}{llll}
0.3283 & 0.6154 & 0.3603 & 0.6194
\end{array}\right)^{T}
\end{aligned}
$$

Figure 2 also illustrates the differences between the Kronecker method presented in this paper and the Li et al. Kronecker method. The $\mathbf{X}$ rotational errors are similar. However, the $\mathbf{Y}$ rotation errors of the Li et al. Kronecker method are slightly better than the errors of the Kronecker method presented in this paper, since their calculation includes the exact positional data. However, the positional errors vary drastically. This is a result of the Li et al. Kronecker method calculating $\mathbf{R}_{\mathbf{X}}, \mathbf{R}_{\mathbf{Y}}, \mathbf{t}_{X}$, and $\mathbf{t}_{Y}$ all in the same step. Due to noise, the $\mathbf{R}_{\mathbf{X}}$ and $\mathbf{R}_{\mathbf{Y}}$ calculated may not be accurate representations of rotation matrices and thus a further step has to be made which may cause discrepancies. However, the corresponding $\mathbf{t}_{X}$ and $\mathbf{t}_{Y}$ are not updated with the Li et al.


Fig. 2 Comparison of the Kronecker product method described in this paper (circles), the Li et al. Kronecker product method described in Ref. [9] (triangles), and the Dornaika and Horaud closed-form quaternion method described in Ref. [4] (solid line) on simulated data.

Kronecker method, which causes the larger positional errors that are illustrated in Fig. 2.
5.2 Real Data. In this section, the Kronecker method presented in this paper is compared with the Li et al. Kronecker method and results obtained from hand-calibration on real data obtained using a commercial system and a laser tracker system considered ground truth as shown in Fig. 3. The commercial system obtains rotational and positional data by matching features of a stationary object ( O ) in an image with features from a training image. These images are obtained from a camera (C) rigidly attached to a moving robot arm. Also attached to the robot arm is


Fig. 3 Experimental setup of the commercial system with the laser tracker system
an active target (AT) that is being tracked by a stationary laser tracker (LT). Note that there is a rigid transformation $\mathbf{Y}$ between the camera and active target, since they are both rigidly attached to the robot arm. In addition, there is a rigid transformation $\mathbf{X}$ between the object and laser tracker, since they are both stationary. The robot arm is rotated about two of its rotational axes from $\pm 5 \mathrm{deg}$ in increments of 5 deg . In addition, the robot arm is moved in the $y$ direction from $\pm 150 \mathrm{~mm}$ in increments of 50 mm . Thus, the robot arm obtains $3 \times 3 \times 7=63$ positions. Data are obtained simultaneously for each system being time-stamped and synchronized at positions $j=1,2, \ldots, 63$. Mathematically, the relationship between the commercial system and the ground truth system can be described as

$$
\underbrace{{ }^{\mathrm{AT}} \mathbf{H}_{\mathrm{LT}}}_{\mathbf{A}_{j}} \cdot \underbrace{{ }^{\mathrm{LT}} \mathbf{H}_{\mathrm{O}}}_{\mathbf{X}}=\underbrace{{ }_{\mathrm{AT}} \mathbf{H}_{\mathrm{C}}}_{\mathbf{Y}} \cdot \underbrace{{ }^{{ }^{\prime} \mathbf{H}_{\mathrm{O}}}}_{\mathbf{B}_{j}}
$$

Note that the commercial system also records if all of the features from the training image are detected in the image taken from the camera (C). For this experiment, 54 out of the 63 positions had all of the features presented in their corresponding images. Additional details of the experimental setup can be found in Ref. [26].

Experimental results for this setup are shown in Fig. 4 where the three graphs correspond to the error metrics outlined in Sec. 4. Specifically, calibration is performed using the 54 positions where all the features from the training image are detected. The $\mathbf{X}$ and $\mathbf{Y}$ obtained from this calibration are then used to determine the error in all 63 positions. Results obtained from the calibration using the Kronecker method presented in this paper are represented with circles, the Li et al. Kronecker method are described with triangles, and hand surveying the experimental setup with a laser tracker system, i.e., hand-calibration, are described with squares. The rotational errors for all three methods are nearly the same. However, the true discrepancies are shown in the translational errors. Notice that both Kronecker product methods produce better results than the hand-calibrated method which is prone to noise due to human error. The interesting difference is between the two Kronecker product translational errors. The errors exist since the positional results ( $\mathbf{t}_{X}$ and $\mathbf{t}_{Y}$ ) for the Li et al. Kronecker method


Fig. 4 Comparison of the Kronecker product method described in this paper (circles), the Li et al. Kronecker product method described in Ref. [9] (triangles), and hand-calibration results (squares) on real data.
were not re-calculated once the orientational results ( $\mathbf{R}_{\mathbf{X}}$ and $\mathbf{R}_{\mathbf{Y}}$ ) were updated. Thus, errors are likely.

## 6 Conclusion

This paper constructs a closed-form solution for the robot-world/hand-eye calibration problem using the Kronecker product. This method is compared with the Kronecker product method by Li et al. and the closed-form quaternion method by Dornaika and Horaud on simulated data. In addition, the method is compared with the Kronecker product method by Li et al. and with handcalibrated results on real data. It is shown that the Kronecker method that is presented in this paper is a reliable and accurate method for solving the robot-world/hand-eye calibration problem.
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