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Terms
cantilever

fixed-fixed beam

Definition of Terms

Definitions
a test structure that consists of a freestanding beam that is fixed at one
end*

a test structure that consists of a freestanding beam that is fixed at both
ends’

in-plane length (or deflection) measurement

interferometer

residual strain

(residual) strain gradient

residual stress

(residual) stress gradient
step height

stiction

test structure

thickness

vibrometer
Young’s modulus

the experimental determination of the straight-line distance between
two transitional edges in a MEMS device®

a noln-contact optical instrument used to obtain topographical 3-D data
sets

in a MEMS process, the amount of deformation (or displacement) per
unit length constrained within the structural layer of interest after
fabrication yet before the constraint of the sacrificial layer (or
substrate) is removed (in whole or in part)*

a through-thickness variation (of the residual strain) in the structural
layer of interest before it is released’

the remaining forces per unit area within the structural layer of interest
after the original cause(s) during fabrication have been removed yet
before the constraint of the sacrificial layer (or substrate) is removed (in
whole or in part)?

a through-thickness variation (of the residual stress) in the structural
layer of interest before it is released?

the distance in the z-direction that an initial, flat, processed surface (or
platform) is to a final, flat, processed surface (or platform)?

adhesion between the portion of a structural layer that is intended to be
freestanding and its underlying layer*

a component (such as, a fixed-fixed beam or cantilever) that is used to
extract information (such as, the residual strain or the strain gradient of
a layer) about a fabrication process*

the height in the z-direction of one or more designated thin-film layers?
an instrument for non-contact measurements of surface motion®

a parameter indicative of material stiffness that is equal to the stress
divided by the strain when the material is loaded in uniaxial tension,
assuming the strain is small enough such that it does not irreversibly
deform the material®

! Reprinted, with permission, from ASTM E 2444055 Terminology Relating to Measurements Taken on Thin, Reflecting Films,
copyright ASTM International, 100 Barr Harbor Drive, West Conshohocken, PA 19428, January 2006.

Reprinted, with permission, from SEMI MS2, MS3, and MS4 copyright Semiconductor Equipment and Materials International, Inc.
(SEMI) © 2010, 3081 Zanker Road, San Jose, CA 95134, www.semi.org.
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Definition of Symbols

The definitions of symbols used with the MEMS 5-in-1 are presented in this section, which is divided into
eight parts (one part for each of eight parameters) described as follows. The first set of symbols and
definitions are associated with Young’s modulus measurements using SEMI standard test method MS4 [1].
The second set of symbols and definitions are for residual strain measurements using ASTM standard test
method E 2245 [2], the third set for strain gradient measurements using ASTM standard test method E
2246 [3], the fourth set for step height measurements using SEMI standard test method MS2 [4], and the
fifth set for in-plane length measurements using ASTM standard test method E 2244 [5]. The above-
mentioned test methods are the five standard test methods associated with the MEMS 5-in-1. The sixth and
seventh sets of symbols and definitions pertain to residual stress and stress gradient calculations,
respectively, as specified in SEMI standard test method MS4 [1] for Young’s modulus measurements. The
eighth set of symbols and definitions is for thickness measurements, as specified in Sec. 8 of this document.
For RM 8096, the thickness measurements are obtained using the electro-physical technique [6] and for
RM 8097, the thickness measurements are obtained using the optomechanical technique [7]. Both of these
techniques utilize SEMI standard test method MS2 [4] for step height measurements.

When cross referencing these symbols and their definitions among documents, the standard test methods,
and the data analysis sheets, care should be given with respect to which symbols imply calibrated values (as
opposed to raw or derived values that have not yet been adjusted to account for deviations from a reference
standard that is used to calibrate the applicable measuring instrument) and which do not. Although
consistent within each document, standard test method, or web page, they may not be consistent between
references. The intent of this document is to present definitions of the symbols that are consistent with
what the user would view to be the easiest quantities (typically raw, uncalibrated data) to input on the data
analysis sheets. If one of the definitions to a symbol presented below is written exactly as it is written in
the standard test method’s Terminology Section, the applicable standard test method is specified within
brackets after the definition.

1. For Young’s modulus measurements [1]:

7] viscosity of the ambient surrounding the cantilever [SEMI MS4]

P density of the thin film layer [SEMI MS4]

ou one sigma uncertainty of the value of yu [SEMI MS4]

o) one sigma uncertainty of the value of p [SEMI MS4]

Ocantilever one sigma uncertainty in the cantilever’s resonance frequency due to geometry and/or
composition deviations from the ideal

OEinit estimated standard deviation of Ejnjt [SEMI MS4]

loj0) the calibrated standard deviation of the frequency measurements (used to obtain f¢an)
that is due to damping

Ofreq the standard deviation of fyngamped?, fundamped2, and fundampeds (also called ofundamped)

Ofreqcal the calibrated standard deviation of the frequency measurements (used to obtain f¢an)

that is due to the calibration of the time base for which the uncertainty is assumed to scale
linearly [SEMI MS4]

Oiresol the calibrated standard deviation of the frequency measurements (used to obtain f¢an)
that is due to the frequency resolution [SEMI MS4]

Ofundamped one sigma uncertainty of the calibrated undamped resonance frequency measurements
[SEMI MS4]

oL one sigma uncertainty of the value of L¢gn [SEMI MS4]

Ometer for calibrating the time base of the instrument: the standard deviation of the
measurements used to obtain fyeter [SEMI MS4]

Osupport the estimated one sigma uncertainty in the cantilever’s resonance frequency due to a non-

ideal support (or attachment conditions)
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GCthick
ow

cals
d

E

Einit
Emax
Emin

fcan
feaninit
fcorrection

fdampedn

finstrumem
fmeasn

fmeter

fresol
fundampedn

Lcan
Pdiff

Q
t

Up

UcE
Ucertf
Ucmeter

Udamp

Ue
Ufreq

Ufreqcal

Ufresol

one sigma uncertainty of the value of t [SEMI MS4]

one sigma uncertainty of the value of W¢an [SEMI MS4]

the calibration factor for a frequency measurement [SEMI MS4]

the gap between the bottom of the suspended cantilever and the top of the underlying
layer

ca)l/culated Young’s modulus value of the thin film layer [SEMI MS4]

initial estimate for the Young’s modulus value of the thin film layer [SEMI MS4]
maximum Young’s modulus value as determined in an uncertainty calculation [SEMI
MS4-1109]

minimum Young’s modulus value as determined in an uncertainty calculation [SEMI
MS4-1109]

average calibrated undamped resonance frequency of the cantilever, which includes the
frequency correction term [SEMI MS4]

estimate for the fundamental resonance frequency of a cantilever

correction term for the cantilever’s resonance frequency [SEMI MS4]

the n™ calibrated, damped resonance frequency measurement

for calibrating the time base of the instrument: the frequency setting for the calibration
measurements (or the manufacturer’s specification for the clock frequency) [SEMI MS4]
an uncalibrated measurement of the resonance frequency where the trailing subscript n is
1,2,0r3

for calibrating the time base of the instrument: the calibrated average frequency of the
calibration measurements (or the calibrated average clock frequency) taken with a
frequency meter [SEMI MS4]

uncalibrated frequency resolution for the given set of measurement conditions [SEMI
MS4]

the n™ calibrated undamped resonance frequency calculated from the cantilever’s n"
damped resonance frequency measurement, if applicable

suspended cantilever length [SEMI MS4]

estimated percent difference between the damped and undamped resonance frequency of
the cantilever [SEMI MS4]

oscillatory quality factor of the cantilever [SEMI MS4]

thickness of the thin film layer [SEMI MS4]

component in the combined standard uncertainty calculation for Young’s modulus that is
due to the uncertainty of p [SEMI MS4-1109]

combined standard uncertainty of a Young’s modulus measurement as obtained from the
resonance frequency of a cantilever [SEMI MS4]

for calibrating the time base of the instrument: the certified one sigma uncertainty of the
frequency measurements as specified on the frequency meter’s certificate

for calibrating the time base of the instrument: the one sigma uncertainty of the
frequency measurements taken with the frequency meter

component in the combined standard uncertainty calculation for Young’s modulus that is
due to damping [SEMI MS4-1109]

the expanded uncertainty of a Young’s modulus measurement [SEMI MS4]

component in the combined standard uncertainty calculation for Young’s modulus that is
due to the measurement uncertainty of the average resonance frequency

component in the combined standard uncertainty calculation for Young’s modulus that is
due to the frequency calibration

component in the combined standard uncertainty calculation for Young’s modulus that is
due to freso| [SEMI MS4-1109]



uL

Uthick

Wcan

component in the combined standard uncertainty calculation for Young’s modulus that is
due to the measurement uncertainty of Lcan [SEMI MS4-1109]

component in the combined standard uncertainty calculation for Young’s modulus that is
due to the measurement uncertainty of t [SEMI MS4-1109]

suspended cantilever width [SEMI MS4]

2. For residual strain measurements [2]:

a
Ogrcorrection
ér

&r-high
Er-low

OBsame

Ocert

Ol repeat(samp)’

Onoise

ORave

Orepeat(samp)

Osamp

Oxcal

Ozcal

caly
calymax

calymin
cal;

cert

Le”

the misalignment angle [ASTM E 2245]

the relative residual strain correction term [ASTM E 2245]

the residual strain [ASTM E 2245]

the maximum residual strain value as determined in an uncertainty calculation

the minimum residual strain value as determined in an uncertainty calculation

the maximum of two uncalibrated values (osame1 and osame2) Where osame1 is the standard
deviation of the six step height measurements taken on the physical step height standard
at the same location before the data session and osame2 is the standard deviation of the six
measurements taken at this same location after the data session [ASTM E 2245]

the certified one sigma uncertainty of the physical step height standard used for
calibration [ASTM E 2245]

the in-plane length repeatability standard deviation (for the given combination of lenses
for the given interferometric microscope) as obtained for the same or a similar type of
measurement and taken on test structures with transitional edges that face each other

the standard deviation of the noise measurement, calculated to be one-sixth the value of
Rtave Minus Raye [ASTM E 2245]

the standard deviation of the surface roughness measurement, calculated to be one-sixth
the value of Raye [ASTM E 2245]

the relative residual strain repeatability standard deviation as obtained from fixed-fixed
beams fabricated in a process similar to that used to fabricate the sample [ASTM E 2245]
the standard deviation in a height measurement due to the sample’s peak-to-valley
surface roughness as measured with the interferometer and calculated to be one-sixth the
value of Riave

the standard deviation in a ruler measurement in the interferometric microscope’s x-
direction for the given combination of lenses [ASTM E 2245]

the calibrated standard deviation of the twelve step height measurements taken along the

certified portion of the physical step height standard before and after the data session and
which is assumed to scale linearly with height

the x-calibration factor of the interferometric microscope for the given combination of
lenses [ASTM E 2245]

the maximum x-calibration factor

the minimum x-calibration factor

the z-calibration factor of the interferometric microscope for the given combination of
lenses [ASTM E 2245]

the certified (that is, calibrated) value of the physical step height standard [ASTM E
2245

the ir?—plane length measurement of the fixed-fixed beam [ASTM E 2245]

the calibrated length of the fixed-fixed beam if there are no applied axial-compressive
forces [ASTM E 2245]

the total calibrated length of the curved fixed-fixed beam (as modeled with two cosine
functions) with vleng and v2eng as the calibrated v values of the endpoints [ASTM E
2245]

the calibrated effective length of the fixed-fixed beam calculated as the straight-line
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Loffset

nl;

n2;

R ave

Rtave

rulery

scopey

Uer

Ucert

Ucorrection
Udrift

uL

Ulinear
Unoise
URave

Urepeat(samp)

Urepeat(shs)

Usamp

Uw

measurement between veg and ves [ASTM E 2245]

the in-plane length correction term for the given type of in-plane length measurement
taken on similar structures when using similar calculations and for the given combination
of lenses for a given interferometric microscope [ASTM E 2245]

indicative of the data point uncertainty associated with the chosen value for X1yppert,
with the subscript “t” referring to the data trace. If it is easy to identify one point that
accurately locates the upper corner of Edge 1, the maximum uncertainty associated with
the identification of this point is nlixyescaly, where n1i=1. [ASTM E 2245]

indicative of the data point uncertainty associated with the chosen value for x2ppert,
with the subscript “t” referring to the data trace. If it is easy to identify one point that
accurately locates the upper corner of Edge 2, the maximum uncertainty associated with
the identification of this point is n2¢xescaly, where n2¢=1. [ASTM E 2245]

the calibrated surface roughness of a flat and leveled surface of the sample material
calculated to be the average of three or more measurements, each measurement taken
from a different 2-D data trace [ASTM E 2245]

the calibrated peak-to-valley roughness of a flat and leveled surface of the sample
material calculated to be the average of three or more measurements, each measurement
taken from a different 2-D data trace [ASTM E 2245]

the interferometric microscope’s maximum field of view in the x-direction for the given
combination of lenses as measured with a 10-pum grid (or finer grid) ruler [ASTM E
2245]

the interferometric microscope’s maximum field of view in the X-direction for the given
combination of lenses [ASTM E 2245]

the expanded uncertainty of a residual strain measurement [ASTM E 2245]

the combined standard uncertainty of a residual strain measurement [ASTM E 2245]
the component in the combined standard uncertainty calculation for residual strain that
is due to the uncertainty of the value of the physical step height standard used for
calibration [ASTM E 2245]

the component in the combined standard uncertainty calculation for residual strain that
is due to the uncertainty of the correction term [ASTM E 2245]

the component in the combined standard uncertainty calculation for residual strain that
is due to the amount of drift during the data session [ASTM E 2245]

the component in the combined standard uncertainty calculation for residual strain that is
due to the measurement uncertainty of L [ASTM E 2245]

the component in the combined standard uncertainty calculation for residual strain that
is due to the deviation from linearity of the data scan [ASTM E 2245]

the component in the combined standard uncertainty calculation for residual strain that
is due to interferometric noise [ASTM E 2245]

the component in the combined standard uncertainty calculation for residual strain that
is due to the sample’s surface roughness [ASTM E 2245]

the component in the combined standard uncertainty calculation for residual strain that
is due to the repeatability of residual strain measurements taken on fixed-fixed beams
processed similarly to the one being measured [ASTM E 2245]

the component in the combined standard uncertainty calculation for residual strain that
is due to the repeatability of measurements taken on the physical step height standard
[ASTM E 2245]

the component in the combined standard uncertainty calculation for residual strain that is
due to the sample’s peak-to-valley surface roughness as measured with the interferometer
[ASTM E 2245-05]

the component in the combined standard uncertainty calculation for residual strain that is
due to variations across the width of the fixed-fixed beam [ASTM E 2245]
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Uxcal

Uxres

UxresL

Uzcal

Uzres

Vlend
V2end
VeF

Ves
XLyppert
X2uppert

Xres

Zgsame

ave

Zdrift

Zlin

Zrepeat(shs)

Zres

the component in the combined standard uncertainty calculation for residual strain that is

due to the uncertainty of the calibration in the x-direction [ASTM E 2245]

the component in the combined standard uncertainty calculation for residual strain that is

due to the resolution of the interferometric microscope in the x-direction as pertains to the
data points chosen along the fixed-fixed beam [ASTM E 2245]

the component in the combined standard uncertainty calculation for residual strain that is

due to the resolution of the interferometric microscope in the x-direction as pertains to the
in-plane length measurement

the component in the combined standard uncertainty calculation for residual strain that is
due to the uncertainty of the calibration in the z-direction [ASTM E 2245-05]

the component in the combined standard uncertainty calculation for residual strain that is
due to the resolution of the interferometric microscope in the z-direction [ASTM E 2245]
one endpoint of the in-plane length measurement [ASTM E 2245]

another endpoint of the in-plane length measurement [ASTM E 2245]

the calibrated v value of the inflection point of the cosine function modeling the first
abbreviated data trace [ASTM E 2245]

the calibrated v value of the inflection point of the cosine function modeling the second
abbreviated data trace [ASTM E 2245]

the uncalibrated x-value that most appropriately locates the upper corner associated
with Edge 1 using Trace t

the uncalibrated x-value that most appropriately locates the upper corner associated
with Edge 2 using Trace t

the uncalibrated resolution of the interferometric microscope in the x-direction

the uncalibrated y-value associated with Trace a”

the uncalibrated y-value associated with Trace e’

the uncalibrated average of the six calibration measurements from which zrepeat(shs) is
found

the uncalibrated average of the six calibration measurements from which ogsgme is
found [ASTM E 2245]

the average of the calibration measurements taken along the physical step height

standard before and after the data session [ASTM E 2245]

the uncalibrated positive difference between the average of the six calibration
measurements taken before the data session (at the same location on the physical step
height standard used for calibration) and the average of the six calibration measurements
taken after the data session (at this same location) [ASTM E 2245]

over the instrument’s total scan range, the maximum relative deviation from linearity,
as quoted by the instrument manufacturer (typically less than 3 %) [ASTM E 2245]

the maximum of two uncalibrated values; one of which is the positive uncalibrated
difference between the minimum and maximum values of the six calibration
measurements taken before the data session (at the same location on the physical step
height standard used for calibration) and the other is the positive uncalibrated difference
between the minimum and maximum values of the six calibration measurements taken
after the data session (at this same location)

the calibrated resolution of the interferometric microscope in the z-direction [ASTM E
2245]

3. For strain gradient measurements [3]:

a

OBsame

the misalignment angle [ASTM E 2246]
the maximum of two uncalibrated values (osame1 and osame2) Where osame1 is the standard
deviation of the six step height measurements taken on the physical step height standard

viii



Ocert
Orepeat(samp)

Osamp

Oxcal

Ozcal

caly
calymax

calymin
cal;

cert

nl;

R ave

Rtave

Sg
Sgcorrection
Sg-high
Sg-low
Ucert

Ucorrection

Ucsg
Udrift

Ulinear
Unoise

URave

at the same location before the data session and osame2 is the standard deviation of the six
measurements taken at this same location after the data session [ASTM E 2246]

the certified one sigma uncertainty of the physical step height standard used for
calibration [ASTM E 2246]

the relative strain gradient repeatability standard deviation as obtained from cantilevers
fabricated in a process similar to that used to fabricate the sample [ASTM E 2246]

the standard deviation in a height measurement due to the sample’s peak-to-valley
surface roughness as measured with the interferometer and calculated to be one-sixth the
Value Of Rta\/e

the standard deviation in a ruler measurement in the interferometric microscope’s X-
direction for the given combination of lenses [ASTM E 2246]

the calibrated standard deviation of the twelve step height measurements taken along the
certified portion of the physical step height standard before and after the data session and
which is assumed to scale linearly with height

the x-calibration factor of the interferometric microscope for the given combination of
lenses [ASTM E 2246]

the maximum x-calibration factor

the minimum x-calibration factor

the z-calibration factor of the interferometric microscope for the given combination of
lenses [ASTM E 2246]

the certified (that is, calibrated) value of the physical step height standard [ASTM E
2246]

indicative of the data point uncertainty associated with the chosen value for X1yppert,
with the subscript “t” referring to the data trace. If it is easy to identify one point that
accurately locates the upper corner of Edge 1, the maximum uncertainty associated with

the identification of this point is nlxyescaly, where n1i=1. [ASTM E 2246]
the calibrated surface roughness of a flat and leveled surface of the sample material

calculated to be the average of three or more measurements, each measurement taken
from a different 2-D data trace [ASTM E 2246]

the calibrated peak-to-valley roughness of a flat and leveled surface of the sample
material calculated to be the average of three or more measurements, each measurement
taken from a different 2-D data trace [ASTM E 2246]

the strain gradient as calculated from three data points [ASTM E 2246]

the strain gradient correction term for the given design length [ASTM E 2246]

the maximum strain gradient value as determined in an uncertainty calculation

the minimum strain gradient value as determined in an uncertainty calculation

the component in the combined standard uncertainty calculation for strain gradient that
is due to the uncertainty of the value of the physical step height standard used for
calibration [ASTM E 2246]

the component in the combined standard uncertainty calculation for strain gradient that
is due to the uncertainty of the correction term [ASTM E 2246]

the combined standard uncertainty of a strain gradient measurement [ASTM E 2246]
the component in the combined standard uncertainty calculation for strain gradient that
is due to the amount of drift during the data session [ASTM E 2246]

the component in the combined standard uncertainty calculation for strain gradient that
is due to the deviation from linearity of the data scan [ASTM E 2246]

the component in the combined standard uncertainty calculation for strain gradient that
is due to interferometric noise [ASTM E 2246]

the component in the combined standard uncertainty calculation for strain gradient that
is due to the sample’s surface roughness [ASTM E 2246]



Urepeat(samp)
Urepeat(shs)
Usamp

Uw

Uxcal

Uxres

Uzcal

Uzres
XLyppert

Xres

Yt

Zg
Z6 same

ave

Zdrift

Zlin

Zrepeat(shs)

Zres

the component in the combined standard uncertainty calculation for strain gradient that

is due to the repeatability of measurements taken on cantilevers processed similarly to the
one being measured [ASTM E 2246]

the component in the combined standard uncertainty calculation for strain gradient that

is due to the repeatability of measurements taken on the physical step height standard
[ASTM E 2246]

the component in the combined standard uncertainty calculation for strain gradient that is
due to the sample’s peak-to-valley surface roughness as measured with the interferometer
[ASTM E 2246-05]

the expanded uncertainty of a strain gradient measurement [ASTM E 2246]

the component in the combined standard uncertainty calculation for strain gradient that is
due to the measurement uncertainty across the width of the cantilever [ASTM E 2246]
the component in the combined standard uncertainty calculation for strain gradient that is
due to the uncertainty of the calibration in the x-direction [ASTM E 2246]

the component in the combined standard uncertainty calculation for strain gradient that is
due to the resolution of the interferometric microscope in the x-direction [ASTM E 2246]
the component in the combined standard uncertainty calculation for strain gradient that is
due to the uncertainty of the calibration in the z-direction [ASTM E 2246-05]

the component in the combined standard uncertainty calculation for strain gradient that is
due to the resolution of the interferometric microscope in the z-direction [ASTM E 2246]
the uncalibrated x-value that most appropriately locates the upper corner associated

with Edge 1 using Trace t

the uncalibrated resolution of the interferometric microscope in the x-direction (for the
given combination of lenses)

the uncalibrated y-value associated with Trace t

the uncalibrated average of the six calibration measurements from which zrepeat(shs) is
found

the uncalibrated average of the six calibration measurements from which ogsgme is
found [ASTM E 2246]

the average of the calibration measurements taken along the physical step height

standard before and after the data session [ASTM E 2246]

the uncalibrated positive difference between the average of the six calibration
measurements taken before the data session (at the same location on the physical step
height standard used for calibration) and the average of the six calibration measurements
taken after the data session (at this same location) [ASTM E 2246]

over the instrument’s total scan range, the maximum relative deviation from linearity,
as quoted by the instrument manufacturer (typically less than 3 %) [ASTM E 2246]

the maximum of two uncalibrated values; one of which is the positive uncalibrated
difference between the minimum and maximum values of the six calibration
measurements taken before the data session (at the same location on the physical step
height standard used for calibration) and the other is the positive uncalibrated difference
between the minimum and maximum values of the six calibration measurements taken
after the data session (at this same location)

the calibrated resolution of the interferometric microscope in the z-direction [ASTM E
2246]

4. For step height measurements [4]:

OBave

the maximum of two uncalibrated values (ohefore and oafter) Where opefore IS the standard
deviation of the six step height measurements taken along the physical step height
standard before the data session and oaster is the standard deviation of the six

X



OBsame

Ocert
Orepeat(samp)
OWstep

cal;

cert
platNrD

platNrDt

platNXt

SplatNrDt
SplatNXave

SplatNXt
SplatNYt
SroughNX

SroughNY

stepNxy

stepNxyt

measurements taken along the physical step height standard after the data session [SEMI
MS2]

the maximum of two uncalibrated values (osame1 and osame2) Where osamer is the standard
deviation of the six step height measurements taken at the same location on the physical
step height standard before the data session and asame2 is the standard deviation of the six
measurements taken at this same location after the data session [SEMI MS2]

the one sigma uncertainty of the physical step height standard used for calibration [SEMI
MS2]

the relative step height repeatability standard deviation as obtained from step height test
structures fabricated in a process similar to that used to fabricate the sample [SEMI MS2]
the standard deviation of the calibrated step height measurements taken from the data
traces on one step height test structure

the z-calibration factor of the interferometric microscope or comparable instrument
[SEMI MS2]

the certified value of the physical step height standard used for calibration [SEMI MS2]
the calibrated average of the reference platform height measurements taken from multiple
data traces on one step height test structure, where N is the test structure number (1, 2, 3,
etc.), r indicates it is from a reference platform, and D directionally indicates which
reference platform (using the compass indicators N, S, E, or W where N refers to the
reference platform designed closest to the top of the chip) [SEMI MS2]

an uncalibrated reference platform height measurement from one data trace, where N is
the test structure number (1, 2, 3, etc.), r indicates it is from a reference platform, D
directionally indicates which reference platform (using the compass indicators N, S, E, or
W where N refers to the reference platform designed closest to the top of the chip), and t
is the data trace (a, b, c, etc.) being examined [SEMI MS2]

an uncalibrated platform height measurement from one data trace, where N is the test
structure number (1, 2, 3, etc.), X is the capital letter associated with the platform (A, B,
C, etc.) as lettered starting with A for the platform closest to platNrW or platNrS, and t is
the data trace (a, b, c, etc.) being examined [SEMI MS2]

the uncalibrated standard deviation of the data from Trace t on platNrD [SEMI MS2]

the average of the calibrated standard deviation values from the data traces on platNX
[SEMI MS2]

the uncalibrated standard deviation of the data from Trace t on platNX [SEMI MS2]

the uncalibrated standard deviation of the data from Trace t on platNY [SEMI MS2]

the uncalibrated surface roughness of platNX measured as the smallest of all the values
obtained for spjatnxt; however, if the surfaces of the platforms (including the reference
platform) all have identical compositions, then it is measured as the smallest of all the
standard deviation values obtained from data traces a b, and ¢ along these platforms
[SEMI MS2]

the uncalibrated surface roughness of platNY measured as the smallest of all the values

obtained for spjarnyt; however, if the surfaces of the platforms (including the reference
platform) all have identical compositions, then it is measured as the smallest of all the
standard deviation values obtained from data traces a b, and ¢ along these platforms
[SEMI MS2]

the average of the calibrated step height measurements taken from multiple data traces on
one step height test structure, where N is the number associated with the test structure, X
is the capital letter associated with the initial platform (or r is used if it is the reference
platform), Y is the capital letter associated with the final platform (or r is used if it is the
reference platform), and the step is from the initial platform to the final platform [SEMI
MS2]

a calibrated step height measurement from one data trace on one step height test
structure, where N is the number associated with the test structure, X is the capital letter
associated with the initial platform (or r is used if it is the reference platform), Y is the
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Ucal

Ucert

UcSH
Udrift

Ulinear

Ul step

Urepeat(samp)

Urepeat(shs)

UsH
Uwstep

Z6ave

Zgsame

NI

ave

Zdrift

Zlin

Zrepeat(shs)

capital letter associated with the final platform (or r is used if it is the reference platform),
t is the data trace (a, b, c, etc.) being examined, and the step is from the initial platform to
the final platform [SEMI MS2]

the component in the combined standard uncertainty calculation for step height
measurements that is due to the uncertainty of the measurements taken across the
physical step height standard [SEMI MS2]

the component in the combined standard uncertainty calculation for step height
measurements that is due to the uncertainty of the value of the physical step height
standard used for calibration [SEMI MS2]

the combined standard uncertainty of a step height measurement [SEMI MS2]

the component in the combined standard uncertainty calculation for step height
measurements that is due to the amount of drift during the data session [SEMI MS2]

the component in the combined standard uncertainty calculation for step height
measurements that is due to the deviation from linearity of the data scan [SEMI MS2]

the component in the combined standard uncertainty calculation for step height
measurements that is due to the measurement uncertainty of the step height across the
length of the step, where the length is measured perpendicular to the edge of the step
[SEMI MS2]

the component in the combined standard uncertainty calculation for step height
measurements that is due to the repeatability of measurements taken on step height test
structures processed similarly to the one being measured [SEMI MS2]

the component in the combined standard uncertainty calculation for step height
measurements that is due to the repeatability of measurements taken on the physical step
height standard [SEMI MS2]

the expanded uncertainty of a step height measurement [SEMI MS2]

the component in the combined standard uncertainty calculation for step height
measurements that is due to the measurement uncertainty of the step height across the
width of the step, where the width is measured parallel to the edge of the step [SEMI
MS2]

the uncalibrated average of the six calibration measurements that was used to determine

Zrepeat(shs)

the uncalibrated average of the six calibration measurements from which ogaye is found
[SEMI MS2]

the uncalibrated average of the six calibration measurements used to determine ogsame
[SEMI MS2]

the average of the twelve calibration measurements (taken along the physical step height

standard before and after the data session) used to calculate cal, [SEMI MS2]

the uncalibrated positive difference between the average of the six calibration
measurements taken before the data session (at the same location on the physical step
height standard) and the average of the six calibration measurements taken after the data
session (at this same location) [SEMI MS2]

over the instrument’s total scan range, the maximum relative deviation from linearity
(typically less than 3 %), as quoted by the instrument manufacturer [SEMI MS2]

the maximum of two uncalibrated values; one of which is the positive difference between
the minimum and maximum values of the six calibration measurements taken before the
data session (at the same location on the physical step height standard) and the other is
the positive difference between the minimum and maximum values of the six calibration
measurements taken after the data session (at this same location)

xii



same

the uncalibrated average of the twelve calibration measurements that were taken before

and after the data session (at the same location on the physical step height standard) and
that is used to calculate cal; [used with SEMI MS2-1109]

5. For in-plane length measurements [5]:

a

Orepeat(samp)’

Oxcal
caly

cal,

cert

I—align

Lmeas
Loffset

nl;

n2;

rulery

scopey
Ualign
UcL
UL

uL

Uoffset

Urepeat(L)

Urepeat(samp)

the misalignment angle [ASTM E 2244]

the in-plane length repeatability standard deviation (for the given combination of lenses
for the given interferometric microscope) as obtained for the same or a similar type of
measurement

the standard deviation in a ruler measurement in the interferometric microscope’s x-
direction for the given combination of lenses [ASTM E 2244]

the x-calibration factor of the interferometric microscope for the given combination of
lenses [ASTM E 2244]

the z-calibration factor of the interferometric microscope for the given combination of
lenses [ASTM E 2244]

the certified (that is, calibrated) value of the physical step height standard [ASTM E
2244

the ir?—plane length measurement that accounts for misalignment and includes the in-
plane length correction term, Loffset [ASTM E 2244]

the in-plane length, after correcting for misalignment, used to calculate L [ASTM E
2244]

the measured in-plane length used to calculate Lajign [ASTM E 2244]

the in-plane length correction term for the given type of in-plane length measurement
on similar structures, when using similar calculations, and for a given magnification of a
given interferometric microscope [ASTM E 2244]

indicative of the data point uncertainty associated with the chosen value for X1yppert,
with the subscript “t” referring to the data trace. If it is easy to identify one point that
accurately locates the upper corner of Edge 1, the maximum uncertainty associated with
the identification of this point is n1x.caly, where n1;=1. [ASTM E 2244]

indicative of the data point uncertainty associated with the chosen value for X2yppert,
with the subscript “t” referring to the data trace. Ifit is easy to identify one point that
accurately locates the upper corner of Edge 2, the maximum uncertainty associated with
the identification of this point is n2x.ecaly, where n2,=1. [ASTM E 2244]

the interferometric microscope’s maximum field of view in the x-direction for the given
combination of lenses as measured with a 10-um grid (or finer grid) ruler [ASTM E
2244]

the interferometric microscope’s maximum field of view in the x-direction for the given
combination of lenses [ASTM E 2244]

the component in the combined standard uncertainty calculation for an in-plane length
measurement that is due to alignment uncertainty [ASTM E 2244]

the combined standard uncertainty for an in-plane length measurement [ASTM E 2244]
the expanded uncertainty of an in-plane length measurement [ASTM E 2244]

the component in the combined standard uncertainty calculation for an in-plane length
measurement that is due to the uncertainty in the calculated length [ASTM E 2244]

the component in the combined standard uncertainty calculation for an in-plane length
measurement that is due to the uncertainty of the value for Lofiset [ASTM E 2244]

the component in the combined standard uncertainty calculation for an in-plane length
measurement that is due to the uncertainty of the four measurements taken on the test
structure at different locations [ASTM E 2244]

the component in the combined standard uncertainty calculation for an in-plane length
measurement that is due to the repeatability of measurements taken on test structures
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Uxcal

Uxres

XLuppert
X2uppert

Xres

Ya’
Ye

z ave

processed similarly to the sample, using the same combination of lenses for the given
interferometric microscope for the measurement, and for the same or a similar type of
measurement [ASTM E 2244]

the component in the combined standard uncertainty calculation for an in-plane length
measurement that is due to the uncertainty of the calibration in the x-direction [ASTM E
2244]

the component in the combined standard uncertainty calculation for an in-plane length
measurement that is due to the resolution of the interferometric microscope in the x-
direction

the uncalibrated x-value that most appropriately locates the upper corner associated
with Edge 1 using Trace t [ASTM E 2244]

the uncalibrated x-value that most appropriately locates the upper corner associated
with Edge 2 using Trace t [ASTM E 2244]

the uncalibrated resolution of the interferometric microscope in the x-direction for the
given combination of lenses [ASTM E 2244]

the uncalibrated y-value associated with Trace a" [ASTM E 2244]

the uncalibrated y-value associated with Trace e’ [ASTM E 2244]
the average of the calibration measurements taken along the physical step height
standard before and after the data session [ASTM E 2244]

6. For residual stress calculations [1]:

&r

Or

E

Uer(or)

Uor
Ucer
Ucor
UcE

UE(or)

residual strain of the thin film layer [SEMI MS4]

residual stress of the thin film layer [SEMI MS4]
calculated Young’s modulus value of the thin film layer [SEMI MS4]

component in the combined standard uncertainty calculation for residual stress that is due
to the measurement uncertainty of & [SEMI MS4-1109]

the expanded uncertainty of a residual stress measurement [SEMI MS4]

combined standard uncertainty value for residual strain [SEMI MS4]

combined standard uncertainty value for residual stress [SEMI MS4]

combined standard uncertainty of a Young’s modulus measurement as obtained from
the resonance frequency of a cantilever [SEMI MS4]

component in the combined standard uncertainty calculation for residual stress that is due
to the measurement uncertainty of E [SEMI MS4-1109]

7. For (residual) stress gradient calculations [1]:

UcE

Ucsg
UE(og)

Usg(og)

stress gradient of the thin film layer [SEMI MS4]

calculated Young’s modulus value of the thin film layer [SEMI MS4]
strain gradient of the thin film layer [SEMI MS4]

the expanded uncertainty of a stress gradient measurement [SEMI MS4]
combined standard uncertainty value for stress gradient [SEMI MS4]

combined standard uncertainty of a Young’s modulus measurement as obtained from
the resonance frequency of a cantilever [SEMI MS4]

combined standard uncertainty value for strain gradient [SEMI MS4]

component in the combined standard uncertainty calculation for stress gradient that is due
to the measurement uncertainty of E [SEMI MS4-1109]

component in the combined standard uncertainty calculation for stress gradient that is due
to the measurement uncertainty of sg [SEMI MS4-1109]
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8. For thickness measurements:
For RM 8096 using Data Analysis Sheet T.1:

£5i02
P

Og

Op
OCa
OresCa
OresRs

ORs
Ca

Ires

Rs

t

tsio2
UcSio2
UctCa

UctRs
Ures

Usio2

the permittivity of SiO»
the resistivity of the thin film

the estimated standard deviation of &sio2

the standard deviation of the resistivity

the standard deviation of the capacitance value

a residual (unclassified) standard deviation of the residual capacitance component

a residual (unclassified) standard deviation of the residual sheet resistance or residual
resistivity component

the standard deviation of the sheet resistance

the capacitance per unit area in attofarads per square micrometer, for which the fringing
capacitance and stray capacitance have been removed

the residual (unclassified) capacitance, sheet resistance, or resistivity component, as
applicable

the interconnect sheet resistance

the thickness

the thickness of the composite SiO, beam

the combined standard uncertainty of the composite SiO2 beam thickness

the combined standard uncertainty of a thickness value obtained from capacitance
measurements

the combined standard uncertainty of a thickness value obtained from sheet resistance
measurements

a residual (unclassified) one sigma uncertainty component for a step height
measurement

the expanded uncertainty of a composite SiO2 beam thickness measurement

For RM 8097 using Data Analysis Sheet T.3.a:

o
AH

OBaveN

OBsameN

OcertN

Orepeat(samp)N

the polyl or poly2 thickness

range of the anchor etch depth (as provided by the processing facility)

the maximum of two uncalibrated values (opefore and oafter) Where opefore iS the standard
deviation of the six step height measurements taken along the physical step height
standard before the data session and oasier is the standard deviation of the six
measurements taken along the physical step height standard after the data session and
where the subscript N is A for the measurement of A, B for the measurement of B, and C
for the measurement of C

the maximum of two uncalibrated values (osame1 and osame2) Where osame1 is the standard
deviation of the six step height measurements taken on the physical step height standard
at the same location before the data session and osame2 is the standard deviation of the six
measurements taken at this same location after the data session and where the subscript N
is A for the measurement of A, B for the measurement of B, and C for the measurement of
C

certified one sigma uncertainty of the physical step height standard used for

calibration, where the subscript N is A for the measurement of A, B for the

measurement of B, and C for the measurement of C

the relative step height repeatability standard deviation as obtained from step height test
structures fabricated in a process similar to that used to fabricate the sample, where the
subscript N is A for the measurement of A, B for the measurement of B, and C for the
measurement of C

in a surface micromachining process, the positive vertical distance between the top of

XV



calyn

certy

Jest
platX
platXtl

platXt2
platy

platYtl
platYt2
platz

platZtl
platZt2
SplatXt1
SplatXt2
SplatYt1
SplatYt2
Splatzt1
Splatzt2

SroughX

SroughY

the underlying layer to the top of the structural layer in the anchor area

in a surface micromachining process, the vertical distance between the top of the
structural layer in the anchor area to the top of a beam composed of that structural layer
where adhered to the top of the underlying layer

in a surface micromachining process, the positive vertical distance between the top of
the underlying layer to the top of the beam where adhered to the top of the underlying
layer

the z-calibration factor of the interferometer for the given combination of lenses, where
the subscript N is A for the measurement of A, B for the measurement of B, and C for the
measurement of C

the certified value of the physical step height standard used for calibration, where the
subscript N is A for the measurement of A, B for the measurement of B, and C for the
measurement of C

the anchor etch depth

the positive vertical distance between the bottom of the suspended structural layer and
the top of the underlying layer, which takes into consideration the roughness of each
surface, any residue present between the layers, and a tilting component

the estimated value for the dimension J

the flat, processed polyO layer that is used in the measurements of A and C

an uncalibrated platform height measurement from one data trace on platX where t

is the data trace (a, b, or ¢) being examined for the measurement of A

an uncalibrated platform height measurement from one data trace on platX where t

is the data trace being examined for the measurement of C

the flat top surface of the polyl or poly2 layer (within its anchor to the underlying
polyO layer) that is used in the measurements of both A and B

an uncalibrated platform height measurement from one data trace on platY where t

is the data trace (a, b, or c) being examined for the measurement of A

an uncalibrated platform height measurement from one data trace on platY where t

is the data trace (a, b, or c) being examined for the measurement of B

the top surface of the cantilever beam (where it is adhered to the top of the underlying
layer) that is used in the measurements of B and C

an uncalibrated platform height measurement from one data trace on platZ where t

is the data trace (a, b, or ¢) being examined for the measurement of B

an uncalibrated platform height measurement from one data trace on platZ where t

is the data trace being examined for the measurement of C

the uncalibrated standard deviation of the data from one data trace on platX where t

is the data trace (a, b, or ¢) being examined for the measurement of A

the uncalibrated standard deviation of the data from one data trace on platX where t

is the data trace being examined for the measurement of C

the uncalibrated standard deviation of the data from one data trace on platY where t

is the data trace (a, b, or ¢) being examined for the measurement of A

the uncalibrated standard deviation of the data from one data trace on platY where t

is the data trace (a, b, or c) being examined for the measurement of B

the uncalibrated standard deviation of the data from one data trace on platZ where t

is the data trace (a, b, or ¢) being examined for the measurement of B

the uncalibrated standard deviation of the data from one data trace on platZ where t

is the data trace being examined for the measurement of C

the uncalibrated surface roughness of platX measured as the smallest of all the values
obtained for spjarxt1 and sSpiatxt2; however, if the surfaces of platX, platY, and platZ all
have identical compositions, then it is measured as the smallest of all the values obtained
for Splatxt1, Splatxt2, Splatytl, Splatyt2, Splatztl, and Splazzez in which case
SroughX=SroughY=Sroughz

the uncalibrated surface roughness of platY measured as the smallest of all the values
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Sroughz

Uy
Uca
UcalN

UcertN

UcJest
UdriftN

UlinearN

ULstepN

Urepeat(samp)N

Urepeat(shs)N

UwstepN

N

6aveN

N

aveN

obtained for spiatvt1 and splatvt2; however, if the surfaces of platX, platY, and platZ all
have identical compositions, then it is measured as the smallest of all the values obtained

for Splatxt1, Splatxt2, Splatytl, Splatyt2, Splatztl, and which  case
SroughX=SroughY=SroughZ
the uncalibrated surface roughness of platZ measured as the smallest of all the values

obtained for spjatzt1 and splatzr2; however, if the surfaces of platX, platY, and platZ all
have identical compositions, then it is measured as the smallest of all the values obtained

for Splatxt1, Splatxt2, Splatytl, Splatyt2, Splatztl, and which  case
SroughX=SroughY=SroughZ

the expanded uncertainty of a polyl or poly2 thickness measurement

the combined standard uncertainty of the polyl or poly2 thickness

the component in the combined standard uncertainty calculation for step height
measurements that is due to the uncertainty of the measurements taken across the
physical step height standard, where the subscript N is A for the measurement of A, B for
the measurement of B, and C for the measurement of C

the component in the combined standard uncertainty calculation for step height
measurements that is due to the uncertainty of the value of the physical step height
standard used for calibration, where the subscript N is A for the measurement of A, B for
the measurement of B, and C for the measurement of C

estimated value for the combined standard uncertainty of Jeg

the component in the combined standard uncertainty calculation for step height
measurements that is due to the amount of drift during the data session, where the
subscript N is A for the measurement of A, B for the measurement of B, and C for the
measurement of C

the component in the combined standard uncertainty calculation for step height
measurements that is due to the deviation from linearity of the data scan, where the
subscript N is A for the measurement of A, B for the measurement of B, and C for the
measurement of C

the component in the combined standard uncertainty calculation for step height
measurements that is due to the measurement uncertainty of the step height across the
length of the step, where the length is measured perpendicular to the edge of the step, and
where the subscript N is A for the measurement of A, B for the measurement of B, and C
for the measurement of C

the component in the combined standard uncertainty calculation for step height
measurements that is due to the repeatability of measurements taken on step height test
structures processed similarly to the one being measured, where the subscript N is A for
the measurement of A, B for the measurement of B, and C for the measurement of C

the component in the combined standard uncertainty calculation for step height
measurements that is due to the repeatability of measurements taken on the physical step
height standard, where the subscript N is A for the measurement of A, B for the
measurement of B, and C for the measurement of C

the component in the combined standard uncertainty calculation for step height
measurements that is due to the measurement uncertainty of the step height across the
width of the step, where the width is measured parallel to the edge of the step, and where
the subscript N is A for the measurement of A, B for the measurement of B, and C for the
measurement of C

Splatztz  in

Splatztz  in

the uncalibrated average of the six calibration measurements from which ogayven is found,

where the subscript N is A for the measurement of A, B for the measurement of B, and C
for the measurement of C

the average of the twelve calibration measurements (taken along the physical step height

standard before and after the data session) used to calculate cal,y, where the subscript N
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ZdriftN

Z]inN

stameN

is A for the measurement of A, B for the measurement of B, and C for the measurement of
C

the uncalibrated positive difference between the average of the six calibration
measurements taken before the data session (at the same location on the physical step
height standard used for calibration) and the average of the six calibration measurements
taken after the data session (at this same location) where the subscript N is A for the
measurement of A, B for the measurement of B, and C for the measurement of C

over the instrument’s total scan range, the maximum relative deviation from linearity,

as quoted by the instrument manufacturer (typically less than 3 %) where the subscript N
is A for the measurement of A, B for the measurement of B, and C for the measurement of
C

the uncalibrated average of the six calibration measurements from which ogsamen 1S

found, where the subscript N is A for the measurement of A, B for the measurement of
B, and C for the measurement of C
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The Microelectromechanical Systems (MEMS) 5-in-1 is a reference device sold as a NIST Reference
Material (RM) that contains MEMS test structures on a test chip. The two RM chips (8096 and 8097)
provide for both dimensional and material property measurements. RM 8096 was fabricated on a multi-
user 1.5 um complementary metal oxide semiconductor (CMOS) process followed by a bulk-
micromachining etch. Material properties of the composite oxide layer are reported on the RM Report of
Investigation and described within this guide.> RM 8097 was fabricated using a polysilicon multi-user
surface-micromachining MEMS process with a backside etch. The material properties of the first or
second polysilicon layer are reported on the RM Report of Investigation and described within this guide.

The MEMS 5-in-1 contains MEMS test structures for use with five standard test methods on one test chip
(from which its name is derived). The five standard test methods are for Young’s modulus, step height,
residual strain, strain gradient, and in-plane length measurements. The first two of these five standard test
methods have been published through the Semiconductor Equipment and Materials International (SEMI) in
February 2012. The remaining three standard test methods have been published through the American
Society for Testing and Materials (ASTM) International in December 2011 or January 2012. All five of
these standard test methods include round robin precision and bias data.

The Report of Investigation accompanying an RM typically reports eight properties. In addition to the five
properties mentioned in the previous paragraph, residual stress, stress gradient, and thickness are also
reported. The values for the first two of these properties are obtained from equations provided in the
Young’s modulus standard test method. The value for the third property (thickness) is obtained from step
height measurements using the step height standard test method. Therefore, to determine the eight
properties reported here, five standard test methods are used.

The MEMS 5-in-1 will allow users of the five standard test methods to compare NIST measurements with
their own, thereby validating their use of the documentary standard test methods. To perform the
calculations, the RM utilizes the on-line data analysis sheets on the MEMS Calculator Web Site (Standard
Reference Database 166) accessible via the National Institute of Standards and Technology (NIST) Data
Gateway (http://srdata.nist.gov/gateway/) with the keyword “MEMS Calculator.”

Key words: ASTM, cantilevers, fixed-fixed beams, interferometry, length measurements, MEMS, residual
strain, residual stress, round robin, SEMI, RM, step height measurements, strain gradient, stress gradient,
test structures, thickness, vibrometry, Young’s modulus measurements
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Introduction

The Microelectromechanical System (MEMS)* 5-in-1 is a reference device sold as a NIST Reference
Material (RM) in the form of a test chip that contains test structures for five standard test methods. The
five standard test methods are for Young’s modulus [1], residual strain [2], strain gradient [3], step height
[4], and in-plane length [5] measurements as documented in the Semiconductor Equipment and Materials
International (SEMI) standard test method MS4, the American Society for Testing and Materials (ASTM)
International standard test method E 2245, ASTM standard test method E 2246, SEMI standard test method
MS2, and ASTM standard test method E 2244, respectively. SEMI standard test method MS4 also contains
equations for residual stress and stress gradient and SEMI standard test method MS2 can be used to obtain
thickness measurements using the electro-physical technique [6] for RM 8096 and the opto-mechanical
technique [7] for RM 8097.

RM 8096, as depicted in Fig. 1, was fabricated on a multi-user 1.5 um complementary metal oxide
semiconductor (CMOS) process [8] followed by a bulk-micromachining etch and the RM 8097 chips, as
depicted in Figs. 2(a and b) for two different processing runs (MUMPs98 and MUMPs95, respectively)
were fabricated using a multi-user polysilicon surface-micromachining MEMS process [9] with a backside
etch.

The National Institute of Standards and Technology (NIST) organized two round robin experiments: the
2008-2009 SEMI MEMS Young’s Modulus and Step Height Round Robin Experiment [10] and the 2002
ASTM MEMS Length and Strain Round Robin Experiment [11,12]. The purpose of these experiments was
to obtain round robin precision and bias data for the five standard test methods and to educate the round
robin participants concerning these test methods. The incorporation of the round robin data (where each
data set passed verification checks) into the test methods had the effect of validating the standard test
methods with reproducibility and bias data. Therefore, the MEMS 5-in-1 is associated with five validated
standard test methods.

A round robin user’s guide, developed at NIST, was written for each round robin experiment. (These can
be downloaded from the MEMS Calculator Web Site [13].) For the SEMI standard test methods, the
technical details and the round robin results are presented in the article entitled, “MEMS Young’s Modulus
and Step Height Measurements with Round Robin Results” [10]. For the ASTM standard test methods, the
technical details can be found in the article entitled, “MEMS Length and Strain Measurements Using an
Optical Interferometer” [14] with additional details, parameter variations as a function of time, and some
round robin results presented in the article entitled, “Round Robin for Standardization of MEMS Length
and Strain Measurements” [12]. A more detailed uncertainty analysis (with round robin data) is presented
in the article entitled, “MEMS Length and Strain Round Robin Results with Uncertainty Analysis” [11].
Thicknesses as obtained using the electro-physical technique (which obtains the thicknesses of all the
layers in a CMOS process) are presented in the article entitled, “Electro-physical technique for post-
fabrication measurements of CMOS process layer thicknesses” [6]. Using this technique (in conjunction
with SEMI standard test method MS2 [4]), the beam oxide thickness for RM 8096 (which is composed of
four oxide layers) is obtained, as described in Sec. 8 of this SP 260. Thicknesses obtained using the opto-
mechanical technique (which utilizes stiction, the adherence of beams to an underlying layer) are presented
in the article entitled, “‘New Optomechanical Technique for Measuring Layer Thickness in MEMS
Processes” [7]. Using this technique (in conjunction with SEMI standard test method MS2 [4]), the first or
second polysilicon layer thickness for RM 8097 is obtained as described in Sec. 8 of this SP 260.

The consolidation of the above-mentioned articles (as pertains to the MEMS 5-in-1) with the addition of
most of the material in Sec. 1 (especially Sec. 1.3 through Sec. 1.15, inclusive) forms the bulk of this user’s
guide for the MEMS 5-in-1. An overview of this material is presented in the article entitled, “The MEMS
5-in-1 Reference Materials (RM 8096 and 8097)” [15]. Therefore, this user’s guide provides one point of
reference (in combination with the standard test methods and the overview article) for those considering the
acquisition of a MEMS 5-in-1 and for those in possession of a MEMS 5-in-1. The purpose of the RM is to

* MEMS are also referred to as microsystems technology (MST) and micromachines.



allow users to compare data and results from their in-house measurements (using the SEMI [1,4] and
ASTM [2,3,5] standard test methods) with NIST measurements and results (using the same SEMI and
ASTM standard test methods and same test structures), thereby validating their use of the documentary
standard test methods for Young’s modulus, residual strain, strain gradient, step height, in-plane length,
residual stress, stress gradient, and thickness, as described in this SP 260.

The Young’s modulus measurements are taken with an optical vibrometer, stroboscopic interferometer, or
comparable instrument. The measurements using the other four test methods are taken with an optical
interferometer or comparable instrument. However, a stroboscopic interferometer can be used for all five
standard test methods. For the MEMS 5-in-1 thickness measurements on RM 8096, a stylus instrument is
required for one of the step height measurements. For the thickness measurements on RM 8097, a stylus
instrument is also recommended (though not required) to measure one of two step heights. To calculate the
MEMS properties, measurements are initially input on the pertinent on-line data analysis sheet on the
MEMS Calculator Web Site (Standard Reference Database 166) accessible via the National Institute of
Standards and Technology (NIST) Data Gateway (http://srdata.nist.gov/gateway/) with the keyword
“MEMS Calculator” [13]. Then, the “Calculate and Verify” button is clicked to obtain the results. The
data are verified by checking to see that all the pertinent boxes in the verification section at the bottom of
the data analysis sheet say “ok.” If one or more of the boxes say “wait,” the issue is addressed, if
necessary, by modifying the inputs and recalculating.

Each MEMS 5-in-1 is accompanied by a Report of Investigation and completed data analysis sheets using
NIST measurements in the calculations. User in-house measurements can then be compared with the NIST
measurements supplied on these data analysis sheets to facilitate the validation of the use of the
documentary standard test methods.

The RM Report of Investigation provides a NIST reference value for all eight parameters (Young’s
modulus, step height, residual strain, strain gradient, in-plane length, residual stress, stress gradient, and
thickness). A NIST reference value is a best estimate of the true value provided on a NIST Certificate,
Certificate of Analysis, or Report of Investigation where all known or suspected sources of bias have not
been fully investigated by NIST [16]. On the other hand, a NIST certified value is a value reported on an
SRM Certificate or Certificate of Analysis for which NIST has the highest confidence in its accuracy in that
all known or suspected sources of bias have been fully investigated or accounted for by NIST [16]. The
MEMS 5-in-1 would be an SRM if at least one of the eight reported values is a certified value and a
Certificate would be issued as opposed to a Report of Investigation. Therefore, for example, if the value
reported for step height is a certified value, the MEMS 5-in-1 would be an SRM. RM measurements may
or may not be traceable to the International System of Units (SI) [17,18] and SRM measurements are
typically traceable to the SI. For measurements (for example, step height measurements) traceable to the
Sl, the measurement procedure establishes traceability to an accurate realization of the meter, in this case,
as defined in the International System of Units [17,18]. The NIST SRM Program Office [19] can be
contacted to order a MEMS 5-in-1 which comes with a Report of Investigation and the pertinent data
analysis sheets.

The 2011 Edition [20] of this SP 260 was written assuming that Young’s modulus and step height were
certified values. Therefore the assigned SRM numbers for the MEMS 5-in-1 (i.e., 2494 and 2495) were
used throughout that document. During the review process of these SRMs, the decision was made to
convert these SRMs into RMs so the RM numbers became 8096 and 8097. (SRMs are typically assigned a
number between 2000 and 2999 and RMs are typically assigned a number between 8000 and 8999.)

The change from an SRM to an RM was made for several reasons, including the following:

1. For Young’s modulus, the value for density is assumed and not measured.

2. For step height, the review process is not complete. For this parameter to be certified, a complete
review process is necessary, which would increase the time to market.

3. The purpose of the MEMS 5-in-1 is for companies to be able to compare their measurements with
NIST measurements, so either an RM or an SRM would suffice. It makes more sense to build
towards an SRM, if in fact full or partial certification is in demand. Therefore, learning from a
less rigorous and less time consuming RM cycle makes the most sense.
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Section 1 of this SP 260 provides details associated with the instrumentation used for measurements taken
on the MEMS 5-in-1 along with details associated with the design, fabrication, measurement, and
certification of the MEMS 5-in-1. Sections 2 through 8 discuss the properties of Young’s modulus,
residual strain, strain gradient, step height, in-plane length, residual stress and stress gradient, and
thickness, respectively. A summary is given in Sec. 9. Reproductions of the MEMS Calculator Web-based
data analysis sheets [13] used for recording the MEMS 5-in-1 data and making calculations are given in
Appendix 1 through Appendix 7. The propagation of uncertainty technique [21-23] is used throughout this
SP 260 to calculate uncertainties. A brief overview of this technique is given in Appendix 8.
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Figure 1. The MEMS 5-in-1 test chip design for RM 8096,
fabricated on a multi-user 1.5 zm CMOS process [8] followed by a bulk-micromachining etch.
Measurements for the five standard test methods are taken in the applicable group of test structures.
Section 1.2 describes the overall layout of this MEMS 5-in-1 test chip,
with specific test structure design details given in the first subsection of each chapter
(i.e., Sec.2.1,3.1,4.1,5.1,6.1, 8.1).
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Figure 2. TW?) MEMS 5-in-1 test chip designs for RM 8097, where the top ch|p was processed using
MUMPs98 and the bottom chip was processed using MUMPs95 as indicated in the upper right hand
corner of each test chip. Both chips were fabricated using a polysilicon multi-user surface-
micromachining MEMS process [9] with a backside etch. Measurements for the five standard test methods
are taken in the applicable group of test structures. Section 1.2 describes the overall layout of these MEMS
5-in-1 test chips, with specific test structure design details given in the first subsection of each chapter
(i.e., Sec.2.1,3.1,4.1,5.1,6.1, 8.1).




1 The MEMS 5-in-1

This section provides details concerning the MEMS 5-in-1. It is divided into 15 parts. Section 1.1 provides
instrument specifications and validation procedures for the vibrometer, stroboscopic (or optical)
interferometer, and comparable instruments. Section 1.2 describes the MEMS 5-in-1 chips shown in Figs.
1 and 2(a and b) in the Introduction. The sections (Sec. 1.3 through 1.7) that follow are presented more or
less in a time sequence with respect to the tasks performed. Sec. 1.3 describes the classification of the RM
8096 chips before the post-processing done at NIST and Sec. 1.4 describes the post processing of these
chips as well as the post processing of the RM 8097 chips (before they were delivered to NIST). The RM
8097 chips were then delivered to NIST and Sec. 1.5 describes the pre-package inspection of both RM
chips (which includes the classification of the RM 8097 chips), Sec. 1.6 describes the packaging, and Sec.
1.7 describes the NIST measurements on the MEMS 5-in-1. Then, Sec. 1.8 through 1.15 describe the RM
Report of Investigation, traceability, material available for the MEMS 5-in-1, storage and handling,
measurement conditions and procedures for the customer, homogeneity of the RMs, stability tests, and
length of certification.

1.1 Overview of Instruments / Equipment Needed

For the MEMS 5-in-1, an optical vibrometer, stroboscopic interferometer, or comparable instrument is
required for the Young’s modulus measurements, as specified in Sec. 1.1.1. For the residual strain, strain
gradient, and in-plane length measurements, an optical interferometer is required, as specified in Sec. 1.1.2.
Step height measurements can be taken with an optical interferometer or comparable instrument (such as a
stylus instrument).

1.1.1 Vibrometer, Stroboscopic Interferometer, or Comparable Instrument

The specifications for an optical vibrometer, stroboscopic interferometer, or comparable instrument are
given in Sec. 1.1.1.1. Sec. 1.1.1.2 gives a validation procedure for these instruments with respect to
frequency measurements. (If applicable, see Sec. 1.1.2.2 and 1.1.2.3 for a validation procedure for these
instruments with respect to height and length measurements, respectively.)

1.1.1.1 Specifications for Vibrometer, Stroboscopic Interferometer, or Comparable
Instrument

For Young’s modulus measurements, a non-contact optical vibrometer, non-contact optical stroboscopic
interferometer, or an instrument comparable to one of these is required that is capable of non-contact
measurements of surface motion. This section briefly describes the operation and specifications for a
typical single beam laser vibrometer, a dual beam laser vibrometer, and a stroboscopic interferometer. The
specifications can be applied to comparable instruments.

For a single beam laser vibrometer, a typical schematic is given in Fig. 3. The signal generator shown in
this figure excites the sample via a piezoelectric transducer (PZT). The measurement beam is positioned on
the sample and is reflected back to the beam splitter where it combines with the reference beam. This
interference signal at the beam splitter is comparable to the frequency difference between the beams which
is proportional to the instantaneous velocity of the vibration parallel to the measurement beam. The
photodetector in this figure records this interference signal as an electrical signal and the velocity decoder
provides a voltage proportional to the instantaneous velocity. The Bragg cell is used to determine the sign
of the velocity.

For a dual beam laser vibrometer the second beam emanates from the beam splitter in Fig. 3. The
measurement beam is positioned on the sample (for example, positioned near the tip of a cantilever). The
second beam, the reference beam, is also positioned on the sample (for example, positioned to a different
location such as on the support region at the base of the cantilever). The two beams are reflected back to
the beam splitter where they optically combine. In this case, the reference beam directly eliminates any
movement of the sample also experienced by the measurement beam.
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Figure 3. Schematic of a setup used at NIST for a single beam laser vibrometer.
(PBS indicates a polarizing beam splitter; BS indicates a beam splitter;
P indicates a prism; and PD indicates a photodetector.)
For a dual beam vibrometer, the reference beam emanates from the beam splitter.
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Figure 4. For a stroboscopic interferometer used at NIST a) a schematic and
b) an intensity envelope used to obtain a pixel’s sample height

For a stroboscopic interferometer, a simplified schematic of a typical setup is shown in Fig. 4. The
stroboscopic interferometer can operate in static mode or dynamic mode. In static mode, the topography of
the sample can be obtained. The incident light travels to the beam splitter where half of the light travels to
the sample, then back to the beam splitter, and the other half of the light is reflected to a reference surface
then back to the beam splitter where the two paths of light form interference light fringes. The software
records an intensity envelope incorporating these fringes as seen in Fig. 4(b) as the interferometer scans
downward. For each pixel location, the peak contrast of the fringes, phase, or both are used to determine



the sample height. This is done for each pixel in the field of view to obtain the topography of the sample
surface. In dynamic mode, the sample is typically secured to the top of a PZT, then actuated. The incident
light is strobed at this same frequency. The interferometer performs a downward scan as done for static
measurements for various combinations of phase, frequency, and drive signal to obtain successive 3D
images as the sample cycles through its range of motion.

Specifications for the above instruments or a comparable instrument are as follows:

1.

The microscope objective used for measurement should be able to encompass in its field of view
at least half of the length of the cantilever or fixed-fixed beam being measured. It should also be
chosen to allow for sufficient resolution of the cantilever or fixed-fixed beam. Typically, a 4x and
a 20x objective will suffice with the 4x objective used to initially locate the cantilever or fixed-
fixed beam.

The resonance frequency is typically determined as the frequency of the tallest peak in a plot of
magnitude versus frequency. Therefore, the instrument should be able to produce a magnitude
versus frequency plot.

To obtain the magnitude versus frequency plot, the signal generator should be able to produce a
waveform function (such as a periodic chirp function® or a sine wave function®).

The instrument should be capable of obtaining 3-D images of oscillations in order to identify the
oscillation mode shape, in order to confirm that the proper mode has been actuated.

A lower bound estimate for the maximum frequency of the instrument needed for a resonating

cantilever, feaninit, is the value calculated using the following equation [10,24]:7

t2
caninit = W : (1)

can

Einit
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where Ejnjt is an initial estimate for the Young’s modulus value of the thin film layer, t is the
thickness, p is the density, and L¢an is the suspended cantilever length. A lower bound estimate

for the maximum frequency of the instrument needed for a resonating fixed-fixed beam, finithi, IS
the value calculated using the following equation [10,24]:®

: @

fffbinithi =

where Ly is the suspended fixed-fixed beam length.

If fixed-fixed beams are measured, an instrument that can make differential measurements (e.g.,
with the use of two laser beams) is recommended.

If cantilevers are measured, an instrument that can make differential measurements is especially
recommended a) for estimated resonance frequencies less than 10 kHz and b) if the value for pgitf
as calculated in the following equation is greater than or equal to 2 % [10,25]:°

® The periodic chirp function is recommended due to its speed and ability to produce a reproducible resonance frequency without
averaging. This function is periodic within the time window with sinusoidal signals (in the selected frequency range and of the same
approximate amplitude) emitted at the same time for all fast Fourier transform (FFT) frequencies and with the phases adapted to
maximize the energy of the resulting signal.

6 Although a periodic chirp function is recommended, a sine wave sweep function can produce a resonance frequency, however the
results can be affected by the direction of the sweep if insufficient time is allowed between measurements.

! By inserting the inputs into the correct locations on the appropriate NIST MEMS Calculator Web page [13], the given calculation
can be performed on-line in a matter of seconds.

8 Ibid.
® Ibid.
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In the above equation, the Q-factor, Q, for a cantilever can be estimated using the following
equation [25]:*

2
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Q

(4)

where 4 is the viscosity of the atmosphere surrounding the cantilever (in air, z=1.84x10"> Ns/m?
at 20° C) and W,y is the suspended cantilever width.

1.1.1.2 Validation Procedure for Frequency Measurements

The optical vibrometer, stroboscopic interferometer, or comparable instrument may need to be taken out of
service for a variety of reasons. For example, it may need to be sent to the instrument manufacturer (say,
every two years) to undergo preventive maintenance. Or, it may undergo a software upgrade. In any event,
to accept the instrument back into service to obtain resonance frequency measurements, its performance
needs to be validated. The following is done at NIST for a dual beam optical vibrometer (where the steps
should be adjusted, as appropriate, for a stroboscopic interferometer or comparable instrument):

1. The instrument is calibrated as specified in Sec. 2.2.

2. While in the acquisition mode, the settings are loaded from a previous file. [This can be done
by clicking on “File” then “Load Settings.” Then, a file is chosen, for example, a file used for
the round robin repeatability data.]

a. The measurement windows in the vibrometer software are set up, if necessary.
b. The software settings are checked to ensure they are the same as typically used.

The measurement beam and the reference beam are focused.

4. The PZT is connected and checked to ensure that the vibration is audible for a periodic chirp
function between 5 kHz and 20 kHz.

5. The resonance frequency is obtained from a previously measured and reliable source. At
NIST, a cantilever on the round robin chip from which the repeatability data were extracted is
currently used. Therefore, in the Young’s modulus section of the round robin chip, resonance
frequency measurements are taken on a cantilever with L=200 um, with L=300 pm, or with
L=400 um.

6. Data Analysis Sheet YM.3 [13] is filled out using the measured resonance frequencies and the
same inputs as used for the round robin (see Table YM4). The resulting Young’s modulus
value is called My, Mago, Or My for the three different length cantilevers and uy, is the
combined standard uncertainty for the given measurement (where the subscript “L” refers to
the length of the cantilever that was measured.). The Young’s modulus values that were
obtained during the round robin are called C,qy, Csn0, and Cyoo Where uc, is the combined
standard uncertainty for the given measurement. The difference, D, is calculated for the
measured cantilever of length L, using the following equation:

w

D =M_-C,]. ®)

where again the subscript “L” refers to the length of the cantilever that was measured. The
uncertainty of the difference, up,, is calculated using the following equation:

uDLZVu2L+uéL' (6)

10 g,



The instrument is accepted back into service if, for the measured cantilever, the following
equation is satisfied:

D, <2u . O

If Eq. (7) is not satisfied, contact the instrument manufacturer for suggestions.

In addition (or in place of) the above data comparison, the Young’s modulus values obtained from a
cantilever can be compared using two different instruments (for example, an optical vibrometer and a
stroboscopic interferometer). The above equations [Eq. (5), Eq. (6), and Eq. (7)] can be used where M,
(and uyy) refer to the Young modulus value (and its uncertainty) obtained from Data Analysis Sheet YM.3
[13] using measurements taken with one of the instruments and C, (and uc,) refer to the Young’s modulus
value (and its uncertainty) obtained from Data Analysis Sheet YM.3 using measurements taken with the
other instrument.

1.1.2 Interferometer or Comparable Instrument

The specifications for an optical interferometer or comparable instrument (such as a stylus instrument) are
given in Sec. 1.1.2.1. Sec. 1.1.2.2 gives a validation procedure for these instruments with respect to height
measurements and Sec. 1.1.2.3 gives a validation procedure for length measurements. (If applicable, see
Sec. 1.1.1.2 for a validation procedure for these instruments with respect to frequency measurements.)

1.1.2.1 Specifications for Interferometer or Comparable Instrument

For residual strain, strain gradient, and in-plane length measurements, an optical interferometric
microscope is used which is capable of obtaining topographical 2D data traces. (The stroboscopic
interferometer operated in the static mode, as described in Sec. 1.1.1, can be used for these measurements.)
For step height measurements, an optical interferometric microscope or comparable instrument (such as a
stylus instrument) is used.

Figure 5 is a schematic of a typical optical interferometric microscope that uses the method of coherence
scanning interferometry [26,27], also called vertical scanning interferometry or scanning white light
interferometry, for these measurements. However, any calibrated topography measuring instrument that
has pixel-to-pixel spacings or sampling intervals as specified in Table 1 and that is capable of performing
the test procedure with a vertical resolution finer than 1 nm is permitted. The interferometric microscope
or comparable instrument must be capable of measuring step heights to at least 5 um higher than the step
heights to be measured and must be capable of extracting standard deviation and surface roughness values.

Table 1. Interferometer Pixel-to-Pixel Spacing Requirementsa

Magnification, x Pixel-to-Pixel Spacing, um
5 <20
10 <1.0
20 <0.50
40 <0.40
80 <0.20

alThis table does not include magnifications at or less than 2.5x for optical interferometry
because the pixel-to-pixel spacings will be too large for this work and the possible introduction
of a second set of interferometric fringes in the data set at these magnifications can adversely
affect the data. Therefore, magnifications at or less than 2.5x are not used for measurements
taken on RMs 8096 and 8097.
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Figure 5. Schematic of an optical interferometric microscope used at NIST operating in the Mirau
configuration where the beam splitter and the reference surface are between
the microscope objective and the sample.

1.1.2.2 Validation Procedure for Height Measurements

The optical interferometer or comparable instrument (such as a stylus instrument) may need to be taken out
of service for a variety of reasons. For example, it may undergo preventive maintenance (say, every two
years) or a software upgrade. To accept the instrument back into service, its performance needs to be
validated. This can be done with two double-sided physical step height standards.

At NIST, two double-sided, commercial, physical step height standards (for example, a 1.0 um physical
step height standard and a 4.5 um physical step height standard) are used as a double check to verify static
interferometric measurements. These physical step height standards have certified values that are traceable
to NIST measurements. The certified value of the physical step height standard is called certyy where the
subscript “xX” denotes the approximate step height value of the physical step height standard (in
micrometers) being discussed. This subscript (as well as “yy”) will be added to other parameters in this
section to faciliate the discussion. (Therefore, certs 5 would refer to the certified value of a 4.5 um physical

step height standard and cert; o would refer to the certifed value of a 1.0 um physical step height standard.)

The following steps (requiring familiarity with the step height measurements in Sec. 5 [4]) should be taken
to ensure the calibration of an optical interferometer (where the steps can be modified, as appropriate, for a
comparable instrument):

1. Initially calibrate the instrument using the instrument’s prescribed calibration procedure, in

order to obtain a reasonable “slope” value, if applicable.

2. The measurements and calculations specified in Sec. 5.2 should be taken and performed on

what we will call the “second” physical step height standard.

3. Then, the data for a calibrated step height measurement, My (as specifed in Sec 5.3 where My
would equate with stepNxy) should be taken on the left (or right) hand side of what we will call
the “first” physical step height standard using three 2D data traces somewhat evenly spaced
across the width of the certified portion of the physical step height standard. Therefore, from
the first platform, called platNX, three platform measurements (platNXa, platNXb, and
platNXc) are recorded (one for each data trace) along with the corresponding standard deviation

10



values (SplatNxa. SplatNxb, and Spiatnxc), being careful to extract the measurements within the
certified portion along the length of the step. Similarly, from the second platform, called
platNY, three platform measurements (platNYa, platNYb, and platNYc) are recorded (one from
each of the data traces as was used for the platNX meaurements) along with the standard

deviation values (SplatNya, SplatNYb, and Splatnyc). Refer to Sec. 5.3 [4] for measurement and
calculation details. The calibration factor, calyy, from the “second” physical step height

standard is used to obtain the calibrated step height measurement using the following equation:

M, =m,cal . (8)

where myy is the uncalibrated step height measurement. For the measurements taken on the
1.0 um step height standard, the equation would be as follows:

M,,=m,cal,s . 9)

With an uncertainty analysis similar to that presented in Sec. 5.4, the combined standard
uncertainty, upxx, for the measurement of My is determined using the following equation:

2

2 2 2 2 2 2 2
qux = \/uLstepxx + qutepxx + ucertxx + ucalxx + urepeat(shs)xx + udriftxx + uIinearxx + urepeat(samp)xx ! (10)

where

2
S +S +S
platNXa platNXb platNXc 2
( 3 jcalzyy - (srougthcaI zyy) +

uLstepxx = : 2 ’ (11)

S +S +S
platNYa platNYb platNYc 2
( ]Cal y | T (SroughN\palzyy)

3
qutepxx=STDEV(Mxxa’Mxxb’Mxxc) ' (12)
M Gcertyy
ucertxx = ucertyy M = cert xx| ) (13)
Yy Yy
M XX Usaveyy
ucalxx = ucalyy M =T ‘Mxx‘ ) (14)
yy Z6aveyy
M XX o-(Ss,ameyy
urepeat(shs)xx = urepeat(shs)yy M = 7 |M xx| , (15)
yy 6sameyy
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|MXX|_ Z ity C 1y \M ‘
XX

Udritox = Uariyy = (16)
‘ M, ‘ 2\/§certyy
M ZIinyy
uIinearxx = uIinearyy — = |M xx| , and (17)
M, |~ V3
urepeat(samp)xx = O-repeat(samp)xx|M xx| ! (18)

where the equations for Ui step, Uwstep, Ucert, Ucal, Urepeat(shs), Udrift Ulinear, aNd Urepeat(samp) are
given in Table SH3 (in Sec. 5.4) replacing occurrences of “stepNxy” with “Myx” or “Myy,” as
appropriate. Consult Sec. 5.4 for details including the identification of each uncertainty
component and the identification of the other parameters specified in the table. For the
measurements taken on the 1.0 um step height standard, Eq. (10) becomes:

2 2 2 2
uLstepl.O + qutepl.O + ucertl.o + ucall.O +
Umio = 2
repeat(shs)

) , (19)

2 2
1.0 + udriftl.O + uIinearl.O + urepeat(samp)l.o

where the calibration factor, caly 5, is used to obtain calibrated values, as appropriate.
The calibrated step height measurement, My, is compared with the certified value, certyy, for

that physical step height standard. To do this, the difference, Dyy, between the values is
examined using the following equation:

D, =|M,, —cert,| . (20)

For the measurements taken on the 1.0 um step height standard, the equation would be as
follows:

D,,=M,,—cert o . (21)
The uncertainty of the difference, upxy, is calculated using the following equation:

. 2 2
qux - qux + O-certxx

(22)

For the measurements taken on the 1.0 um step height standard, the equation would be as
follows:

_ 2 2
Upio =vUmi0+t 1o - (23)

Repeat the above five steps by calling the “second” physical step height standard the “first”
and the previous “first” physical step height standard the “second.”
The instrument is accepted back into service if the following equations are satisfied:

12



D,,<2up;, and (24)
D,s<2up,. . (25)

If measurements taken on the two physical step height standards are in agreement, according to Eq. (24)
and Eqg. (25), then measurements on the MEMS 5-in-1 can be taken using either of the physical step height
standards, preferrably the one closest in size to the step to be measured. If the measurements are not in

agreement, consider increasing the value of zj;, until the equations are in agreement. This may be done if

the value for zjj, is less than 5 %. If zjjy is not less than 5 %, repeat the above procedure or contact the
instrument manufacturer for advice.

If the instrument is such that the calibration can be changed by another user of the instrument and it is not
possible to retrieve the precise state of the calibration that was used above (for example, if it is not possible
to use the same “slope” value as obtained in the first step), the measurements on the MEMS 5-in-1 can still
be taken using either of the physical step height standards; however, the instrument must first be

recalibrated with respect to the chosen physical step height standard and the value of zji (as obtained or
verified in the above calculation) is used in subsequent uncertainty calculations.

1.1.2.3 Validation Procedure for Length Measurements

If the optical interferometer or comparable instrument (such as a stylus instrument) is taken out of service,
it needs to be recalibrated in the x- and y-direction for each combination of lenses before accepting it back
into service. Currently for RM measurements, the calibration procedure in Sec. 6.2 is performed using
either a 10 mm stage micrometer (with a 10 um grid) that has a calibration certificate with NIST-traceable
measurements or a 2.5 mm ruler (with a 4.0 um grid) supplied in the Certification Plus group of test
structures on an RM 8097 chip. If it is deemed appropriate that the MEMS 5-in-1 RM become and SRM,
traceability to the SI would be required, implying that the 10 mm stage micrometer would be used.

Measurements taken with the two micrometers are compared in the x- and y-directions for each
combination of lenses used for RM measurements. Using the calibrated 10 mm stage micrometer (with a

10 um grid), obtain the value for rulery, as specified in Sec. 6.2, and call it R. Estimate the value for oxcal
and call it or. These measurements are repeated using the 2.5 mm ruler (with a 4.0 um grid). The
resulting values obtained with this second ruler are called M and owm, respectively.

The difference, D, between the two measured values for rulery is calculated using the following equation:
D=M-R| . (26)
The uncertainty of the difference, up, is calculated using the following equation:

Up =+JUS +UZ, (27)

where it is assumed that upy=onm and Ur=oR.

The measurements are in agreement if, for each combination of lenses used for RM measurements and in
both the x- and y-directions, the following equation is satisfied:

D <2u,. (28)
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1.2 MEMS 5-in-1 Chips

There are currently two types of MEMS 5-in-1 chips. RM 8096 is fabricated on a multi-user 1.5 pm
CMOS process [8] followed by a bulk-micromachining etch. RM 8097 is fabricated using a polysilicon
multi-user surface-micromachining MEMS process [9] (on two different processing runs called MUMPs98
and MUMPs95) with a backside etch. A design rendition of these chips is given in Fig. 1 and Figs. 2(a and
b), respectively, in the Introduction. As can be seen in these figures, the fabrication process designation is
specified in the upper right hand corner. Participants can obtain the design file (in GDS-1I format) for each
MEMS 5-in-1 from the NIST MEMS Calculator Website [13].

The MEMS 5-in-1 chip for RM 8096, as shown in Fig. 1, has a maximum designed x dimension of
4600 wm and a maximum designed y dimension of 4700 um. The mechanical layer used as the suspended
portion of the applicable test structures consists of all oxide: namely, the field oxide, the deposited oxide
before and after the metall deposition, and the glass layer. (The nitride cap, present atop the glass layer
when the chips are received from the semiconductor fabrication service, was removed after fabrication
using a CF,+0, etch before a post-processing XeF, etch that released the beams, as discussed in Sec. 1.4.1.)

The MEMS 5-in-1 chip for RM 8097 is shown in Fig. 2(a) for a chip fabricated on the MUMPs98
processing run, and is shown in Fig. 2(b) for a chip fabricated on the MUMPs95 processing run. These
chips have a maximum designed x dimension of 1 cm and a maximum designed y dimension of 1 cm. The
mechanical layer of the suspended portion of the applicable test structures is composed of either polyl (or
P1) or poly2 (or P2). These test structures have a “P1” or “P2” label designed in close proximity to them,
as can be seen in Figs. 2(a and b).

As seen in Fig. 1 and Figs. 2(a and b), each test chip contains six groupings of test structures with the
following headings:

Young’s Modulus,

Residual Strain,

Strain Gradient,

Step Height,

In-Plane Length, and

. Certification Plus.

For the MEMS 5-in-1, we will mainly be concerned with the first through fifth groupings of test structures.
Grouping 1 contains the test structures (namely, cantilevers and fixed-fixed beams) for Young’s modulus
measurements. Grouping 2 contains fixed-fixed beams for residual strain measurements. Grouping 3
contains cantilevers for strain gradient measurements. Grouping 4 contains step height test structures for
step height measurements. Grouping 5 contains features for in-plane length measurements.

ok wd—

The Certification Plus section contains additional test structures that may complement the existing set of
geometrical and material properties. On RM 8096 depicted in Fig. 1, these additional test structures
include tensile test structures, thickness test structures, and a linewidth test structure that can be used to
obtain the Young’s modulus of the metal2 layer, the thicknesses of all the layers in the process, and the
linewidth of select oxide beam widths, respectively. On RM 8097 depicted in Figs. 2(a and b), linewidth,
thickness, and fatigue test structures can provide a) the linewidth of either polyl or poly2 for select beam
widths, b) the thickness of the polyl or poly2 layer along with data for stiction'! studies, and c) Young’s
modulus, ultimate strength, and fatigue for the polyl layer, respectively. A 2.5 mm ruler (with a 4.0 um
grid) is also present.

1.3 Classification of the RM 8096 Chips

After the RM 8096 chips are received from the semiconductor fabrication service, they are stored in a
plastic storage container to await an initial inspection for classification purposes. The goal of the
inspection for the first, second, third, and fifth groupings of test structures mentioned in Sec. 1.2, is to

u Refer to the List of Terms.

14



ensure the existence of at least one suitable test structure in each grouping. This implies at least one
cantilever (out of 30) within the Young’s modulus grouping of test structures, one fixed-fixed beam (out of
15) within the residual strain grouping, one cantilever (out of 30) within the strain gradient grouping, and
one in-plane length test structure (out of 15) within the in-plane length grouping. For the fourth grouping
of test structures, the goal of the inspection is to ensure the existence of at least one step height test
structure (out of three) for each of the four uniquely designed step height test structures.

Those beams (both cantilevers and fixed-fixed beams) in the first three groupings of test stuctures are
sought with the best looking attachment points of the beam to the beam support, in other words, beams with
no “gunk” in the corners or a minimum amount of gunk that is symmetrically located with respect to a line
drawn along the length of the beam. The gunk is believed to be metal that was not completely removed
during the fabrication process. Typically, good cantilevers can be found because they are designed with
both a 0° orientation and a 180° orientation and the gunk tends to be less present or non-existent for one of
these orientations. Therefore, with the existence of suitable cantilevers along with a suitable step height
test structure and a suitable in-plane length test structure, the inspection criteria tend to be focused on
finding a suitable fixed-fixed beam.

Chips were classified as “acceptable,” or “unacceptable” using the following subjective criteria (as given
below for the chosen fixed-fixed beam):

1. Chips with no gunk or a minimum amount of gunk in the corners of the chosen fixed-fixed beam
would be given an “excellent” or “acceptable” classification.

2. If the gunk makes the beam appear unsymmetrical with respect to a line drawn along the length of
the beam (for example, if there is gunk in one of the three attachment points of the chosen fixed-
fixed beam to the beam support), the classification could be either “acceptable” or “unacceptable.”

3. As a rule of thumb, as the amount of gunk in the key attachment points increases and as the
chosen beams become less symmetrical with respect to a line drawn along the length of the beam,
the classification tends to degrade from “acceptable” to “unacceptable.”

4. Sample interferometric data is typically obtained on a chosen beam (usually with a 50x objective
and a 0.5x field of view lens) as a guarantee that reasonable data can be extracted.

The dividing line between the classification categories is somewhat subjective, so to help ensure
consistency with respect to the same criteria, all of the chips received are classified during the same data
session and by the same person.

After the chips are assigned a classification, they are stored in a plastic storage container to await post
processing.

1.4 Post Processing

The RM 8096 and RM 8097 chips both underwent post processing. The post processing of the RM 8096
chips was performed at NIST and the post processing of the RM 8097 chips was performed at the
fabrication facility before the chips were delivered [9].

1.4.1 Post Processing of the RM 8096 Chips

The RM 8096 chips were transported in a plastic container in a zippered bag to a class 100 clean room at
NIST for post fabrication. To remove the nitride cap, the chips were etched one at a time with CF,+0,
(with an etch rate of approximately 220.0 nm/min) for about two minutes. A slight overetch helps to
eliminate stringers.

To ascertain whether or not the nitride cap was removed, the fourth step height test structure, as depicted in
Fig. 6(a), in the step height grouping of test structures is used. A stylus instrument is required for this
measurement since the top layer is not reflective. (A reflective top layer is typically a requirement for
optical interferometry). Therefore, in a laboratory environment, stylus step height measurements associated

with the first arrow in Fig. 6(a) that is labeled 5 were taken, with the resulting measurement called step5ya+
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if it was taken before the CF,+O, etch and called step5,a— if it was taken after the XeF, etch,*? which
comes next. Cross-sectional sideviews of the applicable portion of the test structure given in Fig. 6(a) are
given in Figs. 6(b and c) for the measurements of step5,a+ and step5,a—, respectively. (See Sec. 5 [4] for
guidance in taking this measurement.) Before the etch, as shown in Fig. 6(b), the combined oxide (or ox)
atop metal2 (or m2) and nitride (or ni) thickness (or step5yat+) is approximately 1.0 um. For this step [i.e.,
step5ra+ shown in Fig. 6(b)], the thickness of the oxide atop m2 is approximately equal to the thickness of
the nitride cap (ni), according to the semiconductor fabrication service [8], implying that each of these
layers is approximately 0.5 pum, in this case. Therefore, it is assumed that the nitride cap (on this test
structure and also on the entire chip) is removed during the etch if the step height measurement on this test

structure after the etch [namely, step5,a— as shown in Fig. 6(c) without the nitride cap] is less than or equal
to step5ya+ divided by 2, or in this case less than or equal to 0.5 um.
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Figure 6. For the step height test structure used to determine if the nitride cap has been removed,
(a) a design rendition, (b) a cross-sectional sideview before the CF4+0, etch for the step
associated with the first arrow in (a) labeled “5,” and (c) a cross-sectional sideview
of this step after the XeF, etch. (The active area is labeled “aa.”

After the removal of the nitride cap, the RM 8096 chips are isotropically etched one at a time with XeF,
[28] to release the cantilevers and fixed-fixed beams by removing the silicon around and beneath each
beam. Fifteen cycles of a XeF, etch are used where one cycle is as follows:

1. Starting with a pressure inside the etch chamber of 133.32 Pa (1.0 Torr), XeF; is released into

the chamber until the pressure rises to 399.97 Pa (3.0 Torr).

2. After 10 s, the XeF, gas is pumped out.

12 Stylus step height measurements can also be taken in the class 100 clean room after the CF4+0O, etch.
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After a cursory microscopic inspection of the chips to ensure that the widest beams (present in the residual
strain and strain gradient groupings) are released, the chips are transported in a plastic container in a
zippered bag to a laboratory across campus where they are stored in a N,-filled dry box.

1.4.2 Post Processing of the RM 8097 Chips

For the RM 8097 chips processed in a surface-micromachined polysilicon multi-user MEMS process [9],
an additional backside etch is required to eliminate any stiction or squeeze film damping phenomena (see
Sec. 2.1 for details) associated with cantilever and fixed-fixed beam resonance frequency measurements.
An additional layer was added to the designs [as shown in Figs. YM3(a) and YM4(a) in Sec. 2.1] with
dimensions that represent the dimensions of the requested opening in the backside of the wafer. The
processing facility should be consulted for the appropriate design rules for this layer.

During the post processing, the front side of the wafer is protected, then the wafer thinned (removing the
backside films in the process) to a thickness similar to what is used in a silicon-on-insulator (SOI) multi-
user MEMS process [9]. Then, a backside photo patterning and RIE (reactive ion etch) are performed,
removing the silicon and stopping on the first oxide layer. [It stops on the first oxide layer because the
nitride layer, which is normally found between the 2 pum sacrificial oxide layer and the Si wafer, is
patterned earlier in the process using a mask derived from the mask used to define the opening requested on
the backside of the wafer. Due to the patterning of this nitride layer, the edge of the nitride layer is
responsible for an approximate 600 nm vertical transition seen in the structural layer of suspended
cantilevers and fixed-fixed beams (as seen in Figs. YM3(b), YM4(b), and YMD5 for a cantilever). There are
two such vertical transitions for fixed-fixed beams.]

An RIE etch is used due to its ability to create more vertical sidewalls (with a 10° angle) as opposed to the
(55° angle) sidewalls from a plasma etch. The RIE-etched sidewalls are sloped so that the digitized areas
representing the openings on the backside of the wafer are smaller than the desired openings on the front
side of the wafer.

After the backside etch, the exposed sacrificial oxides are etched, thereby releasing the beams. A super
critical CO, dry is performed to minimize stiction for any beams that are designed with an underlying layer.
The chips are delivered to NIST with no protective coating, as requested. For delivery, they are typically
placed in a sealed clamshell package. Once the chips get to NIST, they are stored in a N,-filled dry box.
They are removed from the clamshell package before the expiration date of the adhesive, if applicable, then
inspected, as described in the following section.

1.5 Pre-Package Inspection

Before the RM 8096 and RM 8097 chips are packaged, they are inspected in a laboratory environment to
determine if they are suitable RM candidates. The RM 8097 chips are also inspected for classification
purposes. After the pre-package inspection and/or classification, the RM chips are returned to the N,-filled
dry box to await packaging.

1.5.1 Pre-Package Inspection of the RM 8096 Chips

The RM 8096 chips are inspected interferometrically (and/or microscopically) to ensure the following:

1. That there is at least one suitable test structure in the first, second, third, and fifth groupings of
test structures (namely, one cantilever in the Young’s modulus grouping, one fixed-fixed
beam in the residual strain grouping, one cantilever in the strain gradient grouping, and one
in-plane length test structure in the in-plane length grouping).

2. That there is at least one suitable step height test structure in the fourth grouping of test
structures for each of the four uniquely designed step height test structures. The resulting data
from these test structures in combination with data supplied by the semiconductor fabrication
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service [8] can be used to obtain the thickness of the composite oxide beams, as given in Sec.
8, for the Young’s modulus measurements in Sec. 2.

3. That the chip is correctly classified, as specified in Sec. 1.3, as “acceptable.” Only
“acceptable” chips are RM 8096 candidates.

4. That the etched cavities have not merged. Although differences in color between a region that
is suspended and a region that is not suspended can be an indicator of non-merged cavities,
the existence of a flat region between the cavities (as verified upon examination of an
interferometric 2D data trace between the etched cavities) can be used as additional proof.

5. That the widest beams (located in the residual strain and strain gradient groupings) are
released. An interferometric 2D data trace (taken along the length of one of the cantilevers)
with data that curve out-of-plane can be used to verify that the widest beams are released.

6. That the etched cavity is deep enough so that squeeze film damping will not be an issue (see
Sec. 2.1 for details). This implies that the gap, d, between the bottom of the suspended
cantilever (for Young’s modulus measurements) and the top of the underlying layer is greater
than or equal to one-third the cantilever width [29].

The cantilevers for Young’s modulus measurements are all designed to be 28 um in
width. Therefore, d should be at least one-third that or 9.3 um. Since an isotropic XeF,
etch is used to release the beams and since the widest beam on the chip is 40 pum, this
implies that the lateral etch must traverse at least half this width (or 20 um) in order for
the beams to release. Therefore, if the vertical etch rate is comparable to the lateral etch
rate, then the etched cavity, or dcay as shown in Fig. 7(c), should be at least 20 um. If we
assume here that d = d¢cay, which may be off by up to 0.5 um for flat beams,*® then 20 um
is much more than the minimum value of 9.3 um that is needed to ensure that squeeze
film damping will not be an issue.

As a double-check or if there is uncertainty about the vertical and lateral etch rates of
XeF,, interferometric measurements can be taken (both before the CF4+0, etch and after
the XeF, etch) from the fourth thickness test structure, as shown in Fig. 7(a), in the
Certification Plus grouping. In particular, an approximate step height measurement can
be taken for the step corresponding to either the 3 or 4™ arrow in this test structure. The
absolute value of the step height measurement taken before the CF,+0, etch, as given by
the absolute value of stepdpe+ or stepdge+ in Fig 7(b), is subtracted from the absolute
value of the step height measurement taken after the XeF, etch, as given by the absolute
value of step4pe— or stepder—in Fig. 7(c), to obtain an approximate measurement of the
depth of the cavity, dcay, as shown in Fig. 7(c).
7. That there are no stringers or debris present that would adversely affect the data taken on the
chosen test structures.
8. That sample static interferometric cantilever and fixed-fixed beam data can be taken on the
chosen beams used to obtain strain gradient and residual strain, respectively.
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13 1t should be noted that most, if not all, of the beams bend up.
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Figure 7. For the thickness test structure used to determine the depth of the etched cavity

(a) a design rendition, (b) a cross-sectional sideview before the CF4+0, etch for the steps

associated with the third and fourth arrows in (a), and (c) a cross-sectional sideview
after the XeF, etch for the steps associated with the third and fourth arrows in (a).

1.5.2 Pre-Package Inspection of the RM 8097 Chips

The RM 8097 chips are inspected interferometrically (and/or microscopically) to ensure the following:

1.

That there is at least one suitable test structure in each of the five groupings of test structures
for the layer of interest (namely, if polyl is the layer of interest, then one polyl cantilever in
the Young’s modulus grouping, one polyl fixed-fixed beam in the residual strain grouping,
one polyl cantilever in the strain gradient grouping, one step height test structure in the step
height grouping, and one polyl in-plane length test structure in the in-plane length grouping).

The existence of a suitable pegged cantilever (i.e., a cantilever exhibiting stiction) for the
layer of interest in the Certification Plus grouping of test structures under the label
“Thickness,” as seen in Figs. 2(a and b). (The resulting data from this test structure can be
used to obtain the polyl or poly2 thickness, as given in Sec. 8, for Young’s modulus
measurements in Sec. 2.) In some cases, it may be preferable to obtain stiction data from a
test structure in the in-plane length grouping of test structures.

That useful static interferometric cantilever and fixed-fixed beam data can be taken on the
chosen polyl or poly2 beams. For example, can residual strain and strain gradient data still
be taken on the beams if there is no curvature of the beams?

The layer of interest is determined for the given chip. Typically if the above criteria are satisfied for polyl
structures, the polyl layer is considered the layer of interest unless, for example, the longest polyl
cantilevers do not bend out-of-plane, in which case the poly2 layer is considered the layer of interest
assuming the above criteria are met for poly2 structures.

1.5.3 Classification of the RM 8097 Chips

During the pre-package inspection of the RM 8097 chips, they are also classified as “acceptable” or
“unacceptable” using the following somewhat subjective criteria (as given below):

1.

2.

If one of the criteria in Sec. 1.5.2 is not satisfied for the layer of interest, the chip is classified
as “unacceptable,” and the following criteria can be overlooked.

If the anchor attachment point of most of the cantilevers and fixed-fixed beams in at least one
key array per grouping of test structures is intact and all or most of the beams are still present
in this key array, the chip is given an excellent or “acceptable” classification. [The polyl
arrays are considered key arrays if the polyl parameters are reported on the RM Report of
Investigation as determined in Sec. 1.5.2. If the poly2 parameters are reported on the RM
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Report of Investigation then the poly2 arrays are considered the key arrays. And, the same
applies to the arrays in the Young’s modulus grouping of test structures.]

If a portion of the anchor attachment point of most of the cantilevers and fixed-fixed beams in
at least one key array per grouping of test structures is missing due to an overetch from the
backside of the wafer, and all or most of the beams are still present in this key array, the
classification may be either “acceptable” or “unacceptable.”

As a rule of thumb, as less of the anchor attachment point remains intact and as the number of
beams in the key arrays decreases, the classification degrades from “acceptable” to
“unacceptable.”

The dividing line between the classification categories can be somewhat subjective, so to help ensure
consistency with respect to the same criteria, all of the chips received are inspected and classified during
the same data session and by the same person.

1.6 Packaging

After an RM 8096 or RM 8097 chip passes the post processing inspection, it is packaged as shown in Fig.
8; however, the piezoelectric transducer (PZT) wires may be connected to different pins. The chips are
packaged in a laboratory environment in the following way:

1.

7.

The hybrid package has a pin arrangement similar to that shown in Fig. 8(a) with a 1 mm pin-
to-pin separation. The package is 20.32 mm wide, 27.94 mm long, and 19.05 mm tall (with
the lid on and including the height of the exposed pins on the bottom of the package). The
height of the exposed pins on the bottom of the package is 5.08 mm.

The PZT is secured to the top of the chip cavity using two thin layers of low stress, non-
conducting epoxy (Ellsworth Adhesives Resinlab UR 3010 Clear Urethane Encapsulant).
(The first layer of epoxy ensures that there will not be a conducting path between the package
and the PZT.)

The PZT has the following properties:

a. The operating voltage range is from —20 V to +120 V.

b. The maximum operating temperature is 150 °C.

c. The dimensions of the PZT are approximately 5 mm by 5 mm and 2 mm in height.

d. Itis provided with a red and a black wire. The red wire should be driven with a
voltage that is positive relative to the black wire.

e. It can achieve a 2.2 um (20 %) displacement at 100 V from DC to 100 kHz.

f. It has an electrical capacitance of 250 nF (£20 %).

g. It has a resonance frequency greater than 300 kHz, at which or above which it shall
not be operated because that could damage the PZT.

Each PZT wire is soldered to the upper portion of a package pin to ensure that it is connected
and to avoid any arcing.

The PZT is activated at 10 V and 7000 Hz to ensure that the resulting PZT vibration is barely
audible and properly connected. (Alternatively, the PZT can be checked with a vibrometer to
ensure that the vibration is audible for a periodic chirp function between 5 kHz and 20 kHz.)
The RM chips are secured to the top of the PZT.

a. The RM 8096 chips are secured using two thin layers of a low stress non-
conducting epoxy. (The first layer of epoxy ensures that there will not be a
conducting path between the PZT and the RM.)

b. For the RM 8097 chips, one layer of the low stress non-conducting epoxy is allowed
to dry on top of the PZT. Then, a thin layer of this epoxy is spread on top of the
bottom half of the existing epoxy so that only the bottom half of the RM 8097 chip
when placed on top of it will be secured to the PZT. Then, the bottom half of the
RM 8097 chip is placed atop this thin layer of epoxy so that none of it seeps through
the portions of the chip that were etched from the backside.

The lid (or can) is placed on top of the package to protect the chip and the lid is secured to
the package (with a plastic chip, tape, or by another means) before shipment.

The packaged chips are stored in a N,-filled dry box.
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Figure 8. For the MEMS 5-in-1 (a) a drawing of the packaged chip and (b) a photograph of one of the
chips inside the package cavity

1.7 NIST Measurements on the MEMS 5-in-1

NIST measurements are taken on the packaged RMs in a laboratory environment. The chosen test
structures are identified and the measurements are taken following the procedures in the applicable
standard test method [1-5]. (See also Sec. 2 through Sec. 8, inclusive, for overall guidance.) The data are
entered into the pertinent data analysis sheet [13] in order to perform the calculations and verify the data.
After verification of the data, the resulting calculated values are entered on the appropriate RM 8096 or RM
8097 Report of Investigation.
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1.8 The RM Report of Investigation

The RM Report of Investigation may evolve over time. For a current example of the RM 8096 and 8097
Report of Investigation, see the Data and Information Files link on https://www-
s.nist.gov/srmors/view_detail.cfm?srm=8096 and https://www-
s.nist.gov/srmors/view_detail.cfm?srm=8097, respectively. Both of these Reports of Investigation as of the
writing of this SP 260 include the following:

1. The DOC logo,

2. A serial number for the individually tested RM,

3. NIST reference values and uncertainties for Young’s modulus, residual strain, strain gradient,

step height, in-plane length, residual stress, stress gradient, and thickness,

4. The issue date,

5. The expiration date,

6. An overview,
7. A brief description of the MEMS 5-in-1,
8
9
1

Instructions for use,
. Material available for the MEMS 5-in-1, and
0. References.

1.9 Traceability

Measurements made using the MEMS 5-in-1 achieve traceability to the NIST measurements on the RM.
This constitutes traceability to a national standard, but, in general, traceability to the International System
of Units [17,18] cannot be claimed.

At some point, if it is deemed appropriate that the MEMS 5-in-1 RM become an SRM, there are already
certain elements of traceability to the Sl that are already in place or that can easily be implemented; for
example, NIST traceable measurements to the Sl in the x-, y-, and z-directions as well as for frequency
measurements.

For measurements in the z-direction, measurement data from the optical interferometer and the stylus
profilometer are calibrated from data taken on a certified physical step height standard as specified in Sec.
5.2. The instrument calibration is also checked with the certified value of a second physical step height
standard (as detailed in Sec. 1.1.2.2). These commercial physical step height standards are calibrated
directly at NIST. Therefore, the measurements in the z-direction for the MEMS 5-in-1 are NIST-traceable
measurements.

For measurements in the x- and y-directions, the optical interferometer is calibrated as specified in Sec. 6.2
using either the 2.5 mm ruler (with a 4.0 um pitch) that is located in the Certification Plus group of test
structures on an RM 8097 chip or it is calibrated with a 10 mm stage micrometer (with a 10.0 um pitch)
that has a calibration certificate with NIST-traceable measurements. Therefore, the measurements taken in
the x- and y-direction for the MEMS 5-in-1 provide either NIST-traceable measurements or easy to
implement NIST-traceable measurements.

For frequency measurements, before each data session, the maximum frequency of the optical vibrometer
and the stroboscopic interferometer is measured with a 10-digit/s frequency counter that has been calibrated
by the vendor to provide NIST-traceable measurements. A calibration factor, cal;, is determined as
specified in Sec. 2.2. From this maximum frequency, all other signals are derived and the frequency
measurements are multiplied by cal; to obtain calibrated values. As specified in Sec. 1.1.1.2, the instrument
calibration is also checked by comparing one or more resonance frequency measurements (via Young’s
modulus calculations) a) with previous resonance frequency measurements (or Young’s modulus
calculations) using the same cantilevers and/or b) with resonance frequency measurements (or Young’s
modulus calculations) obtained from another calibrated instrument using the same resonating cantilevers.
Therefore, the measured resonance frequency for the MEMS 5-in-1 is a NIST-traceable measurement.
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The traceability chain for the physical step heights, the stage micrometer, as well as the traceability chain
for the certification of frequency can be obtained by sending an email request to mems-support@nist.gov.

1.10 Material Available for the MEMS 5-in-1

After you order a MEMS 5-in-1, you will receive a packaged RM chip, a Report of Investigation,
completed data analysis sheets, a copy of each of the standard test methods [1-5], and this SP 260. Besides
this SP 260, one of the best places from which to obtain information associated with the MEMS 5-in-1 is

the MEMS Calculator Website [13]. The symbol @ is used on this website to help you quickly find

material associated with the MEMS 5-in-1. From this website you can obtain the following:

This SP 260,

An overview article for the MEMS 5-in-1 [15],

The data analysis sheets (e.g., YM.3, RS.3, SG.3, SH.1.a, L.0, T.1, and T.3.a),

Sample data traces for residual strain, strain gradient, step height, and in-plane length,

Ordering information for a MEMS 5-in-1,

The design file and an accompanying tiff file of each MEMS 5-in-1 chip,

The list of the following two SEMI standard test methods [1,4] and three ASTM standard test

methods [2-3,5] along with links for ordering information:

e SEMI standard test method MS4, Test Method for Young’s Modulus Measurements of
Thin, Reflecting Films Based on the Frequency of Beams in Resonance,

e ASTM standard test method E 2245, Test Method for Residual Strain Measurements of
Thin, Reflecting Films Using an Optical Interferometer,

e ASTM standard test method E 2246, Test Method for Strain Gradient Measurements of
Thin, Reflecting Films Using an Optical Interferometer,

e SEMI standard test method MS2, Test Method for Step Height Measurements of Thin
Films, and

e ASTM standard test method E 2244, Test Method for In-Plane Length Measurements of
Thin, Reflecting Films Using an Optical Interferometer, and

8. Pertinent references (for downloading from the website) grouped below by topic area:
e  Young’s modulus, step height, and thickness [10,30],
e  Step height and thickness [6,7], and
e Residual strain, strain gradient, and in-plane length [11,14].
This SP 260 focuses on how to use the MEMS 5-in-1 to successfully take measurements with
the standard test methods. The above-mentioned references were stepping stones in creating
this guide. The references are more general in nature, contain more background information,
and provide for more applications of the various test methods.
In addition, during the course of this work, an assessment was performed, as given below,
which specifies the importance of standardization efforts and can be used to guide future
standardization efforts:
e Anassessment of the US Measurement System [31].

Nogk~wpnE

The appropriate standard test method is used to guide you through the measurements. If you have
difficulties understanding the technical basis for the steps in the standard test methods, you can consult this
SP 260 or one of the pertinent references [6-7,10-11,14,30-31], which can be downloaded from the website.

1.11 Storage and Handling

The packaged RM is labeled, placed in a small foam-padded wooden box for protection, and delivered
along with the Report of Investigation, the data analysis sheets, the five standard test methods [1-5], and
this SP 260 to NIST’s Building 301 where it is also labeled, then sealed in a plastic bag and stored in a N,-
filled dry box (or an acceptable alternative) to await shipment to a customer.

The semiconductor test chip is subject to surface contamination and oxidation during storage and handling.
The RM should be handled using the metal package, without contacting the semiconductor test chip. The
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lid (also called the can) provided with the RM should be carefully placed atop the package and secured to
the package when the RM is not in use. The RM should be stored in a dust-free N, atmosphere or under
vacuum at a temperature of 20.5 °C + 1.1 °C. Incidental exposure to air for transport to, or use in, an
analysis system should not produce significant contamination. The customer should avoid exposing the
units to large temperature variations, temperature cycling, large humidity variations, or mechanical shock.
Particulate contamination of the semiconductor surface may be removed with a low velocity dry N, flow.
Too high or turbulent flow can break the cantilevers.

1.12 Measurement Conditions and Procedures for the Customer

The RM is intended to be used in a laboratory environment and stored in a N,-filled dry box. To take
measurements on the MEMS 5-in-1 RM for comparison with the NIST measurements, the lid is carefully
removed. The step height, residual strain, strain gradient, and in-plane length measurements can now be
taken using the proper equipment and appropriate standard test method [2-5] to guide you through the
measurements.

For Young’s modulus measurements, to operate the PZT, the red wire should be driven with a voltage that
is positive relative to the black wire. To ensure that you have successfully connected to the PZT, when
activated at 10 V and 7000 Hz (or when activated with a periodic chirp function between 5 kHz and 20
kHz), the resulting PZT vibration should be barely audible. The PZT has a resonance frequency greater
than 300 kHz, at which or above which it shall not be operated because that could damage the PZT. The
Young’s modulus measurements are taken using the appropriate standard test method [1] to guide you
through the measurements.

The standard test methods [1-5] in conjunction with Sec. 2 through Sec. 8, inclusive, of this SP 260 can be
consulted to provide details concerning the measurements taken on the MEMS 5-in-1. Table 2 can be used
to navigate through this SP 260. It lists the grouping in which the chosen test structure can be found, the
parameter associated with that grouping, the applicable section in this SP 260, the data analysis sheet to use
for that parameter, and the applicable appendix in this SP 260, which provides a reproduction of the
pertinent data analysis sheet. As an example, details concerning the Young’s modulus measurements in the
first grouping of test structures are discussed in Sec. 2 of this SP 260 and are recorded in Data Analysis
Sheet YM.3 [13] (reproduced in Appendix 1).

The calculations are performed on-line by pressing the “Calculate and Verify” button located near the top
and/or middle of the applicable data analysis sheet. (These calculations have been checked with similar
calculations performed in Excel.) Any pertinent warnings flagged at the bottom of the data analysis sheet
should be addressed before comparing your in-house measurements with the NIST measurements (as
supplied on the applicable data analysis sheet that accompanies each unit of the MEMS 5-in-1). Consult
Sec. 2 through Sec. 8 for specifics associated with the data comparison. Any questions concerning these
measurements or comparisons can be directed to mems-support@nist.gov.

Table 2. Grouping, Parameter, Section, Associated Data Sheet, and Appendix
Grouping on the Section Data
MEMS 5-in-1 Parameter in this Analysis Appendix
(see Sec. 1.2) SP 260 Sheet
1 Young’s modulus 2 YM.3 1
Residual stress 7 YM.3 1
Stress gradient 7 YM.3 1
2 Residual strain 3 RS.3 2
3 Strain gradient 4 SG.3 3
4 Step height 5 SH.1.a 4
Thickness 8
4 for RM 8096 T.1 6
6 for RM 8097 T.3.a 7
5 In-plane length 6 L.0 5
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1.13 Homogeneity of the RMs

The MEMS 5-in-1 chips are given an RM number based upon where it is fabricated. (The RM 8096 chips
are fabricated on a multi-user 1.5 pm CMOS process followed by a bulk-micromachining etch. The RM
8097 chips are fabricated using a polysilicon multi-user surface-micromachining MEMS process with a
backside etch.) The multi-user portion of these processes is well known in the community such that
customers are willing to purchase chips on these processing runs due to the known homogeneity of the
parts received, which makes them reliable.  Therefore, by definition, the RMs are associated with
homogeneous processes.

For RM 8096, the chips are initially classified as given in Sec. 1.3 after they are received from the
fabrication service. The post-processing is performed at NIST on one chip at a time (as specified in Sec.
1.4.1) in order to obtain the most reliable results. Initially, a CF4+O, etch is used to remove the nitride cap
present atop the chips when they are received from the fabrication service. Measurements are taken to
determine if the nitride cap has been removed. Then, a XeF, etch removes any exposed silicon next to and
beneath a composite oxide beam in order to release it. The chips are inspected as given in Sec. 1.5.1 and it
is verified that they are correctly classified as “acceptable” or “unacceptable” for use as an RM. Thickness
(a parameter that can be affected by an etch) is one of the parameters with an uncertainty that is reported on
the Report of Investigation. Also, effective values are reported for the material parameters due to
deviations from the ideal geometry and composition of the test structures.

The back-side etch for RM 8097 is performed at MEMSCAP as specified in Sec. 1.4.2. This additional
etch is performed while the two polysilicon layers (one of which is used for the measurements taken on RM
8097) are completely covered with a sacrificial oxide. Therefore, this back-side etch does not affect the
homogeneity of the parts measured. In addition, when the RM 8097 chips are received from the fabrication
facility, they are inspected and classified as “acceptable” or “unacceptable” as given in Sec. 1.5.2 and 1.5.3,
respectively.

1.14 Stability Tests

For stability tests, one packaged part is stored in a No-filled dry box and one packaged part is stored in a
plastic storage container. These two packaged parts are called RM monitors. When the MEMS 5-in-1
chips are measured, so are the RM monitors from the same processing run, and the same measurements are
taken. A parametric value resulting from the first measurements taken on the RM monitors is called R; its
combined standard uncertainty value is called ug.

Tables 3 and 4 give the correction terms and specific standard deviations that are typically used at NIST in
the applicable data analysis sheets for certain parameters on RM 8096 and RM 8097. Similar quantities are
not used in all the data analysis sheets. For example, a relative repeatability standard deviation,
Orepeat(samp) for Young’s modulus is not provided in Tables 3 and 4 because a repeatability component is
not needed in its uncertainty equation because the propagation of uncertainty technique [21-23] (a brief
overview of which is given in Appendix 8) is used to obtain this uncertainty equation and including this
repeatability component would be double counting uncertainties. This is the case for residual stress and
stress gradient as well. In addition, thickness values are obtained from step height measurements, and since
the step height uncertainty results (which already include a repeatability component) will be utilized in the
thickness uncertainty calculations, a repeatability standard deviation is not needed for thickness. It should
be pointed out that orepeat(samp) is @ relative repeatability standard deviation and orepeat(samp)» Which has a
trailing “” in the subscript, is an absolute repeatability standard deviation which is used for the in-plane
length measurements.

Stability tests can be used to track parametric changes as a function of, for example, time and temperature.
For the MEMS 5-in-1, the Report of Investigation states rigid temperature requirements (i.e., 20.5 °C £ 1.1
°C) within which the parameters are not expected to significantly change. Therefore, for the MEMS 5-in-1,
only variations as a function of time are tracked for the RM monitor stored in a plastic storage container
and the RM monitor stored in a N,-filled dry box. And, given the domino effect discussed in the next
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section, only the residual strain needs to be monitored quarterly. This measurement is performed on the
same RM monitor test structures that are used to obtain the reference values for that chip. A parametric
value resulting from a measurement taken on a quarterly basis is considered a measured value, M, with its
combined standard uncertainty value, uy.

Table 3. Correction Terms and Specific Standard Deviations Typically Used at NIST for RM 8096

Parameter Correction Standard Values used
Term? Deviation® with
RM 8096
1. Young’s modulus | L =200 pm feorrection 2.67 kHz
Gsupport 0.63 kHzE
ot 0.63 kHz
cantilever
L =300 um feorrection 0 kHz
Osupport 0 kHz
Gt 0 kHz
cantilever
L =400 um feorrection —0.240 kHz
osupport 0.057 kHz’
P 0.057 kHz"
cantilever
2. Residual strain at 25x Sercorrection 0
at 25x Orepeat(samp) 2.49 %
Loffset —-0.129 um
(RM 8097,
p0-to-p0 at 25x)
OLrepeat(samp) £ 0.213 um
(RM 8097,
pO-to-p0 at 25x%)
3. Strain gradient L =200 pm (at 25%) | sgeorrection om?®
L =248 um (at 25X) | sqcorrection Om*'®
at 25x Orepeat(samp) 3.02%
4. Step height at 25x Orepeat(samp) 3.95%
5. In-plane length L =200 um Loffset 2.63 um
(for edges that (m2-to-m2 at 25x%)
face each other)
L =200 um Orepeat(samp) £ 1.16 um
(m2-to-m2 at 25x)
6. Riave = Ry along top of m2 in 119.5nm
(peak-to-valley) in-plane length
group (at 25x)
along top of m2 in 17.3 nm

(surface roughness)

in-plane length
group (at 25x)

& Consult the pertinent section in this SP 260 for details associated with these correction terms and specific standard

deviations.

® Where Tsupport =Ctantilever= [fcorrection | / [3 SQRT(2)].

¢ The trailing prime in this subscript implies an absolute measurement.
4 This is an assumption since it is difficult to obtain data points beyond 250 um along the length of the cantilever due to
excessive curvature of the cantilever.
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Each quarter, the positive difference, D, between the first measured or reference value, R, and that quarter’s
measured value, M, of residual strain is calculated along with the uncertainty of the difference, up, using
the following equations:

D=M-R|, and (29)
U, =4/U5 +US . (30)

Table 4. Correction Terms and Specific Standard Deviations Typically Used at NIST for RM 8097

Parameter Correction Standard Values used
Term? Deviation® with RM
8097
1. Young’s modulus | P1: feorrection 1.095 kHz
L =200 pm Osupport 0.258 kHz"
o 0.258 kHz"
cantilever
P2: feorrection 0.860 kHz
L =200 pm Ssunort 0.203 kHz’
SUPPO 0.203 kHz"
Ocantilever
PL: feorrection 0 kHz
L =300 pm Osupport 0 kHz
. 0 kHz
Ocantilever
P2 feorrection 0 kHz
L =300 pm Osupport 0 kHz
. 0 kHz
Ocantilever
P1: feorrection —-0.122 kHz
L =400 um osupport 0.029 ksz
Ocantilever 0.029 kHz
P2 feorrection —0.0208 kHz
L =400 um osupport 0.0049 kHz°
Cenrti 0.0049 kHz"
cantilever
2. Residual strain P1 at 5x: Sercorrection 0
Orepeat(samp) 5.5%
Loftset ¢ —-3.69 pm
OLrepeat(samp)’ 0.00 pm
P2 at 5x: ercorrection 00
Orepeat(samp) 3.7%
Loftset . -1.38 um
OLrepeat(samp)’ 0.64 um

& Consult the pertinent section in this SP 260 for details associated with these correction terms and specific standard

deviations.

b
Where ogupport =tantilever= [fcorrection |/ [3 SQRT(2)].

® The trailing prime in this subscript implies an absolute measurement.
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Table 4, Continued. Correction Terms and S

pecific Standard Deviations Typically Used at NIST for RM 8097

Parameter Correction Standard Values used
Term? Deviation® with RM 8097
3. Strain gradient P1 at 5x: Sgcorrection -0.65m™*
L = 400 um
P1at 5x: Sgcorrection 0.00 m™
L = 450 um
P1at 5x: Sgcorrection 0.65m™
L =500 um
P1at 5x: Sgcorrection 1.29m
L =550 um
P1 at 5x: Sgcorrection 1.94m*
L =600 pum Orepeat(samp) 125 %
P1at 5x: Sgcorrection 2.58m"
L = 650 um
P1 at 5x: Sgcorrection 3.23m™
L =700 um
P1at 5x: Sgcorrection 3.87m"
L = 750 um
P1 at 5x: Sgcorrection 452m*
L =800 um
P2 at 5x: Sgcorrection 1.00m™
L =400 pm
P2 at 5x: Sgcorrection 0.00 m™
L = 450 um
P2 at 5x: Sgcorrection -1.00m™*
L =500 pum
P2 at 5x: Sgcorrection -2.00m*
L =550 um
P2 at 5x: Sgcorrection -3.00m*
L =600 um Orepeat(samp) 13.4%
P2 at 5x: Sgcorrection -4.00m™
L = 650 um
P2 at 5x: Sgcorrection -5.00m™
L =700 pum
P2 at 5x: Sgcorrection -6.00m™
L = 750 um
P2 at 5x: Sgcorrection -7.00m™
L =800 pum
4. Step height at 20x Orepeat(samp) 7.35%
5. In-plane length L = 1000 pm Loftset=Ldes —Lalignave A —-3.69 um
(for edges that (p1-to-pl at 5x) Orepeat(samp)’ 0.00 pm
face each —
other) L = 1000 pm Loffset:Ldes_Lalignave —1.38 um
(p2-to-p2 at 5x) Orepeat(samp)’ 0.64 pm
6. Riave =Rt PO at 5x: 28.12 nm
(peak-to-valley) P1 at 5x: 17.38 nm
P2 at 5x: 16.79 nm
7. Rave = Ra PO at 5x: 4.87 nm
(surface roughness) | P1at5x: 2.97 nm
P2 at 5x: 3.03nm

& Consult the pertinent section in this SP 260 for details associated with these correction terms and specific standard

deviations.

® The trailing prime in this subscript implies an absolute measurement.
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For the RM monitor stored in a plastic storage container, if the following equation is not satisfied:
D<2u, , (31)

the residual strain begins to be monitored monthly. Once Eqg. (31) is not satisfied for the RM monitor
stored in a N,-filled dry box, the material parameters can be considered out of calibration and the customers
in possession of those RMs from the same processing run are notified, assuming their RM Report of
Investigation has not already expired (as discussed in the next section).

1.15 Length of Certification

It is recommended that the customer purchase a MEMS 5-in-1 RM every two years. For a chip processed
similarly to RM 8097 and stored in a plastic storage container (not a N,-filled dry box), residual strain data
taken on this chip between May 2002 and August 2005, as shown in Fig. 9, indicate that the residual strain
increases as a function of time.* Therefore, at the very least for the MEMS 5-in-1 RM 8097, this parameter
should be periodically checked at NIST. As a safeguard, it should also be periodically checked for RM
8096.

In Fig. 9, the data are smoothed out by connecting the second and fourth data points. Let us assume that
the first data point is called R, with combined standard uncertainty ug, and expanded uncertainty [21-23]
Ug, Where Ug=kug=2ug (with k=2 to approximate a 95 % level of confidence). As an approximation for the
maximum separation between parametric values, let us assume that the third data point corresponds to M,
as defined in Sec. 1.14, with combined standard uncertainty uy, and expanded uncertainty Uy, where
Unm=kuy=2uy (with k=2 to approximate a 95 % level of confidence). The value for D is then calculated
using Eq. (29) and Up, is calculated using the following equation:

Uy =2y v 07 @

Then, the horizontal dotted line is plotted in Fig. 9, which corresponds to R plus Up. This dotted line
intersects the dotted line corresponding to the smoothed out data. The time between this intersection point
and the measurement of R is slightly more than two years. Therefore, purchasing a MEMS 5-in-1 RM
every two years is recommended to ensure that D<Up for residual strain.

In addition, if the residual strain is out of calibration, it implies that the residual stress may also be out of
calibration (since the residual strain is used to calculate residual stress). This domino effect continues for
the remaining material parameters, as indicated in Table 5. Therefore, to ensure the calibration of the five
material parameters (Young’s modulus, residual strain, strain gradient, residual stress, and stress gradient)
it is recommended that a MEMS 5-in-1 RM be purchased every two years. Since only one date can be
supplied on the RM Report of Investigation indicating the length of certification, for all the 5-in-1
parameters, it is recommended that a MEMS 5-in-1 RM be purchased every two years. This will allow for
improvements in equipment and procedures for the three dimensional parameters (step height, in-plane
length, and thickness) which are not expected to change as a function of time.

14 L .
The reason for this increase is not known.
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Residual Strain Data Taken at the Same Laboratory
on the Same Test Chip over a Period of Time
(L=650 um, 0 degree orientation)

4y
431
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[
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30 T T T T T T T
Jan-02 Jul-02 Jan-03 Jul-03 Jan-04 Jul-04 Jan-05 Jul-05
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Figure 9. Residual strain data as a function of time for a surface micromachined chip where the
uncertainty bars correspond to #12.0 % to represent the estimated expanded uncertainty values.
The chip was stored in a plastic storage container.

Note: In this figure, the uncertainty bars are calculated using U = 2[Ucae” + drepeat(samp)’]"
With Ucae=1.8 % as given in [11] and orepeat(samp)=5.70 % as derived from data given in [11].

Table 5. Length of Certification for the MEMS 5-in-1 Parameters

Length of
Parameter Certification Reason for Expiration of Calibration

1. residual strain two years in case the residual strain varies as a function of time (see Fig. 9)

2. residual stress two years residual strain is used to calculate residual stress

3. Young’s modulus two years Young’s modulus is used to calculate residual stress
(even though this parameter is not expected to vary as a function
of time, its value may be questioned if the chip experienced
unexpected environmental variations)

4. stress gradient two years Young’s modulus is used to calculate stress gradient

5. strain gradient two years strain gradient is used to calculate stress gradient
(even though Fig. 10 indicates that this parameter is not expected
to vary as a function of time, since the value of the other material
parameters may be in question, this one may be as well if the
chip experienced environmental variations not experienced by
the chips from which the data were taken in Fig. 10)

6. step height two years to allow for improvements in equipment and procedures

7. thickness two years to allow for improvements in equipment and procedures

8. in-plane length two years to allow for improvements in equipment and procedures
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Figure 10. Strain gradient round robin data as a function of time for lengths ranging

from 500 um to 650 um. The chip was stored in a plastic storage container.

Recalibration of the MEMS 5-in-1 RM is not recommended (and also currently not offered at NIST) for the
following reasons:

1.

Improvements inevitable:  Improvements in device design, processing, equipment and
procedures are inevitable. Maintaining an “out-of-date” RM would not be keeping up with
the current state of technology.
Price: Since the fabrication costs of the MEMS 5-in-1 chips are supplied free of charge by
the fabrication service for RM 8096 [8] and supplied either free of charge or cost shared by
the fabrication facility for RM 8097 [9], the cost to recalibrate a MEMS 5-in-1 RM is almost
comparable to the purchase price of a new MEMS 5-in-1 RM. In other words, the cost for
both mainly revolves around the cost to measure the parameters on the chips.
Degrading quality: With continued use in air, the pertinent test structures on the RMs are
bound to get dirty.
Turn-around time: It is more desirable to be in a position of offering RMs when they are
available as opposed to the challenge of getting an RM recalibrated within a reasonable
amount of time which would require that:

a. The step height standards and frequency meter are in calibration,

b. The instrumentation has been maintained, is operational, and in calibration,

c. The personnel are available to perform the recalibrations,

d. The RM is not inadvertently mishandled, and

e. Nothing goes wrong.
In other words, it is easier to guarantee a more reasonable turn-around time by not offering
recalibrations.
Lack of efficiency and cost-effectiveness: Providing calibration services requires equipment
devoted solely to that service, which would be an added expense, not only for the equipment
and space, but also in terms of personnel, overhead, and time. The alternative of providing
the RMs (without recalibrations) enables the equipment and space to be shared. This is a
more efficient, cost-effective approach.

Thus, it is recommended that a MEMS 5-in-1 RM be purchased every two years. The customer should
contact the SRM Program Office for specifics.
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2 Grouping 1: Young’s Modulus

Young’s modulus is a parameter indicative of material stiffness that is equal to the stress divided by the strain when the material
is loaded in uniaxial tension, assuming the strain is small enough that it does not irreversibly deform the material [1]. The
Young’s modulus measurement obtained using SEMI standard test method MS4 [1] is based on the average resonance
frequency of a single-layered cantilever. These measurements are an aid in the design and fabrication of MEMS devices [31-32]
and ICs. Failure mechanisms in ICs such as electromigration, stress migration, and delamination can result due to high values
of residual stress (calculated from the Young’s modulus value). Therefore, methods for its characterization are of interest for IC

process development and monitoring to improve the yield in CMOS fabrication processes [30].

This section on Young’s modulus is not meant to replace but to supplement the SEMI standard test method MS4 [1], which
more completely presents the purpose, scope, limitations, terminology, apparatus, and test structure design as well as the
calibration procedure, measurement procedure, calculations, precision and accuracy, etc. In this section, the NIST-developed
Young’s modulus test structures on RM 8096 and RM 8097, as shown in Fig. 1 and Figs. 2(a and b), respectively, in the
Introduction, are given in Sec. 2.1. Sec. 2.2 discusses the calibration procedure for Young’s modulus measurements, and Sec.
2.3 discusses the Young’s modulus measurement procedure. Following this, the uncertainty analysis is presented in Sec. 2.4,
the round robin results are presented in Sec. 2.5, and Sec. 2.6 describes how to use the MEMS 5-in-1 to verify Young’s modulus

measurements.

2.1 Young’s Modulus Test Structures

Young’s modulus measurements are taken in the first grouping of test structures, as shown in Fig. YM1(a) for RM 8096

depicted in Fig. 1 and as shown in Fig. YM1(b) for RM 8097 depicted in Figs. 2(a and b).
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(@)

(b)

Figure YM1. The Young’s modulus grouping of test structures on (a) RM 8096, fabricated on a multi-user 1.5 gm CMOS
process [8] followed by a bulk-micromachining etch, as depicted in Fig. 1 and (b) RM 8097, fabricated using a polysilicon
multi-user surface-micromachining MEMS process [9] with a backside etch, as depicted in Figs. 2(a and b).
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The Young’s modulus is obtained from resonance frequency measurements of a cantilever. A design rendition of a cantilever
test structure in the Young’s modulus grouping of test structures, as shown in Figs. YM1(a and b), can be seen respectively in
Fig. YM2(a) for the bulk-micromachined RM 8096 chip and in Figs. YM3(a) and YM4(a) for the surface-micromachined RM
8097 chip with a backside etch for a polyl (or p1) cantilever and a poly2 (or p2) cantilever, respectively. Cross sections of these
test structures can be seen in Figs. YM2(b and c), Figs. YM3(b and c), and Figs. YM4(b and c), respectively.

metal2 (m2)
dimensional
marker

<

exposed silicon
to be etched

(design layers
include active - --» b
area, contact,

via, and glass) etch stop
(n-implant
encompassing
(a) :
active area)
510,
m2 dimensional marker
B »-implant
W s
(b)
— =
51[:!;' . \ amount the beam
m2 dimensional marker is undercut
X

n-implant

Si

(©)

Figure YM2. For a cantilever test structure on a bulk-micromachined RM 8096 chip shown in Fig. 1
(a) a design rendition, (b) a cross section along Trace a in (a), and (c) a cross section along Trace b in (a).
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Figure YM3. For a pl cantilever test structure on a surface-micromachined RM 8097 chip (with a backside etch) shown
in Figs. 2(a and b) (a) a design rendition, (b) a cross section along Trace a in (a), and (c) a cross section along Trace b in (a).
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Figure YM4. For a p2 cantilever test structure on a surface-micromachined RM 8097 chip (with a backside etch) shown
in Figs. 2(a and b) (a) a design rendition, (b) a cross section along Trace a in (a), and (c) a cross section along Trace b in (a).
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The specifications for the cantilevers shown in Figs. YM1(a and b) for RM 8096 and RM 8097, respectively, are given in Table
YML1.

Table YM1. Cantilever Specifications for Young’s Modulus Measurements

For RM 8096 For RM 8097
Structural Layer SiO, polyl poly2
Wean (um) 28 20 20
Lcan (um) 200, 248, 300, 348, and 400 100, 150, 200, 250, 300, 350, 100, 150, 200, 250, 300, 350,
400, 450, and 500 400, 450, and 500
t (um) ~2.743 =2.0 ~1.5
Orientation® 0° and 180° 0° and 90° 0° and 90°
Quantity of Beams | three of each length and for each | three of each length and for three of each length and for
orientation (making 30 beams) each orientation (making 54 each orientation (making 54
beams) beams)
Einit (GPa) 70 160 160
p (glem?) 2.2 2.33 2.33

aA 0° orientation implies that the length of the beam is parallel to the x-axis of the test chip, the axes of which are shown

in Fig. 1 and again in Fig. YM2 for RM 8096 [and in Figs. 2(a and b) and again in Figs. YM3 and YM4 for RM 8097], with
the connection point of the cantilever having a smaller x-value than the x-values associated with the suspended portion

of the cantilever.

For RM 8096: On RM 8096, all oxide cantilevers shown in Fig. YM1(a) are designed with both a 0° orientation and a 180°
orientation. As seen in this figure, the length of a cantilever (in micrometers) is given at the top of each column of cantilevers
following the column number (i.e., 1 to 5). These design lengths (and the design width) are specified in Table YM1. There are
three cantilevers designed at each length for each orientation. Therefore, there are 15 oxide cantilevers with a 0° orientation and
15 oxide cantilevers with a 180° orientation. The fixed-fixed beams shown in the bottom portion of the Young’s modulus
grouping of test structures shown in Fig. YM1(a) will not be used for RM measurements.

As specified in Sec. 1.4.1 for RM 8096, the exposed silicon, as shown in Fig. YM2(a), is isotropically etched in XeF> to release
the cantilever, as shown in Fig. YM2(b), by removing the silicon around and beneath the cantilever. The dimensional markers
are instrumental in firming up the support region. They also can be used to measure the small amount of SiO» that has also been
etched in XeF,," however the tip of the cantilever will also be etched a comparable amount so that the length of the cantilever
should remain the same. The etch stop, also shown in this figure, helps to inhibit the etch away from the test structure to shield
neighboring structures from the etch. It consists of an n-implant designed to surround the active area. As seen in Fig. YM2(c),
there is undercutting of the beam.

For RM 8096, the dimensions were chosen such that 5 um < Wean < 40 pm, Wean > t, and Lean >> t where t=2.743 um, as
determined by the electro-physical technique [6] for a previous processing run. (The on-line version of Data Analysis Sheet T.1
[13], as reproduced in Appendix 6, can be used to calculate t.) In addition, the cantilever dimensions were chosen to achieve a)
an estimated resonance frequency (fcaninit) between 10 kHz and 75 kHz using Eq. (YM5) to be presented in Sec. 2.3, b) a Q
value above 30 using Eq. (YM8) to be presented in Sec. 2.3, and c) a value less than 2 % for pgiff as given by the following
equation [10,25]:

2

fdampedn 1
Pair =|1— —2"%" 100 % =|1— [1- 100 %, (YM1)
diff 4Q

undampedn

where fgampedn and fundampedn are given in Sec. 2.3. See Table YM?2 for the calculations of fcaninit, Q, and pyitt for the chosen
dimensions.

5 The design dimension from the dimensional marker to the exposed silicon is 16 um, as shown in Fig. YM2(a).
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Table YM2. Calculations of feaninit » Q, and pgitf for RM 8096

Lcan feaninit Q Pdiff

(pm) (kHz) (%)

200 62.5 148.0 0.0006
2487 40.6 96.3 0.0013
300 27.8 65.8 0.0029
348° 20.6 48.9 0.0052
400 15.6 37.0 0.0091

# These values were chosen in order to design on a 0.8 um grid to
simplify the interface with the fabrication service [8].

Also, to ensure that the resonance frequency of the cantilever is not altered by squeeze film or other damping phenomena, ' the
cantilever should be suspended high enough above the underlying layer so that its motion is not altered by the underlying layer.
In other words, the gap, d, between the bottom of the suspended cantilever and the top of the underlying layer should conform to
the following lower bound [29]:

d ZWcan . (YMZ)

Therefore, for RM 8096, with Wcan=28 um, d should be at least 9.3 um, which is verified during the pre-package inspection (see
Sec. 1.5).

The oxide cantilever consists of four SiO, layers. The thickness of this beam is calculated using Data Analysis Sheet T.1. See
Sec. 8 for specifics. Because the beam is made up of different layers of SiO, that are prepared in different ways, the layers may
have different properties from among those given in [33], thus deviating from a single-layered cantilever model. Also there may
be remaining debris in the attachment corners of the cantilevers to the beam support. Taking into account these deviations from
the ideal geometry and composition of the cantilever and/or beam support [and including the undercutting of the beam shown in
Fig. YM2(c)] an effective Young’s modulus is reported in the RM Report of Investigation presented in Sec. 2.6.

For RM 8097: For RM 8097, there is approximately four times more chip area available for test structures than there is on RM
8096. Therefore, less strict criteria were used in determining the cantilever dimensions. Still, the dimensions were chosen such
that 5 um < Wegn < 40 um, Wean > t, and Legn >> t where t=2.0 um and t=1.5 um are nominal values provided by the chip
fabricator for the polyl and poly2 thicknesses, respectively [9]. The polyl cantilever dimensions were chosen to achieve a) an
estimated resonance frequency (feaninit) between 10 kHz and 275 kHz'" using Eq. (YM5) to be presented in Sec. 2.3, b) a Q
value above 10 using Eq. (YM8) to be presented in Sec 2.3, and c) a value less than 2 % for pgiff using Eq. (YM1). For the
chosen dimensions (with W¢an=20 um), Table YM3 provides the calculations of fcaninit, Q, and pgifr. 1t should be noted,
however, that the maximum displacement (i.e., 2.2 um) of the PZT at 100 V can be obtained from DC to 100 kHz. Therefore,
choosing the polyl cantilevers in Table YM3 with Lcan > 200 um is recommended. The poly2 cantilevers with 150 pum < L¢agn <
400 pum are recommended.

In the Young’s modulus grouping of test structures on RM 8097, as shown in Fig. YM1(b), in particular for the cantilevers in
this grouping, the pl cantilever pad design shown in Fig. YM3(a) includes both pl and p2. If the p2 is not included in the
anchor, the cross section would look like that shown in Fig. YM3(b) but without the p2. Without the p2, the attachment point of
the pl cantilever to the anchor would not be considered rigid (or fixed) and would result in a smaller value for the resonance
frequency than the resonance frequency for an ideal cantilever with fixed boundary conditions. By including p2 in the anchor
design, the p1 and p2 fuse during the fabrication process to make a more rigid and reliable attachment point.

To make an even more rigid attachment point, in the pl cantilever pad design shown in Fig. YM3(a), the pl layer is also
anchored to the nitride on either side of the cantilever. If this is not done, the cantilever can be viewed as a cantilever with two
widths. By anchoring the p1 on either side of the cantilever, it becomes a cantilever with a single width (Wcan=20 um), and can
be treated as a beam fixed at one end [10].

16 Damping phenomena (such as squeeze film damping) lead to amplitude-dependent resonance frequencies and shifts in the natural frequency of the system,
which may limit the accuracy of the technique. The damping may not be present in bulk-micromachining processes because it is dependent upon the depth of
the cavity and the vicinity of the sides of the cavity to the beam.

17" ess than the maximum allowable frequency of the PZT.
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Table YM3. Calculations of feaninit » Q, and pgisf for Cantilevers on RM 8097

Lean Polyl Poly2
(um) feaninit Q paitt | feaninit Q Pdiff
(kHz) (%0) (kHz) (%)
100 267.7 349.8 0.0001 200.8 196.8 0.0003
150 119.0 155.5 0.0005 89.2 87.4 0.0016
200 66.9 87.4 0.0016 50.2 49.2 0.0052
250 42.8 56.0 0.0040 32.1 315 0.0126
300 29.7 38.9 0.0083 22.3 219 0.0262
350 21.9 28.6 0.0153 16.4 16.1 0.0485
400 16.7 21.9 0.0262 12.5 12.3 0.0827
450 13.2 17.3 0.0419 9.9 9.7 0.1325
500 10.7 14.0 0.0639 8.0 7.9 0.2020

Also, as seen in Figs. YM3(b) and YM4(b), flat cantilevers are not fabricated. There is an approximate 600 nm vertical
transition (or kink) in the cantilever. As shown in Figs. YM3(a) and YM4(a), an opening is created on the backside of the wafer
for a backside etch. This etch removes the material beneath the cantilevers to ensure the existence of cantilevers that have not
adhered to the top of the underlying layer and to ensure there are no squeeze film or other damping phenomena.*® Earlier in the
fabrication process, the nitride layer is patterned using a mask similar to that used to create the openings in the backside of the
wafer, however, all the features were bloated or enlarged in each direction (for example, by 20 um). As a result, the polysilicon
cantilevers traverse an approximate 600 nm fabrication step over the nitride as seen in Fig. YM3(b), Fig. YM4(b), and Fig.
YMB5. For single layered pl and p2 pad designs for pl and p2 cantilevers, respectively, fabricated on a 2010 processing run
(MUMPs93 [9]), this step is approximtely 40 um from the anchor lip (or 45 um from the anchor when the opening for the
backside etch is designed 65 um from the anchor). For the double stuffed pad designs shown in Figs. YM3(a) and YM4(a) for
the pl and p2 cantilevers, respectively, on the RM 8097 chips fabricated on a 2011 processing run (MUMPs95 [9]), this step is
approximately 25 um from the anchor lip (or 38 um from the anchor when the opening for the backside etch is designed 65 pum
from the anchor). In other words, the amount of bloat is expected to change for different processing runs. Although the
backside etch is assumed to eliminate squeeze film and other damping phenomena, the p1 or p2 cantilever layer is typically still
suspended above the nitride layer for this short distance between anchorl and the kink in the cantilever, thus potentially
introducing a residual damping effect. For a finite element model (FEM) simulation of a 500 um long cantilever with W¢3,=20
um and t=2 um, a modeled 600 nm vertical transition (65 um from the anchor) decreased the resonance frequency by 5 Hz.

Deviations from the ideal geometry of the cantilever and beam support (such as mentioned above) are responsible for an
“effective” Young’s modulus value being reported on the RM Report of Investigation as presented in Sec. 2.6.

vertical
transition
etch hole from the
backside of the wafer
nitride
cantilever
anchor
-—
40 pm

Figure YM5. A photograph of two p1 cantilevers on the 2010 processing run MUMPs93 (after the backside etch yet before the
release of the beams) which reveals the abrupt vertical transition along the beams associated with a fabrication step over
nitride. The pad designs in this figure consist of a single layer of p1.

18 . . . . . - . .
Unless the measurement is performed in a vacuum, damping phenomena are expected in surface micromachining processes without the use of a backside

etch.
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2.2 Calibration Procedure for Young’s Modulus Measurements
For Young’s modulus measurements, the time base of the instrument can be calibrated as described here.

Calibration of the time base: To calibrate the time base of the instrument used to obtain the resonance frequency measurements,
the following steps are taken:

1. The instrument manufacturer is contacted to ensure that the appropriate signal(s) are measured. In most cases, only
the maximum frequency (from which all other signals are derived) needs to be measured, and we will consider this

case. Therefore, with the instrument set at the maximum frequency, finstrument, @S specified by the manufacturer,
with a calibrated frequency meter take at least three measurements and record the average of the measurements as
fmeter and the standard deviation of the measurements as ometer-

2. Given fmeter, record the certified one sigma uncertainty of the frequency meter, ucertr, from the frequency meter’s

certificate. (It may be considered negligible so that ucertf can be set to 0 Hz.) For use in Sec. 2.4, calculate the
one sigma uncertainty of a frequency measurement using the following equation:

2 2
ucmeter = O-meter +ucertf ' (YM3)

3. The calibration factor, caly, is determined using the following equation:

_Foeer (YM4)

cal, -

instrument

The frequency measurements are multiplied by cals to obtain calibrated values.

2.3 Young’s Modulus Measurement Procedure

Young’s modulus measurements are taken from cantilever test structures such as shown in Figs. YM2, YM3, and YM4. To
obtain a Young’s modulus measurement, the following steps are taken [1]:
1. Anestimate for the fundamental resonance frequency of a cantilever, fcaninit, is obtained using the following
equation (a derivation of which is presented in [10]):*

tZ
caninit — m )

Einit

f (YMS)

where Ejpjt is the initial estimate for the Young’s modulus value of the thin film layer, t is the thickness, p is the
density, and Lcap is the suspended length of the cantilever.

2. Measurements are taken at frequencies which encompass fcaninit and an excitation-magnitude versus frequency
plot is obtained from which the resonance frequency is found.

3. For a given cantilever, three uncalibrated measurements of resonance frequency are obtained (namely, fmeas1,
fmeas2, and fmeas3). 1f these are damped measurements, when calibrated using the following equation:

fdampedn = fmeasncalf ' (YMG)

they are called fgamped?, fdamped2, and fgampeds, respectively, where the trailing n in the subscript of fmeasn and
fdampedn is 1, 2, or 3. If fmeas1, fmeas2, and fmeas3 are undamped measurements (e.g., if the measurements are
performed in a vacuum), they are multiplied by cals to become fyndampedz, fundamped2, and fundampeds, respectively.

19 By inserting the inputs into the correct locations on the appropriate NIST Web page [13], the calculations can be performed on-line in a matter of seconds.
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4. For each damped resonance frequency (fgamped1. fdamped2, and fgamped3), @ corresponding undamped resonance
frequency (fundamped1, fundamped2, and fundampeds, respectively), is calculated using the equation below:

fdampedn

undampedn — ) (YMT)
e h-1/(aq?)

where the trailing n in the subscript of fgampedn and fundampedn is 1, 2, or 3 and where Q is the oscillatory quality
factor of the cantilever as given by the following equation [25]:

f

Q_ Wcan Einitp t 2
27 N (YM8)

where Wegp is the suspended cantilever width and g is the viscosity of the ambient substance surrounding the
cantilever (in air, £=1.84x10"° Ns/m? at 20 °C).

5. The average calibrated undamped resonance frequency, fundampedave, IS calculated from the three calibrated
undamped resonance frequencies using the following equation:

f + f + f

1 d2
fundampedag - undamped und;mpe undamped3 ) (YMQ)

6. Given this value for fundampedave fcan is calculated using the following equation:

fon =T

can undampedag + fcorrection ) (YM10)

where feorrection 1S @ resonance frequency correction term, intending to correct for deviations from the ideal
cantilever geometry and/or composition. This correction term is included in Data Analysis Sheet YM.3 but is not
included in Data Analysis Sheet YM.1 and Data Analysis Sheet YM.2. The correction terms used for RM 8096
and RM 8097 are given in Tables 3 and 4, respectively, in Sec. 1.14.

7. The Young’s modulus value, E, is calculated as follows:

_ 38.330pf2, L

E t2 can —can . (YMll)

Given a Young’s modulus variation with length for RM 8096, as specified in Sec. 2.5, the Young’s modulus is
modeled for a cantilever with L=300 um (i.e., fcorrection=0 Hz for L=300 um). The frequency correction terms
(given in Table 3 in Sec. 1.14) are used for cantilevers with L=200 um and L=400 um. Table 4 specifies the
frequency correction terms used for RM 8097. Eq. (YM11) [with fcorrection=0 Hz in Eq. (YM10)] assumes an ideal
geometry for a single-layered cantilever and clamped-free boundary conditions (with no undercutting of the beam).
A derivation of this text book equation is presented in [10]. The combined standard uncertainty for E, or ucg, is
given below in Sec. 2.4.

2.4 Young’s Modulus Uncertainty Analysis

In this section, two combined standard uncertainty equations are presented for use with Young’s modulus. The first combined
standard uncertainty equation is used for the MEMS 5-in-1. It uses the propagation of uncertainty technique [21-23]. A brief
overview of this technique is given in Appendix 8, which for products results in relative uncertainties that can be of more value
to the user than absolute uncertainties. For example, it can be used to determine what parameters Young’s modulus is most
sensitive to and how accurate the parameters must be to assure a pre-determined accuracy. The second combined standard
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uncertainty equation presented in this section is similar to that used in the MEMS Young’s modulus round robin. It adds
absolute uncertainties in quadrature.

2.4.1 Young’s Modulus Uncertainty Analysis for the MEMS 5-in-1
This section presents the combined standard uncertainty equation used with the MEMS 5-in-1. To obtain this equation, the

propagation of uncertainty technique [21-23] for parameters that multiply (see Appendix 8) is applied to Eq. (YM11). The
resulting one sigma uncertainty of the value of E, that is o, is given by:

2 2 2 2

. (e o

o, =E [ Twiec | | Do | 4 g2 O | g2 Dren | (YM12)
t yo, L f

can can

where atick is the one sigma uncertainty of the value of t, which is found using the electro-physical technique [6] for RM 8096
and found using the optomechanical technique [7] for RM 8097. The on-line version of Data Analysis Sheet T.1 [13], as
reproduced in Appendix 6, can be used to calculate t and otnick for RM 8096. The on-line version of Data Analysis Sheet T.3.a
[13], as reproduced in Appendix 7, can be used to calculate t and othick for RM 8097. Also in the above equation, o, is the

estimated one sigma uncertainty of the value of p, op is the estimated one sigma uncertainty of the value of L¢an, and ofcan [as
obtained by applying the propagation of uncertainty technique [21-23] for parameters in an additive relationship (see Appendix
8) to Eq. (YM10)] is given by the following equation:

— 2 2
O-fcan_\/O-fundampedae+O-fcorrectim ! (YM13)
where
=,/o% + O o1 + O YM14
Gfundampedae_ O-fundamped O fresol O-freqcal ’ ( )
and
=02 o+ O YM15
Cchorrecti(n - O-support Gcantilever ) ( )

where otundamped (the standard deviation of the calibrated undamped resonance frequency measurements) is given by the
following:

O-fundamped = STDEV( f

undampedL fundampedZ’ fundampecﬁ)v (YM16)

where ofresol IS calculated assuming a uniform distribution using the following equation:

fesoical

reso

O o) = —2 L, (YM17)
f | 2\/5

where fresol is the uncalibrated frequency resolution for the given set of measurement conditions. Also in Eq. (YM14), cireqeal IS
the one sigma uncertainty of the value of fyngampedave due to the frequency calibration as given by the following equation:

u

Gfreqcal = fundampedae fcm_eter ! (YM18)

meter
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where fyeter is the average of the three measurements taken with the frequency meter in Sec. 2.2 and Ucmeter IS the uncertainty of
the three frequency measurements taken with the frequency meter for which the uncertainty is assumed to scale linearly.

In Eg. (YM15), osupport is the one sigma uncertainty in the resonance frequency due to a non-ideal support or attachment
conditions (such as any undercutting of the beam and remaining debris in the attachment corners of the cantilever to the beam

support as mentioned in Sec. 2.1 for RM 8096) and ocantilever 1S the one sigma uncertainty in the resonance frequency due to
geometry or composition deviations from the ideal cantilever (such as the four oxide layers that comprise the cantilever
discussed in Sec. 2.1 for RM 8096 or the vertical transition discussed in Sec. 2.1 for RM 8097). Tables 3 and 4 in Sec. 1.14 give

the values of osupport and acantilever Used for RM 8096 and RM 8097, respectively. Equation (YM15) assumes that osypport and
Ocantilever are uncorrelated. If it is determined that they are correlated, set asupport=0 Hz and include the uncertainty associated
with the support into oeantilever-

Looking at Eg. (YM12), it is assumed that the one sigma uncertainty of the value of E, that is o, is equal to the combined
standard uncertainty, ucg. In this case,

Ugs =0¢ , (YM19)

where a number following the subscript “E” in “Ucg” indicates the data analysis sheet that is used to obtain the combined
standard uncertainty value. Therefore, ucez implies that Data Analysis Sheet YM.3 is used. Combining Eq. (YM12), Eq.
(YM13), Eq. (YM14), Eqg. (YM15), and Eqg. (YM19) produces the following equation for the combined standard uncertainty:

2 2 2 2
4 M + & +16 i ) O fundamped
t P Lcan fcan

2 2 2 2
+4 foresol +4 O-;reqcal +4 G}upport +4[O-C?mi|everj

Uges =E , (YM20)

can can can can

for use with the MEMS 5-in-1 where each component in Eg. (YM20) was obtained using a Type B analysis, except where
noted. The parameters specified in the denominators of the various ratios in Eq. (YM12) and Eq. (YM20) are the parameters in
the Young’s modulus equation given in Eg. (YM11). The parameters specified in the numerators are various standard
deviations of the parameter in the denominator, which makes each ratio a relative uncertainty. Table YM4 gives example values

for each of the uncertainty components as well as the combined standard uncertainty value, ucgz. Using the relative uncertainty
values, as given in Table YM4 for this approach, allows one to more easily determine the most influential parameters as well as
allowing one to determine how accurately the parameters must be determined to assure a pre-determined accuracy.

The expanded uncertainty for Young’s modulus, Ug, is calculated using the following equation:

Ug =klgs =2, | (YM21)

where the k value of 2 gives an expanded uncertainty approximating a 95 % level of confidence.

Reporting results [21-23]: If it is assumed that the estimated values of the uncertainty components are approximately
Gaussianly distributed with approximate combined standard uncertainty ucgs, the Young’s modulus value is believed to lie in
the interval E + ucg3 (expansion factor k=1) representing a level of confidence of approximately 68 %.
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Table YM4. Example Young’s Modulus Uncertainty Values Using the MEMS 5-in-1 Approach as Given in Eg. (YM20)

uncertainty Type uncertainty
AorB values
1. Cthick
t B 0.0211
(using t=2.743 um and othick=0.058 pum)
o
2. —_~ B 0.023
Yo
(using p=2.2 g/cm® and ,,=0.05 g/cm®)
3. 9L
L B 0.00067
can
(using Lc¢an=300 um and o1 =0.2 um)
2 2 2 2 2
.O-fcan _ Gfundamped n Gfresol n O-freqcal n GsumortJ +(O_cami|everj
fcan fcan fcan fcan fcan fcan
(using feas1 =26.82625 kHz, - 0.0002
fmeasz =26.8351 kHz,
fmea53 :268251 kHZ,
cals=1, and Q=65.8,
such that fundampeda\/e: 26.8296 kHz
and USIng fcorrection: O kHZ a)
4a.
O-fundamped A 0.0002
fcan
(using Wcan=28 um,
Einit=70 GPa,
and £=1.84x10"° Ns/m?)
4b.
(o2
fresol B 0.000013
fcan
(Using freso|=1.25 HZ)
4c.
O-freqcal B 0.0
fcan
(using ofreqcal=0.0 Hz)a
4d. B 0.0
O-support
fcan
(support and attachment assumed to be ideal, osupport=0 Hz) a
de. o B 0.0
cantilever
fcan
(using ocantilever=0 Hz) 2
2 2 2 2
- [Ce) () e {5 |
E t p can can
UcE3 = OF - 3.1 GPa

(using E = 65.35 GPa)

# This was assumed to be zero to more appropriately compare this data set with the Young’s modulus round robin data set in Table YM5.
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2.4.2 Previous Young’s Modulus Uncertainty Analyses

For the second combined standard uncertainty equation (similar to that used in the MEMS Young’s modulus round robin
[10,34-35]), seven sources of uncertainty are identified with all other sources considered negligible. The seven sources of

uncertainty are the uncertainty of the thickness (uthick), the uncertainty of the density (u,), the uncertainty of the cantilever
length (uL), the uncertainty of the average resonance frequency (Usreq), the uncertainty due to the frequency resolution (Ufresol),

the uncertainty due to damping (ugamp), and the uncertainty due to the frequency calibration (Ufregcar). As such, the combined
standard uncertainty equation for uce with seven sources of uncertainty is as follows:

2 2 2 2 2 2 2
uc E2 \/uthick + up + uL +u freq +u fresol + udamp +u freqcal * (YMZZ)

il

where a number following the subscript “E” in “Ucg” indicates the data analysis sheet that is used to obtain the combined
standard uncertainty value. Therefore, ucgz implies that Data Analysis Sheet YM.2 [13] is used. [The equation for ucg1, which
uses Data Analysis Sheet YM.1, does not include the last uncertainty component, Ufreqcal, in EQ. (YM22) and is the actual
combined standard uncertainty equation used in the MEMS Young’s modulus round robin.] In determining the combined
standard uncertainty, a statistical Type A evaluation is used for ufeq. The other sources of uncertainty are obtained using a Type
B evaluation [21-23]. Table YMS5 gives sample values for each of the uncertainty components in Eq. (YMZ22) assuming that
Ufreqcal=0 GPa such that the combined standard uncertainty value ucgi is also given in Table YM5. Note that the resulting
values for uee; (3.1 GPa in Table YM4) and ue; (3.2 GPa in Table YMS5) are comparable.

Table YM5. Example Young’s Modulus Uncertainty Values, From a Round Robin Bulk-Micromachined
CMOS Chip (Assuming Ejnjt=70 GPa), Comparable to Those Obtained in Table YM4

source of uncertainty or descriptor uncertainty values

1. Uthick thickness 2.8 GPa

(using t=2.743 um and othick=0.058 wm)
2. u, density 1.5 GPa

(using p=2.2 g/cm® and 5,,=0.05 g/cm?)
3. uL cantilever length 0.17 GPa

(using L¢n=300 um and 01 =0.2 um)

4. Usreg average resonance frequency 0.027 GPa

(USIng fmeasl :2682625 kHZ,
fmeasz =26.8351 kHz,
and fmea33 :268251 kHZ)

5. Ufresol | frequency resolution 0.0018 GPa
(USing freso|:1.25 HZ)
6. Udamp | damping 0.0004 GPa

(using Wcan=28 um and ow=0.1 um and

using 1=1.84x10"° Ns/m’ and ,~0.01x10"> Ns/m?)
Uce1? combined standard uncertainty for Young’s modulus 3.2 GPa

— 2 2 2 2 2 2
_\/uthick +up +uL +ufreq +ufreso| +udamp

# This ugg1 uncertainty (times 3) is plotted in Fig. YM6 with the repeatability data point corresponding to the first cantilever with length of 300 pm.

The first uncertainty component in Eq. (YM22) and listed in Table YM5 and Table YMB®6 is utick. (Table YM®6 provides the
equations for the uncertainty components.) The uncertainty for ugick is determined from the calculated minimum and maximum
Young’s modulus values (namely, Emin and Emax, respectively) as derived using the extremes of values expected for the
cantilever thickness. The values for Enin and Enax are given in the second and third columns, respectively, of Table YM6
where oick IS the one sigma uncertainty of the value of t, as specified in Sec. 2.4.1. With 99.7 % nominal probability of
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coverage, assuming a Gaussian distribution (and assuming U, UL, Ufreq, Utresol, Udamp, @nd Ufreqcal €qual zero), the value for E
lies between Epin and Emax. Therefore, ugick is calculated using the formula given in the fifth column of Table YM6.

Table YM6. Previous Young’s Modulus Uncertainty Equations [10,34-35]

Emin Emax GorU? equation
[Aor B®
. 2 14 2 14 G/B E. .. —E.
1. thick 38.330pf 2 L 38.330f 2 L4 U, = e B
2 2
(t+30uie) (t—3owi)
2.u, 38.330(p — 30, )12 L%, 38.330(p + 30, )f2 L%, GIB |\ —Em—Em
t? t? 6
3. uL 38'33Opfc§m(l-can — SO-L )4 38'330pfc§1n(|-can + 30-L )4 G/B u = —Emax — Emin
t t2 6
4. Ufreq 38330p( fean — 30freq)2 L‘ctan 38330:0( fean + 3o-freq)z Lian GIA Ufreq = Era = B
t? t2 6
5. Ufresol f_cal f_cal ) =
38.330 p[ f.. —'fj L4 | 38.330 p[ f+ 'fj L: | U/B | Yrea =
6. Udamp 38.330(f oy, — 307 f L 38.330 (., + 307 f L GIB |, = Em—Eun
t? t2 6
7. Utregeal | 38.3300(fop — 30 1eqeaf Lian | 38:3300( Fep + 36 reqear f L GIB |, =B . E in
t? t?

a . . N . .
“G” indicates a Gaussian distribution and “U” indicates a uniform distribution

b .
Type A or Type B analysis

In the same way, using the formulas in Table YMB®6, the remaining uncertainty components in Eq. (YM22) are calculated, where
op and oL are given in Sec. 2.4.1, where ofreq is the standard deviation of fundamped1, fundamped2, and fundampeds [also called
ofundamped IN EQ. (YM16) in Sec. 2.4.1], and where oxq is the one sigma uncertainty of the value of fcan due to damping as
mostly detailed in [10,34-35].%° [If undamped resonance frequencies (e.g., if the measurements were performed in a vacuum)
were obtained and recorded as fmeas1, fmeas2, and fmeas3, then Ugamp is set equal to 0.0 Pa.]

2.5 Young’s Modulus Round Robin Results

The round robin repeatability and reproducibility results are given in this section for Young’s modulus measurements. The
repeatability measurements are performed using the same test method, in the same laboratory (NIST), by the same operator,
with the same equipment, in the shortest practical period of time (nominally, within a day). These measurements are done on
random test structures. For the reproducibility measurements, at least six independent data sets (each using a different piece of
equipment or equipment setup) must be obtained following the same test method before the results can be recorded in the
precision and bias statement of a SEMI standard test method. These measurements are also done on random test structures.

The repeatability data were taken in one laboratory using a dual beam vibrometer (see Sec. 1.1.1 for specifications of the
vibrometer used in this procedure). The round robin test chips were processed using a bulk-micromachined CMOS process,

% For Data Sheet YM.2 [13], the approach in [10] is slightly modified to include the uncertainty due to the frequency calibration.
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similar to that used for RM 8096 depicted in Fig. 1. A total of 48 Young’s modulus values were obtained from twelve different
cantilevers four times, with each Young’s modulus value determined from the average of three resonance frequency
measurements. Of these values, 16 were from four different cantilevers with L=200 um, 16 from four different cantilevers with
L=300 um, and 16 from four different cantilevers with L=400 um.

For the reproducibility data, eight participants were identified.”* Each participant was supplied with a round robin test chip and
asked to obtain three Young’s modulus values; one from an oxide cantilever with a design length of 200 um, one from an oxide
cantilever with a design length of 300 um, and one from an oxide cantilever with a design length of 400 um. (The participant
could choose to measure any one of five cantilevers of the given length as long as it passed a visual inspection.) Each Young’s
modulus value was determined from the average of three resonance frequency measurements from the cantilever as specified in
Sec. 2.3, using an instrument that meets the manufacturer’s alignment and calibration criteria. Following SEMI standard test
method MS4 for Young’s modulus measurements [35], the measurements were taken then recorded on Data Analysis Sheet
YM.1[13].

The eight participants used a variety of instruments to obtain Young’s modulus. These included a single beam vibrometer, a
dual beam vibrometer, and a stroboscopic interferometer (consult Sec. 1.1.1 for details associated with these instruments). In
addition, thermal excitation measurements [36-38] were obtained on the same chip as PZT excitation measurements and the
results are included for comparison purposes.

Tables YM7 and YM8 present the Young’s modulus repeatability and reproducibility results, respectively. In these tables, n
indicates the number of calculated Young’s modulus values. The average (namely Egye) Of the repeatability or reproducibility
measurement results is listed next, followed by the standard deviation (og) of these measurements. Then, the 20 limits are
given followed by the average of the repeatability or reproducibility combined standard uncertainty values (Ucg1ave)-

The Young’s modulus repeatability and reproducibility results are plotted in Fig. YM6. At the top of this figure, Eave and
3uce1ave are specified for the repeatability data. The values for Eave = 3UcE1ave are also plotted in this figure with both the
repeatability® and reproducibility data. As an observation, all of the reproducibility results fall comfortably between the
repeatability bounds of Eave + 3UcE1ave-

Table YM7. Young’s Modulus Repeatability Data
(One Participant, One Laboratory, One Instrument, One Chip, Twelve Different Cantilevers)

LcanZZOO “,m
Lcan:200 pm Lcan:300 pm Lcan:400 pm to
Lcan:400 pm
n 16 16 16 48
Eave 59.8 GPa 65.4 GPa 67.5 GPa 64.2 GPa
oE 0.40 GPa 0.17 GPa 0.38 GPa 3.3 GPa
+20E limits +081GPa | =0.33GPa %0.76 GPa 6.6 GPa
(+1.4 %) (+0.51 %) (+1.1%) (+10 %)
Uottave 2.9 GPa 3.2 GPa 3.3 GPa 3.1 GPa
(4.9 %) (4.8 %) (4.8 %) (4.8 %)

2 The term participant refers to a single data set from a unique combination of measurement setup and researcher. In other words, a single researcher with
multiple, unique instruments (e.g., a dual beam vibrometer and a single beam vibrometer) or different forms of excitation (e.g., PZT and thermal excitation)
could serve as multiple “participants.”

%2 Table YMS specifies the value of each of the uncertainty components comprising ucg; for a Young’s modulus measurement where the 3ucgq uncertainty bars
for this measurement are associated with the repeatability data point for the first cantilever in Fig. YM6 with a length of 300 um.
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Table YM8. Young’s Modulus Reproducibility Data

(Eight Participants, Five Laboratories, Seven Instruments, Four Chips)

Lean=200 pm
Lean=200 pm | Lcan=300 um | Lcan=400 pm to
Lcan:400 pm
n 8 8 8 24
Eave 58.7 GPa 63.7 GPa 66.0 GPa 62.8 GPa
6E 1.3 GPa 1.8 GPa 1.4 GPa 3.4 GPa
+20E limits 2.6 GPa 35 GPa 2.9 GPa 6.9 GPa
(+4.4 %) (5.5 %) (+4.4 %) (+11 %)
UeE1ore 2.8 GPa 3.1GPa 3.2 GPa 3.0 GPa
(4.9 %) (4.8 %) (4.9 %) (4.9 %)

In Fig. YMB6, the repeatability data are grouped according to the cantilever length with the L=200 um data plotted first, followed
by the L=300 um data, then the L=400 um data. The same is done with the reproducibility data where for each participant, the
L=200 pum data are plotted first, followed by the L=300 um data, then the L=400 um data. Both the repeatability data and the
reproducibility data indicate a length dependency. In Fig. YM6, the repeatability data show a clustering of the data at each
length. The absolute value of the £2¢ limits at each length (which are plotted in this figure along with Eaye for each length) are
all less than 1.5 %, which is much less than the 10 % value (as given in Table YM7) when all the lengths are considered. This
suggests that when comparing Young’s modulus values extracted by different measurement instruments or excitation methods,
the cantilevers should have the same length. This length dependency can be due to a number of things including debris in the
attachment corners of the cantilevers to the beam support, which would cause larger errors for shorter length cantilevers. This
can be a topic for future investigation where a) the physical form and chemical composition of the cantilever is checked to see if
it matches the assumptions used in the calculations and b) finite element methods are used to determine if the length dependency
is due to the attachment conditions (including debris in the attachment corners of the cantilever and any undercutting of the
beam). Therefore, at this point, we can only state that, given the existing cantilevers, we can only report an “effective” value for
Young’s modulus.

As seen in Fig. YMB, round robin participant #1, participant #2, and participant #3 took measurements on the same chip (chip
#1) using a dual beam vibrometer, a single beam vibrometer, and a stroboscopic interferometer, respectively. The results
indicate that comparable results were obtained from these instruments.

Round robin participant #4, participant #5, and participant #6 took measurements on the same chip (chip #2) with participant #5
using thermal excitation to obtain the required data and participant #4 and participant #6 using PZT excitation. Fig. YM6 shows
no significant difference in the results.

Round robin participant #7 and participant #8 took data from chip #3 and chip #4, respectively.

No information can be presented on the bias of the procedure in the test method for measuring Young’s modulus because there
is not a certified MEMS material for this purpose. Many values for Young’s modulus for various materials have been published
with an attempt to consolidate this information in [33]. For a silicon dioxide film, the Young’s modulus values reported in [33]
range from 46 GPa to 92 GPa. The average repeatability value reported in Table YM7 of 64.2 GPa obtained from the oxide
cantilever that consists of field oxide, two depositied oxides and a glass layer falls comfortably within this range.
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Figure YM6. Young’s modulus round robin results®

2.6 Using the MEMS 5-in-1 to Verify Young’s Modulus Measurements

To compare your Young’s modulus measurements with NIST measurements, you will need to fill out Data Analysis Sheet
YM.3; this data analysis sheet is accessible via the URL specified in the reference [13], a reproduction of which is given in
Appendix 1. After obtaining an estimate for the resonance frequency, calibrating the instrument, locating the cantilever test
structure, taking the measurements, and performing the calculations, the data on the completed form can be compared with the
data on the RM Report of Investigation and the completed data analysis sheet supplied with the MEMS 5-in-1. Details of the
procedure are given below.

Obtain an estimate for the resonance frequency: To determine an estimate for the resonance frequency of the cantilever (that
may be a bit on the high side especially for shorter length cantilevers) do the following:
1. Access Data Analysis Sheet YM.3,
2. Supply inputs for:
a. p(input #5),
b. t(input #9),
C. Eijnit (input #12), and
d. Lecan (input #19),
3. Press the “Calculate Estimates” button that appears before the Preliminary Estimates Table (Table 5) on the data
analysis sheet, and
4. The value for feaninit (output #38) is the estimate for the resonance frequency.

Calibrate the instrument: Calibrate the time base of the instrument as given in Sec. 2.2. Obtain the inputs for Table 1 in Data
Analysis Sheet YM.3.

Locate the cantilever: In the first grouping of test structures on the MEMS 5-in-1 chips shown in Fig. 1 and Figs. 2(a and b) for
RM 8096 and RM 8097, respectively, Young’s modulus measurements are made. Cantilever and fixed-fixed beam test
structures are provided for this purpose; however, we will only be concerned with the cantilevers, such as shown in Fig. YM2
for RM 8096 and as shown in Figs. YM3 and YM4 for RM 8097. Specifications for the cantilevers in the Young’s modulus
grouping of test structures in Figs. YM1(a and b) for RM 8096 and RM 8097, respectively, are given in Table YML1.

23 Republished with permission from Semiconductor Equipment and Materials International, Inc. (SEMI) © 2011.
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Data Analysis Sheet YM.3 requires measurements from one cantilever on the MEMS 5-in-1 chip. The specific cantilever to be
measured can be deduced from the data entered on the NIST-supplied Data Analysis Sheet YM.3 that accompanies the RM.

For the Young’s modulus grouping of test structures for RM 8096, as shown in Fig. YM1(a), the target test structure can be
found as follows:

1. Theinput Lcan (i.e., input #19 on Data Analysis Sheet YM.3) specifies the length of the cantilever. The length of
the cantilever (in micrometers) is given at the top of each column of cantilevers in Fig. YM1(a) following the
column number (i.e., 1 to 5), therefore L¢an can be used to locate the column in which the target cantilever resides.

2. The input whichcan (i.e., input #20) specifies which cantilever in the column to measure (i.e., the “first,” “second,”

“third,” etc.) regardless of the orientation.

3. The input orient (i.e., input #18) can be used as a form of verification. The cantilevers are designed at both a 0° and
a 180° orientation with the cantilevers having a 0° orientation being the first, second, and third cantilevers in each
column and the cantilevers with a 180° orientation being the fourth, fifth, and sixth cantilevers in each column.
Therefore, either 0° or 180° will be selected for orient.

For the Young’s modulus grouping of test structures for RM 8097, as shown in Fig. YM1(b), the target test structure can be
found as follows:
1. The input mat (i.e., input #4) specifies the composition of the cantilever, which should be either “polyl” or
“poly2” since there are two arrays of polyl cantilevers and two arrays of poly2 cantilevers.
2. The input orient (i.e., input #18) can be used to locate the appropriate array since one of the two arrays of a given
composition has a 0° orientation and the other has a 90° orientation.
3. The input L¢an (i.e., input #19) can be used to locate the appropriate length cantilever within the array. Within
each array, the cantilevers are arranged by increasing length with the shortest cantilevers (L¢an=100 um) at the top

(or leftmost) part of the array and the longest cantilevers (Lcan=500 um) at the bottom (or rightmost) part of the
array.

4. The input whichcan (i.e., input #20) is used to identify which of the three identically designed cantilevers (the
“first,” “second,” or “third”) is the one to measure within the array. The length is specified to the left of or below
the anchor of the second of the three identical cantilevers.

Take the measurements: For Data Analysis Sheet YM.3, the uncalibrated frequency resolution (as specified by the software)
and three uncalibrated resonance frequency measurements are required for the cantilever. Obtain these measurements using the
highest magnification objective that is available and feasible (e.g., a 20x objective) following the steps in SEMI standard test
method MS4 [1] for measuring Young’s modulus.

Perform the calculations: Enter the data into Data Analysis Sheet YM.3 as follows:

1. Press one of the “Reset this form” buttons. (One of these buttons is located near the top of the data analysis sheet
and the other is located near the middle of the data analysis sheet.)

2. Fill out Table 1 and Table 2. (Table 4 is needed for residual stress and stress gradient calculations, as indicated in
Sec. 7.3))

3. Press one of the “Calculate and Verify” buttons to obtain the results for the cantilever. (One of these buttons is
located near the top of the data analysis sheet and the other is located near the middle of the data analysis sheet.)

4. Verify the data by checking to see that all the pertinent boxes in the verification section at the bottom of the data
analysis sheet say “ok”. If one or more of the boxes say “wait,” address the issue, if necessary, by modifying the
inputs and recalculating.

5. Print out the completed data analysis sheet to compare both the inputs and outputs with those on the NIST-supplied
data analysis sheet.

Compare the measurements: The MEMS 5-in-1 is accompanied by a Report of Investigation. This Report of Investigation
specifies an effective Young’s modulus value, E, and the expanded uncertainty, Ug, (with k=2) intending to approximate a 95 %
level of confidence. It is your responsibility to determine an appropriate criterion for acceptance, such as given below:

De = |E ustonen — E| < U2 +UZ, (YM23)

E (customer)

where Dg is the absolute value of the difference between your Young’s modulus value, E(customer), and the Young’s modulus

value on the RM Report of Investigation, E, and where Ug(customer) iS your expanded uncertainty value and Ug is the expanded
uncertainty on the RM Report of Investigation. If your measured value for Young’s modulus (as obtained in the newly filled out
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Data Analysis Sheet YM.3) satisfies your criterion for acceptance and there are no pertinent “wait” statements at the bottom of
your Data Analysis Sheet YM.3, you can consider yourself to be appropriately measuring Young’s modulus according to the
SEMI MS4 Young’s modulus standard test method [1] according to your criterion for acceptance.

An effective Young’s modulus is reported for RM 8096, as shown in Fig. 1, and for RM 8097, as shown in Figs. 2(a and b), due
to deviations from the ideal geometry and/or composition of the cantilever and/or the beam support as specified in Sec. 2.1 and
Sec. 2.5. When you use SEMI standard test method MS4 with your own test structures, you must be cognizant of the geometry
and composition of your cantilever because this test method assumes an ideal geometry and composition, implying that you
would be obtaining an “effective” Young’s modulus value if the geometry and/or composition of your cantilever deviates from
the ideal.

Any questions concerning the measurements, analysis, or comparison can be directed to mems-support@nist.gov.
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3 Grouping 2: Residual Strain

Residual strain is defined in a MEMS process as the amount of deformation (or displacement) per unit length constrained within
the structural layer of interest after fabrication yet before the constraint of the sacrificial layer (or substrate) is removed (in
whole or in part) [2]. It is a measurement of the strain the parts of a microsystem undergo before they relax after the removal of
the stiff oxides that surround them during manufacturing. ASTM standard test method E 2245 [2] on residual strain
measurements is an aid in the design and fabrication of MEMS devices [31-32].

This section on residual strain is not meant to replace but to supplement the ASTM standard test method E 2245 [2], which more
completely presents the scope, significance, terminology, apparatus, and test structure design as well as the calibration
procedure, measurement procedure, calculations, precision and bias data, etc. In this section, the NIST-developed residual strain
test structures on RM 8096 and RM 8097, as shown in Fig. 1 and Figs. 2(a and b) in the Introduction are presented in Sec. 3.1.
Sec. 3.2 discusses the calibration procedure for the residual strain measurements, and Sec. 3.3 discusses the residual strain
measurement procedure. Following this, the uncertainty analysis is presented in Sec. 3.4, the round robin results are presented
in Sec. 3.5, and Sec. 3.6 describes how to use the MEMS 5-in-1 to verify residual strain measurements.

3.1 Residual Strain Test Structures

Residual strain measurements are taken in the second grouping of test structures, as shown in Fig. RS1(a) for RM 8096 depicted
in Fig. 1, as shown in Fig. RS1(b) for RM 8097 (fabricated on MUMPs98) depicted in Fig. 2(a), and as shown in Fig. RS1(c) for
RM 8097 (fabricated on MUMPs95) depicted in Fig. 2(b).
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Figure RS1. The residual strain grouping of test structures on (a) RM 8096, fabricated on a multi-user 1.5 zm CMOS process
[8] followed by a bulk-micromachining etch, as depicted in Fig. 1, (b) RM 8097 (fabricated on MUMPs98), as depicted in Fig.
2(a), and (c) RM 8097 (fabricated on MUMPs95), as depicted in Fig. 2(b), where (b) and (c) were processed using a polysilicon
multi-user surface-micromachining MEMS process [9] with a backside etch.

Residual strain measurements are obtained from fixed-fixed beam test structures. A fixed-fixed beam test structure in the
residual strain grouping of test structures, as shown in Figs. RS1(a and c), can be seen in Fig. RS2(a) and Fig. RS3(a),
respectively, for the bulk-micromachined chip (RM 8096) and the surface-micromachined chip (RM 8097 fabricated on
MUMPs95) with a backside etch. Applicable data traces taken from these test structures are given in Figs. RS2(b and c) and
Figs. RS3(b and c), respectively.
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Figure RS2. For a fixed-fixed beam test structure on RM 8096, (a) a design rendition,
(b) an example of a 2D data trace used to determine L in (a),?
and (c) an example of a 2D data trace taken along the length of the fixed-fixed beam in (a).”

2 Copyright, ASTM International, 100 Barr Harbor Drive, West Conshohocken, PA 19428, USA. Reproduced via permissions
with ASTM International.
% Ibid.
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Figure RS3. For a p2 fixed-fixed beam test structure, (a) a design rendition on RM 8097 (fabricated on MUMPs95)
depicted in Fig. RS1(c), (b) an example of a 2D data trace used to determine L, and
(c) an example of a 2D data trace taken along the length of a fixed-fixed beam.
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The specifications for the fixed-fixed beams shown in Figs. RS1(a, b, and c) for RM 8096 and RM 8097 are given in Table RS1.

Table RS1. Fixed-Fixed Beam Configurations for Residual Strain Measurements

RM Width Length Structural Orientation Quantity of Beams
(um) (um) Layer
RM 8096 40 200, 248, oxide 0° three of each length
300, 348, (or 15 beams)
400
RM 8097 16 400, 450, polyl 0° three of each length
500, 550, (or 27 beams)
600, 650, 90° three of each length
700, 750, (or 27 beams)
800 poly2 0° three of each length
(or 27 beams)

For RM 8096: On RM 8096, all oxide fixed-fixed beams shown in Fig. RS1(a) are designed with a 0° orientation. As seen in
this figure, the length of a fixed-fixed beam (in micrometers) is given at the top of each column of fixed-fixed beams following
the column number (i.e., 1 to 5) and the letters “FF” to indicate a fixed-fixed beam. These design lengths (and the design width)
are specified in Table RS1. There are three fixed-fixed beams designed at each length. Therefore, there are 15 oxide fixed-
fixed beams with a 0° orientation.

As specified in Sec. 1.4.1, the exposed silicon, as shown in Fig. RS2(a), is isotropically etched in XeF to release the fixed-fixed
beam by removing the silicon around and beneath the beam. The dimensional markers are instrumental in firming up the
support region. They also can be used to measure the small amount of SiO» that has also been etched in XeF»,?® which would
have the effect of modifying the in-plane length of the fixed-fixed beam. The etch stop, also shown in this figure, helps to
inhibit the etch away from the test structure to shield neighboring structures from the etch. It consists of an n-implant designed
to surround active area. Figs. YM2(a, b, and c) show a cantilever test structure on RM 8096. As can be seen in Fig. YM2(c),
there is undercutting of the cantilever. This is the case for fixed-fixed beams as well.

An oxide fixed-fixed beam consists of four SiO, layers. The thickness of these beams is calculated using Data Analysis Sheet
T.1. See Sec. 8 for specifics. Even though the beam is made up of four layers of SiO,, the layers may not have the same
properties. Also there may be remaining debris in the attachment corners of the fixed-fixed beam to the beam support. Due to
these deviations from the ideal geometry and composition of the fixed-fixed beam and/or beam support [and including the
undercutting of the beam shown in Fig. YM2(c)] an effective residual strain is reported on the RM Report of Investigation,
presented in Sec. 3.6.

For RM 8097: On RM 8097, there are three arrays of fixed-fixed beams for residual strain measurements, as shown in Figs.
RS1(b and c). Two of these arrays consist of polyl fixed-fixed beams (as indicated by a “P1” symbol) and one array consists of
poly2 fixed-fixed beams (as indicated by a “P2” symbol). The fixed-fixed beams within the top polyl array have a 90°
orientation, and the remaining poly1l array along with the poly2 array have fixed-fixed beams with a 0° orientation. The design
dimensions of the fixed-fixed beams are given in Table RS1.

Fig. RS3(a) shows one of the poly2 fixed-fixed beams in the residual strain grouping of test structures shown in Fig. RS1(c) for
RM 8097 (fabricated on MUMPs95). The poly2 fixed-fixed beam pad designs shown in Fig. RS3(a) are similar to the pad
design shown for the cantilever given in Fig. YM4(a). [For the chips fabricated on MUMPs98, in the residual strain grouping of
test structures, the poly2 anchor lip in each pad is extended an additional 2 pm (on the same side as the beam only) to make the
poly2 layer in the pad 76 um x 78 um. This provides more interferometric data points on the poly2 layer before any additional
topographic changes are noticeable by the interferometric microscope.]*” The pad includes both polyl and poly2. By including
polyl in the anchor design, the polyl and poly2 fuse during the fabrication process to make a more rigid and reliable attachment
point.

% The design dimension from the dimensional marker to the exposed silicon is 16 um, as shown in Fig. RS2(a).
2 n like manner, the poly1 fixed-fixed beam pad designs on RM 8097 (fabricated on MUMPs95) are similar to the pad design shown for the cantilever given in
Fig. YM3(a). For the chips fabricated on MUMPs98, in the residual strain grouping of test structures, the protruding poly1 anchor lip in each pad is extended an
additional 2 um (on the same side as the beam only) to make the poly1 layer in the pad 76 um x 78 um, which provides more interferometric data points on the
exposed polyl.
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To make an even more rigid attachment point, in the poly2 fixed-fixed beam pad design shown in Fig. RS3(a) for RM 8097
(fabricated on MUMPs95), the poly2 layer is also anchored to the nitride on either side of the fixed-fixed beam. These
additional anchors are not required for residual strain measurements and can make it difficult to find suitable traces for a, a’, e,
and e’. Therefore, they are not included in the residual strain grouping of test structures on RM 8097 (fabricated on
MUMPs98).%

Also, as seen in Figs. YM3(b) and YM4(b), a flat cantilever is not fabricated. There is an approximate 600 nm vertical
transition (or kink) in the cantilever. For fixed-fixed beams, there are two vertical transistions. As shown in Fig. RS3(a), an
opening is created on the backside of the wafer for a backside etch. This etch removes the material beneath the fixed-fixed
beams to ensure the existence of fixed-fixed beams that have not adhered to the top of the underlying layer. Earlier in the
fabrication process, the nitride layer is patterned using a mask similar to that used to create the openings in the backside of the
wafer, however, all the features may be bloated by an amount that is expected to change for different processing runs. As a
result, the polysilicon beams traverse two approximate 600 nm fabrication steps over the nitride, as can be seen for one step in
the cantilever test structures in Figs. YM3(b), YM4(b) and YM5. For the double-stuffed pad designs for the polyl and poly2
fixed-fixed beams on the RM 8097 chips (fabricated on MUMPs95 [9]), this step is approximtely 25 um from each anchor lip
(or 38 um from the nearest anchor when the opening for the backside etch is designed 65 um from the anchor). These
deviations from the ideal geometry of the fixed-fixed beams are responsible for an “effective” residual strain value being
reported on the RM Report of Investigation as presented in Sec. 3.6.

3.2 Calibration Procedures for Residual Strain Measurements

For RM residual strain measurements, the interferometric microscope is calibrated in the z-direction as specified in Sec. 5.2 for
step height calibrations as used with the MEMS 5-in-1. The interferometric microscope is calibrated in the x- and y-directions
as given in Sec. 6.2 for in-plane length calibrations. These calibration procedures are the same as those for strain gradient and
in-plane length measurements, as indicated in Sec. 4.2 and Sec. 6.2, respectively.

A different calibration procedure for measurements taken in the z-direction is used for earlier versions of the uncertainty
equation given in Sec. 3.4.2. For this different calibration procedure, Eq. (SH2) in Sec. 5.2 is used with six measurements taken
along the certified area of the physical step height standard before the data session and six measurements taken along the
certified area after the data session.

3.3 Residual Strain Measurement Procedure

Residual strain measurements are taken from a fixed-fixed beam test structure such as shown in Fig. RS3(a). To obtain a
residual strain measurement, the following steps are taken for RM 8097 (consult the standard test method [2] for additional
details and for modifications to these steps for a bulk-micromachined test structure on RM 8096):
1. Seven 2D data traces, such as shown in Fig. RS3(a), are extracted from a 3-D data set.
2. From Traces a’, a, e, and e’, the uncalibrated values from Edge 1 and Edge 2 (namely, for x1yppert and X2uppert)
along with the corresponding values for nl; and n2, respectively, are obtained (as defined and specified in Sec. 6.3
for in-plane length measurements). The trailing subscript “t” indicates the data trace (a’, a, €, or e’) being
examined. These 16 values are entered into Data Analysis Sheet RS.3 along with the uncalibrated y values
associated with Traces a” and e” (namely, y,-and y.).
For the pad designs on RM 8097 (especially for the MUMPs95 chips) that include both polyl and poly2, it may be
a bit challenging to locate the values to input for X1yppert and X2yppert associated with the applicable poly1 or poly2
corner points. This is due to a nearby topography change as seen in Figs. YM3 and YM4. In these cases, where
multiple data points are not obtained on top of a small platform, upon examination of the design construct in
conjunction with extracted 2D data traces, it is possible to determine the approximate height of the corner or
corners of interest. Then, XLyppert and X2yppert can be identified as the applicable points that have this approximate
height value.
3. The uncalibrated endpoints (xlave and X2av) of the measured in-plane length of the fixed-fixed beam are
calculated using the equations below:

2 11 like manner, in the polyl fixed-fixed beam pad design for RM 8097 (fabricated on MUMPs95), the poly1 layer is also anchored to the nitride on either side
of the fixed-fixed beam. These anchors are not included in the residual strain grouping of test structures on RM 8097 (fabricated on MUMPs98).
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Xluppela' + Xluppera + Xluppere + Xluppele'

XL, = 2 and (RS1)

X2 .+ X2 + X2 + X2 ,
X2 — upper uppera uppere uppere (RSZ)

ave
4

As specified in Sec. 6.3, the misalignment angle, «, is shown in Fig. L5(a), where Lmeas and Lalign in this figure are
calculated using Egs. (L2) through (L4). The misalignment angle is typically determined using the two outermost
data traces [a” and e” in this case, as seen in Figs. RS3(a) and L5(b)] and is calculated to be either a1 or as using
either Ax1 or AX2, respectively [as seen in Fig. L5(b)]. The equations for Ax1 and Ax2 are:

AX1 = X3, ppeer — XLy ppeer , and (RS3)
AX2 = X2uppe|a' - X2uppe|e' . (RS4)

The equation for « is as follows:

o = tan Ax cal,
Ay caly , Where (RS5)
AY=Y, =Yy . (RS6)
In addition,

If nL, +nl <n2, +n2,, then o = ¢, and Ax = Ax{, (RS7)
if nl, +nl >n2, +n2,, then o = a, and Ax=Ax2. (RS8)

The 2D data along the fixed-fixed beam from Traces b, c, and d, as shown in Fig. RS3(c) for one data trace, are
used to obtain three independent measurements of the curved length of the fixed-fixed beam. This is done for one
data trace as follows:

a.

Eliminate the data values at both ends of the trace that will not be included in the modeling. This would
include all data values outside and including Edges 1 and 2 in Figs. RS3(a and b). If not already
eliminated, the data values less then xlawe and the data values greater than x2;y should also be
eliminated. In addition, for the 2D data trace given in Fig. RS3(c), the data values outside and including
Edges 7 and 8, if present, should be eliminated. [For the test structure shown in Fig. RS3(a), a backside
etch is used. As a result, for the process used, the beam traverses two approximate 600 nm fabrication
steps over the nitride used in conjunction with the backside etch (as specified in Sec. 3.1). One of these
steps can be seen in the cantilever test structures in Fig. YM4(b) and Fig. YM5. Due to these fabrication
steps, the data values outside and including Edges 7 and 8 are eliminated.]

Divide the remaining data into two data sets (as shown in Fig. RS4) if there is a peak (or valley) within
the length of the curved structure. [The division should occur at the x value corresponding to the
maximum (or minimum) z value. This data point should be included in both data sets.]

Choose three representative data points (sufficiently separated) within each data set. The three
uncalibrated points within the first data set are called (Xir, z15), (X2r, Z2F), @and (Xsr, Zzg). And, the three
uncalibrated points within the second data set are called (Xis, Z1s), (Xos, Z2s), and (Xss, Zzs), With Xz = X35
and zsr = 735 as specified above, so that only five points are obtained from the data trace. In choosing
these points xgg is typically the x value corresponding to the maximum (or minimum) z value, (Xor, Z2F)
and (xgs, Zps) are located near the inflection points, and x;¢ is slightly larger than x1,, (or an estimate of
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XTave if Edge 7 is present) and Xss is slightly smaller than x2,, (or an estimate of x8,y¢ if Edge 8 is
present). The five uncalibrated data points are entered into Data Analysis Sheet RS.3.
To account for the misalignment angle, o, as shown in Fig. RS5, and the x-calibration factor, caly, the

values obtained above for xlave, X1F, X2F, X3F = X1s, X25, X35, and X2ave become f, g, h, i, j, k, and |,
respectively, along the v-axis (the axis used to measure the length of the fixed-fixed beam) as also shown
in Fig. RS5. The uncalibrated z-values of the data points along the beam remain the same, which assumes
there is no curvature of the fixed-fixed beam across the width of the fixed-fixed beam. Therefore, the
calibrated data points along the beam become (g, z1f cal;), (h, zog caly), (i, z3g caly) or (i, z1s caly), (j, z2s
caly), and (k, z3s cal;). The equations for f, g, h, i, j, k, and | are given below:

f =xL,cal, (RS9)

g =(x,cal —f)oosa+f | (RS10)
h=(x,.cal —f)cosa+f | (RS11)

i =(xgecal, — f)cosa+ f =(x,cal, —f)cosar+ f | (RS12)
j=(x,cal —f)eosa+f | (RS13)

k =(x,cal, — f)cosa+ f ,and (RS14)

| =(x2,.cal, — f)eosar+ f . (RS15)

The in-plane length of the fixed-fixed beam, L, as shown in Fig. RS5, is calculated using the following
equation:

L= I—align + Loffset (RS16)
=l-f+L

=(x2,,,cal, —x1cal, )cosa + L

offset

offset ?

where Loffset iS entered into Data Analysis Sheet RS.3 as the in-plane length correction term for the given
type of in-plane length measurement on similar structures when using similar calculations and for the
given magnification of the given interferometric microscope. See Sec. 6.3 for additional details. One

endpoint, vleng, of the in-plane length, L, is given below:

1 1
Vlend = f _E Loffset = X:l'ave cal X _E Loffset ) (RS]'?)
and the other endpoint, v2eng, Of L is as follows:
1 1
V2, = 5 Lo = (X2, ,cal, — f)cosa + f s Ly et (RS18)

offset *

1
=(x2,.cal, —x1_ cal )cosa + x1,cal + 5 L
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These endpoints are used next in the determination of the curved length of the fixed-fixed beam.
f. Using g, h, i, j, and k, as shown in Fig. RS5, two cosine functions (as seen in Fig. RS6) are used to model
the out-of-plane shape of the fixed-fixed beam and obtain the curved length, L, of the beam [with the v-
values of the endpoints given in Egs. (RS17) and (RS18)].
6. The curved length of the fixed-fixed beam, L, for the given data trace, is compared with the in-plane length for a
calculation of residual strain, &, using the following equation [14]:

En = [(L - I—0 )/ I—0 ](l+ 5efcorrectim ) ) (RS19)
where Lo = [12 L¢ (Le Lo’/ L)?] / [12(Lc L’/ L)? — 7% 7], so that (RS20)
s={{L12Lc(LcLe 7L)?J[12(LeLe TL)°— AP H{[12Lo(Leble TL)A)/[12(LeLe 1LY T3} (A+Sprcorreciion) » (RS21)

where Ly is the length with zero force applied, L¢' is the effective length of the fixed-fixed beam when the forces
Pc and P4 are applied, t is the thickness of the beam as obtained using Data Analysis Sheet T.1 for RM 8096 and
Data Analysis Sheet T.3.a for RM 8097, and where dgycorrection 1S @ relative residual strain correction term intended

to correct for deviations from the ideal fixed-fixed beam geometry and/or composition as discussed in more detail
in the next step. For a more complete description of these lengths, the forces mentioned, and the derivation of

these equations (without the correction term), consult reference [14]. The subscript “t” in & refers to the data
trace used to obtain this residual strain value.
7. The relative residual strain correction term, dgrcorrection, IS intended to correct for deviations from the ideal fixed-

fixed beam geometry and/or composition. This includes deviations from the ideal in both the beam support and
the beam itself (such as vertical transitions along the beam as discussed in Sec. 3.1 for RM 8097). For RM 8096
and 8097, it is currently assumed that d.rcorrection=0 and an effective value for residual strain is entered on the RM
Report of Investigation.

8. The resulting residual strain value, &, is the average of the residual strain values obtained from Traces b, ¢, and d,
as given below:

— ‘9rb + grc + grd

) (RS22)
3

&
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Data Derived from Trace b, ¢, or d

(XsE, Z3r) = (Xas, Z15)

(Xas, Z25)

(Xss, Z33)

X1 ave X2ave

Figure RS4. Two data sets derived from an abbreviated data trace along a fixed-fixed beam.
The data in the figure above have been exaggerated.

Edge 1 Edge 2
XoF Calx X3k Calx :. X1s Calx Xos Calx
f=X1ave Caly ; ' X35 cal
X1F calx : 35 X
Loffset/ 2 . 5 X 2ave Calx
/Z":--......> <o oo e oo »> Trace a’
, / F i B B $
/ /
/ /
/ /
/ /
. : |—offset/2
Y S S N Sl * /4 O A » Trace e’
I/ “
L // /
/ /
/ / v

Figure RS5. Sketch used to derive the appropriate v-values (f, g, h, i, j, k, and I) along the length of the beam
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Two Cosine Functions
Plotted with the Derived Data
7 (i, zs- cal)=(i, z,s cal,)
E -
5 -
E 4 -
= (i zascal,)
2 -
ol (k, 255 cal,)
0
1 0 250
v (pm)

Figure RS6. A comparison plot of the model with the derived data for an upward bending fixed-fixed beam.
The endpoints are not included in this plot.

3.4 Residual Strain Uncertainty Analysis

In this section, uncertainty equations are presented for use with residual strain. The first uncertainty equation (presented in Sec.
3.4.1) is used for the MEMS 5-in-1. The equations used in the round robin experiment and other previous work are presented in
Sec. 3.4.2.

3.4.1 Residual Strain Uncertainty Analysis for the MEMS 5-in-1

For the MEMS 5-in-1, the combined standard uncertainty, ucgs, for residual strain measurements with 13 uncertainty
components is given by the following equation:

2 2 2 2 2 2 2 2
_ uW + uL + uzres + uxcal + uxres + uRave + unoise + ucert
Uers = 2 2 2 2 ) : (RS23)
+ urepeat(shs) + udrift + LIIinear + ucorrection + urepeat(samp)

with additional sources of uncertainty considered negliglible. A number following the subscript “&r” in “Uc4” indicates the data

analysis sheet that is used to obtain the combined standard uncertainty value. Therefore, ucg3 implies that Data Analysis Sheet
RS.3[2,13] is used.

In Eq. (RS23), uy is the uncertainty due to variations across the width of the beam, uy_ is due to the measurement uncertainty of
L (without including the calibration uncertainty), uzres is the uncertainty due to the resolution of the interferometer in the z-
direction, uxcal is the uncertainty due to the calibration in the x-direction, and uxres is the uncertainty due to the resolution of the
interferometric microscope in the x-direction. Next, Uraye is the uncertainty due to the sample’s surface roughness, Ungise iS the
uncertainty due to interferometric noise, ucert is due to the uncertainty of the value of the physical step height standard,
Urepeat(shs) IS the uncertainty due to the repeatability of a measurement taken on the physical step height standard, ugrift is the
uncertainty due to the amount of drift during the data session, and Ujinear is the uncertainty due to the deviation from linearity of
the data scan. Then, in Eq. (RS23), Ucorrection iS the uncertainty in the residual strain correction term due to non-ideal support
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(or attachment conditions) and/or geometry and/or composition deviations from the ideal fixed-fixed beam geometry and
composition. Then, Urepeat(samp) IS the uncertainty of residual strain repeatability measurements taken on fixed-fixed beams
processed similarly to the one being measured.

Calculations for each of the uncertainty components in Eq. (RS23) are presented below in sequence, with Table RS2 giving a

brief tabular summary of how each uncertainty component is obtained. This table can be referenced as each component is
discussed.

Table RS2. Determination of the Residual Strain Uncertainty Components in Eq. (RS23) for the MEMS 5-in-1 [2]

Uncertainty Method to Obtain Gor U? Equation
Component ér-high and &—iow, IA or B
if applicable
L uw - G/A U, =STDEV(&,,,€,0,€,4)
2. uL using LminuL = L — 3UcLnoxcal for L G/B E . —c
r-high r—low
and LmaxuL= L + 3UcLnoxcal for L U, = T
2 2
u =4/U,,—U
. cLnoxcal cLo Lxcal B uLb +u o+ u P
endpoints for LyinyL: L~ 3
3
Vlend + E U L noxcal
3
V2end - E Ul noxcal

endpoints for LynaxuL -

3

Vlend - E U¢l noxeal

3
V2,4 +—U

2 cLnoxcal

3. Uzres using d=(1/2)zres U/B g
in Table RS3 U, = r-high  “r-low
2413
u _ uzresb + uzresc + uzresd
zres 3
4. Uxcal using calymin for caly where G/B . _e
r-high r-low
cal, ., =cal, —3o0,,cal, /ruler, Uty = ;
and calymay for calx where
u +Uu +Uu
cal,.., =cal, +3oc,,cal, /ruler, Uy = —200 3' xcald
5' eres USIﬂg d:(llz)Xres(Calx)COS((X) U / B g _ (C;
i r-high r—low
in Table RS4 Upoy =————=———
243
u _ uxresb + uxresc + uxresd
xres 3
6. URave using d=3oRrave in Table RS3 G/B c e
1 _ r-high r-low
where ORave — E Rave uRavet - 6
u _ u Raveb +U Ravec + uRaved
Rave 3
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7. Unoise Using dZSO'noise in Table RS3 G/B & —-&
1 _ r-high r-low
where O hoise — E(Rtave - Rave) unOiSEt - 6
u _ l"Inoiseb + unoisec + unoised
noise ~ 3
8. Ucert using d=3(z—21F) ocert /CEIT G/B e  _¢
in Table RS5 where z is the column heading® U . = r-high  “r-low
certt 6
u _ ucertb + ucertc + ucertd
cert — 3
9. Urepeat(shs) using d=3(z«—21r) dssame / Zgsame G/B gr—high ~ & jow
in Table RS5 where zyy is the column heading® urepeat(shs)t = 6
urepeat(shs) = (urepeat(shs)b
+ urepeat(shs)c + urepeat(shs)d ) / 3
10. Ugrift using d=(z,—21¢)Zarircal; /(2 cert) u/B e —g
. . — r-high r-low
in Table RS5 where zyy is the column heading Upig =— =
2.3
_ Ugrins + Uarirc + Uarind
udrift - 3
11. uj using d=zjeqr in Table RS5 u/B _
linear e u _ gr—high gr—low
lineart —
243
u _ uIinearb + uIinearc + ulineard
linear — 3
. - G/B —
12. Ucorrection ucorrectiort - 5&1‘C0rreCtimgrt| / 3
ucorrection = (ucorrectiorb
+ ucorrectiorc + ucorrectiord )/3
13. Urepeat(samp) B G/A urepeat(samp)t = O-repeat(samp) |8rt|
u repeat(samp) = (U repeat(samp)b
+ urepeat(samp)c + urepeat(samp)d ) /3

# «G” indicates a Gaussian distribution and “U” indicates a uniform distribution.

b Type A or Type B analysis

® For ease of presentation, zyy and z1¢ in this table are considered calibrated. (Actually, these values are uncalibrated as presented earlier in this SP 260.

Therefore the uncalibrated values should be multiplied by cal, before use in this table.)

The uncertainty value for uyy is the standard deviation of the residual strain values as obtained from three data traces (b, c, and

d) across the width of the beam, as given in Table RS2.

The uncertainty component for uy_is found after calculating the residual strain in two different ways for Traces b, ¢, and d. First,
the residual strain is found assuming that LminuL is the in-plane length of the fixed-fixed beam and second, assuming that LmaxuL
is the in-plane length of the fixed-fixed beam. The equations for LyjnyL and LmaxyL are given in Table RS2, where Uc|noxcal iS
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the combined standard uncertainty for in-plane length, ucio, as obtained in Sec. 6.4.1 but without the in-plane length x-
calibration component upyca) (called uycg) in Sec. 6.4). [The square of the x-calibration component is subtracted from the square
of ucLo under the square root sign in Table RS2 since an uncertainty contribution due to the x-calibration is incorporated in the
residual strain component (also called uycar) as discussed in a following paragraph.] In obtaining the residual strain value with
LminuL then LmaxuL as the in-plane length, the curved length of the fixed-fixed beam is also calculated. The two extreme residual
strain values (&r-low @and &r-high) are identified for each data trace. Then, uy is calculated, assuming a Gaussian distribution,
using the equation given in Table RS2. The average of the three values obtained for uy is equated with uy.

The uncertainty equation for uzes is found from the residual strain calculations using the different sets of inputs given in Table
RS3. Here, for each data trace (b, ¢, and d), the inputed z-values along the top of the beam are varied plus or minus half zygs,
where zp¢s is the calibrated resolution of the interferometer in the z-direction. The two extreme residual strain values (&-jow and
&r-high) are identified for each data trace. Then, ugrest is calculated, assuming a uniform distribution, using the equation given in
Table RS2. The average of the three values obtained for ugrest is equated with Uzres.

The uncertainty equation for uycg is evaluated by finding the residual strain value for each data trace (b, ¢, and d) with calymin as
the x-calibration factor and then finding the residual strain value for each data trace with calymax as the x-calibration factor,
where calymin and calymax are determined using the equations given in Table RS2. This component, Uycal, includes the
uncertainty of the calibration in the x-direction for the in-plane length as discussed in a preceding paragraph for the component
uL. The two extreme residual strain values, &rjow and &r-high, are identified for each data trace. Then, uxcalt is calculated,
assuming a Gaussian distribution, using the equation given in Table RS2. The average of the three values obtained for uxcajt is
equated with uycal.

The uncertainty equation for uyres is found from the residual strain calculations using the seven different sets of inputs given in
Table RS4. Here, for each data trace (b, ¢, and d) the inputted x-values along the top of the beam are varied
+(1/2)xres(caly)cos(a) where Xyes is the uncalibrated resolution of the interferometric microscope in the x-direction. The two
extreme residual strain values, &-jow and &r-high, are identified for each data trace. Then, uxrest is calculated, assuming a uniform
distribution, using the equation given in Table RS2. The average of the three values obtained for uyyest is equated with Uyres.

Table RS3. Seven Sets of Inputs® for Residual Strain Calculations to Determine Usrest, URavet, Unoiset, and usampb

Z1F 22F Z3F=118 225 Z3s
1 2F 2oF Z3F 225 235
2 717+ 2oF 23r—d 225 235+d
3 217 2F z3r+d 225 235—d
4 71F+d 2or+d 23F—d | zps+d | z3std
5 71F+d 2oF—d 23p—d | zs—d | z3std
6 71F—d ZoF+d Z3r+d Zos+d Z3s—d
7 z1F—d 2or—d z3F+d Z25—d Z35—d

a .
For ease of presentation, the values for z1g, ZoF, Z3F, 215, Z2s, and z3s
in this table are assumed to be calibrated.

b . . .
In this table, d=(1/2)z,¢s to determine Uzrest, d=30Rave t0 determine Urayet,
d=3 onoise to deterimine Unojset, and in Sec. 3.4.2 d=3 cgamp to determine Usamp.
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Table RS4. Seven Sets of Inputsa for Residual Strain Calculations to Determine Uxrest

g h i j k
1 g h i j k
2 g+d h i j k—d
3 g-d h i j k+d
4 g+d h+d [ j—d k—d
5 g+d h—d i j+d k—d
6 g-d h+d i j—d k+d
7 g-d h—d i j+d k+d

a In this table, d = (1/2)x,es(caly)cos(a).

The uncertainty equation for uraye is found from a determination of orave, Where orave is calculated to be one-sixth the value of

Rave- Rave is defined as the calibrated surface roughness of a flat and leveled surface of the sample material calculated to be the
average of three or more measurements, each measurement of which is taken from a different 2D data trace. For each data trace

(b, ¢, and d), the data points obtained along the top of the beam are then varied as specified in Table RS3 (with d =3oRrave) and
the residual strain determined for the different sets of inputs. The two extreme residual strain values, &-low and &r-igh, are then
identified for each data trace. The interval from &-jow t0 &r-high is assumed to encompass 99 % of the measurements. Then,
URravet IS calculated, assuming a Gaussian distribution, using the equation given in Table RS2. The average of the three values
obtained for Uravet is equated with Urave.

The uncertainty equation for uppjse is found from a determination of onoise, Where onoise is the standard deviation of the noise

measurement, calculated to be one-sixth the value of Riaye Minus Raye, Where Riave is the calibrated peak-to-valley roughness of
a flat and leveled surface of the sample material calculated to be the average of three or more measurements, each measurement
of which is taken from a different 2D data trace. For each data trace (b, c, and d), the data points obtained along the top of the

beam are then varied as specified in Table RS3 (with d =3onise) and the residual strain determined for the different sets of
inputs. The two extreme residual strain values, &-jow and &r-high, are then identified for each data trace. The interval from &-jow
to &r-high is assumed to encompass 99 % of the measurements. Then, Ungiset IS calculated, assuming a Gaussian distribution,
using the equation given in Table RS2. The average of the three values obtained for unoiset IS equated with Upgise.

The uncertainty equation for ucert is found from the residual strain calculations using the inputs in Table RS5 [with
d=3(zxx—21F) ocert /cert for each data trace (b, ¢, and d) where ogert is the certified one sigma uncertainty of the certified physical
step height standard]. Here, ocert is assumed to scale linearly with height. Given the three different residual strain values for the
inputs specified in Table RS5, &r-10w and &r-high are identified for each data trace. The interval from &r.jow t0 &r-high is assumed to
encompass 99 % of the measurements. Then, ucertt is calculated, assuming a Gaussian distribution, using the equation given in
Table RS2. The average of the three values obtained for ucertt is equated with Ugert.

Table RS5. Three Sets of Inputsa for Residual Strain Calculations to Determine

b
Ucertt, Urepeat(shs)t: Udriftt, Ulineart, and Uzcal,

Z1F 22F Z3F=718 225 235
1 uF 2oF 23F 225 235
2 Z1F 2op+d z3p+d | zps+d z35+d
3 Z1F 2or—d z3r—d 225—d 235—d

a I .
For ease of presentation, the values for z1r, zoF, z3F, 215, Z2s, and z3g are assumed to be calibrated
in this table and in the applicable equations for d.

b . . . .
In this table, d=3(zyx—z1F) ocert /cert to determine ugert Where zyy is the column heading,

d=3(2xx—21F) Tssame / Lgsame 10 determine Urepeat(shsyt: 0=(2xx—21F)zarinCal, /(2 cert) to determine ugri,

d=Zjinear to determine Ujineart, and in Sec. 3.4.2 d=3(zyx—21F) Gycal /Cert to determine Uy,cg.
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The uncertainty equation for Urepeat(shs) is found from the residual strain calculations using the inputs in Table RS5 [with

d=3(zxx—21F) osame ! Zgsame TOr €ach data trace (b, ¢, and d) where ogsame is the maximum of two uncalibrated values (osame1 and

osame2) and Zggme is the uncalibrated average of the six calibration measurements from which ogsame is found. (See Sec. 5.2 for

specifics.)] Here, ogsame is assumed to scale linearly with height. Given the three different residual strain values for the inputs
specified in Table RS5, &-1ow and &r-high are identified for each data trace. The interval from &-jow t0 &r-high is assumed to
encompass 99 % of the measurements. Then, Urepeat(shs)t is calculated, assuming a Gaussian distribution, using the equation
given in Table RS2. The average of the three values obtained for Urepeat(shs)t is €quated with Urepeat(shs)-

The uncertainty equation for ugyift is found from the residual strain calculations using zqrift, which is calculated as follows: the
uncalibrated average of the six calibration measurements taken before the data session at the same location on the physical step

height standard ( Z,, ) is determined, and the uncalibrated average of the six calibration measurements taken after the data

session at this same location ( Z,,,) is determined. Then, zqrift is calculated as the positive difference of these two values.

Here, zgrift is assumed to scale linearly with height. For each data trace (b, ¢, and d), the input values to the residual strain
calculations are then varied as specified in Table RS5 [with d=(zxx—21F) zgrift cal, /(2 cert) where cert is the certified value of the
physical step height standard]. Given the three different residual strain values for the inputs specified in Table RS5, &-jow and
&r-high are identified for each data trace. Then, ugriftt is calculated, assuming a uniform distribution, using the equation given in
Table RS2. The average of the three values obtained for ugrift is equated with ugrit.

The uncertainty equation for ujinear is found from the residual strain calculations using zjinear, Which is the difference in height
between two points times zji,, where zji, is the percent quoted (typically less than 3 %) by the interferometer manufacturer for
the maximum deviation from linearity of the data scan over the total scan range or as determined in Sec. 1.1.2.2. For each data
trace (b, ¢, and d), the input values to the residual strain calculations are varied as specified in Table RS5 with d=zjinear, Where
Zlinear IS given by the following equation:

ZIinear = (Zxx - Z1F )Zlin ; (RS24)

with zyx being the column heading in the table and where zyx and z1g are considered calibrated values for this discussion. Given
the three different residual strain values for the inputs specified in Table RS5, &r-1ow and &r-high are identified for each data trace.
Then, Ujineart is calculated, assuming a uniform distribution, using the equation given in Table RS2. The average of the three
values obtained for Ujineart is equated with Ujinear-

In Eq. (RS23), Ucorrection iS calculated using the equations given in Table RS2.

In Eq. (RS23), Urepeat(samp) iS the uncertainty of residual strain repeatability measurements taken on fixed-fixed beams

processed similarly to the one being measured and applied to the given measurement. For each data trace, Urepeat(samp)t IS given
by the following equation:

u

repeat(samp)t - O-repeat(samp)‘grt‘ ) (RS25)

and the average of the three values obtained for Urepeat(samp)t iS equated with Urepeat(samp). In the above equation, & is the

residual strain value for the data trace being analyzed. The residual strain relative repeatability standard deviation, orepeat(samp),
is found from at least twelve 3-D data sets of a given fixed-fixed beam from which twelve values of residual strain are
calculated as given in Sec. 3.3. The standard deviation of the twelve or more measurements divided by the absolute value of the

average of these measurements is equated With orepeatsamp). Table 3 in Sec. 1.14 specifies the residual strain relative
repeatability standard deviation, oyepeat(samp), for fixed-fixed beams fabricated on a bulk micromachined process similar to that
used to fabricate RM 8096. Table 4 in Sec. 1.14 includes polyl and poly2 values for orepeat(samp) that can be used for RM 8097.
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In determining the combined standard uncertainty, a Type B evaluation [21-23] (i.e., one that uses means other than the
statistical Type A analysis) is used for each source of uncertainty, except where noted in Table RS2.

The expanded uncertainty for residual strain, U, is calculated using the following equation:

Ugr = kuca‘3 = 2uca3 ! (RSZG)

where the k value of 2 gives an expanded uncertainty approximating a 95 % level of confidence.

Reporting results [21-23]: If it is assumed that the estimated values of the uncertainty components are approximately
Gaussianly distributed with approximate combined standard uncertainty uc.3, the residual strain is believed to lie in the interval
& * Ucgrs (expansion factor k=1) representing a level of confidence of approximately 68 %.

3.4.2 Previous Residual Strain Uncertainty Analyses

In this section, two uncertainty equations are presented; one that was used in the round robin experiment and one that was used
before Eq. (RS23). For these equations the residual strain is assumed to be the residual strain value obtained from Trace ¢
without a correction term, with the in-plane length, L, and the combined standard uncertainty for L (namely, uc) calculated
using Egs. (L17) and (L18), respectively, in Sec. 6.4.2. Also, it is assumed that a = 0.

The uncertainty equation used in the round robin experiment uses eight sources of uncertainty with all other sources of
uncertainty considered negligible. This residual strain combined standard uncertainty equation (as calculated in Data Analysis
Sheet RS.1 [13] and in ASTM standard test method E 2245-05 [39]) with eight sources of uncertainty is as follows:

2
xca

2

2 2 2 2 2 2
ucgrl = \/UW +UL +uzres +Uu +Uu | +uxres +uxresL ' (R827)

samp zcal +u
The number following the subscript “er” in “Uc” indicates the data analysis sheet that is used to obtain the combined standard
uncertainty value. Therefore, u.,; implies that Data Analysis Sheet RS.1 is used. In Eq. (RS27), uw, UL, Uzres, Uxcal, and Uxres
are defined in Sec. 3.4.1; however with slightly different calculations. Also, Usamp is the uncertainty due to the sample’s peak-
to-valley surface roughness as measured with the interferometer, u,ca) is the uncertainty of the calibration in the z-direction, and

UxresL IS the uncertainty due to the resolution of the interferometric microscope in the x-direction as pertains to the in-plane
length measurement.

Calculations for each of the uncertainty components in Eq. (RS27) are presented below in sequence, with Table RS6 giving a
brief tabular summary of how each uncertainty component is obtained. This table can be referenced as each component is
discussed.

Table RS6. Determination of Some Residual Strain Uncertainty Components in Eq. (RS27) and Eq. (RS28) [11,39]

Uncertainty Method to Obtain Gor U? Equation
Component Er_high and & 1o /AorB°
1. uwy using Trace b, U/B . .
Trace c, and Trace d U = r-high — ©r-low
W =
2./3
2. uL using LminuL =(X21ower—X1iower)caly for L G/B _
_ gr—high gr—low
and LmaxuL=(X2upper—Xlupper)caly for L u =
6
3. Ugzres using d=(1/2)zyes u/B e _¢
in Table RS3 u,. = r-high “r-low
243
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4, Usamp USing dZSO'samp G / B
E _pin—E
in Table RS3 = rhieh Trriow
samp
6
5. Ugzcal USing d:‘?’(ZXX_ZlF)O-anl [cert G/B £ .. —¢
in Table RS5 where zy is the column heading® U, = r-high  ™r-low
zca
6
6. Uxcal using calymin for caly where G/B £ —g
r-high r-low
cal,.,, =cal, —30,cal, /ruler, Uea = 5
and calymax for caly where
cal,,., =cal, +3o,,cal, /ruler,
7. eres Using d:(l/Z)Xres(Calx) U / B 8 bi h_g |
in Table RS4 Uy, =——o 1
2.3
8. eresL USing d:(1/2)Xres(Calx) U / B & b h_g |
in Table RS7 Uppest = [rmhien oWl
243
9.u . > Uu/B
repeat(shs) uSing d=(Zu—21)Zrepeatishs) /(2 £6 ) u _ |€r-high ~ €r-tow
in Table RS5 where zy is the column heading’® repeat(shs) 2.3

# «@” indicates a Gaussian distribution and “U” indicates a uniform distribution.

b Type A or Type B analysis

© For ease of presentation, zyy and z1g in this table are considered calibrated. (Actually, these values are uncalibrated as presented earlier in this SP 260.
Therefore the uncalibrated values should be multiplied by cal, before use in this table.)

The uncertainty equation for uy is found using the residual strain results from three data traces (b, ¢, and d) across the width of
the beam. The two extreme residual strain values (&r-1ow and &r-high) are obtained. Assuming a uniform probability distribution,
uy is calculated using the formula given in Table RS6.

The uncertainty equation for ug is found after calculating the residual strain in two different ways using the data from Trace c.
First, the residual strain is found assuming that LyinyL is the in-plane length of the fixed-fixed beam and second, assuming that
LmaxuL is the in-plane length of the fixed-fixed beam. The equations for LmjnuL and LmaxuL are given in Table RS6. Consult
Sec. 6.3 and Sec. 6.4.2 for specifics associated with the x-values used in these equations. Assuming that LninuL then LmaxuL iS

the in-plane length necessitates recalculations of the curved length of the fixed-fixed beam. Then, ui is calculated, assuming a
Gaussian distribution, using the equation given in Table RS6.

The uncertainty equation for uzes is found from the residual strain calculations using the different sets of inputs given in Table
RS3. Here, for Trace c, the inputted z-values along the top of the beam are varied plus or minus half zpes, Where zpes is the
calibrated resolution of the interferometer in the z-direction. The two extreme residual strain values (&r-low and &-high) are
identified. Then, uzres is calculated, assuming a uniform distribution, using the equation given in Table RS6.

The uncertainty equation for us,amp29 is found from a determination of Riaye, the calibrated peak-to-valley roughness of a flat and
leveled surface of the sample material calculated to be the average of three or more measurements, each measurement of which
is taken from a different 2D data trace. Then, the standard deviation, osamp, Of this measurement is calculated to be one-sixth the
value of Ryave. FoOr Trace c, the data points obtained along the top of the fixed-fixed beam are then varied as specified in Table
RS3 (with d=3osamp) and the residual strain determined for the different sets of inputs. Given the resulting residual strain

% n Eq. (RS27), Usamp IS found from Ry and one-sixth this value (or owmp). For Eq. (RS23) and Eq. (RS28) (which is
presented later), Ry is divided into R, (for the determination of Ugaye) and Riae Minus Ry (for the determination of Upgise)-
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values, &r-low and &r-high are identified. The interval from &r.jow tO &r-high is assumed to encompass 99 % of the measurements.
Then, usamp is calculated, assuming a Gaussian distribution, using the equation given in Table RS6.

The method of calibration of the interferometer in the z-direction affects the determination of the uncertainty component uca).™
In view of the method of calibration in the z-direction as referred to in Sec. 3.2, the uncertainty equation for u,cg is found from
the residual strain calculations using the three different sets of inputs given in Table RS5 [with d=3(zxx—z1F) ozcal /cert]. Here,

ozcal 1S the calibrated standard deviation of the twelve step height measurements taken along the certified portion of the physical
step height standard before and after the data session and is assumed to scale linearly with height. Due to the fact that the

difference in height being measured for residual strain measurements is small, u,cg is almost negligible. Also, due to the
method of calibration and other factors, uca is very much considered an estimate. For Trace c, given the three different residual
strain values for the inputs specified in Table RS5, &r-jow and &r-nigh are identified. The interval from &r.jow t0 &r-high is assumed

to encompass 99 % of the measurements. Then, u,cg is calculated assuming a Gaussian distribution, using the equation given in
Table RS6.

The uncertainty equation for uycg is found by finding the residual strain value for Trace ¢ with calymin as the x-calibration factor
and then finding the residual strain value for Trace ¢ with calymax as the x-calibration factor, where calymin and calymax are
determined using the equations given in Table RS6. This component, uycal, includes the uncertainty of the calibration in the x-
direction for the in-plane length. The two extreme residual strain values, &r-jow and &r-high, are identified. Then, Uxcal is
calculated, assuming a Gaussian distribution, using the equation given in Table RS6.

The uncertainty equation for uyres is found from the residual strain calculations using the seven different sets of inputs given in
Table RS4 after setting o=0 such that g, h, i, j, and k in Egs. (RS10) to (RS14) become the calibrated values of x1F, X2, X3F Or
X1s, X2s, and Xgs, respectively. Here, for Trace c, the inputted x-values along the top of the beam are varied +(1/2)xres(caly)
where Xres IS the uncalibrated resolution of the interferometric microscope in the x-direction. The two extreme residual strain

values, &r-low and &r-high, are identified. Then, uxres is calculated, assuming a uniform distribution, using the equation given in
Table RS6.

The uncertainty equation for uyres is found from the residual strain calculations for Trace ¢ from the two sets of inputs given in
Table RS7 for x1upper, XLiower: X2lower, and X2ypper. In this table, X1max is the original value for Xlypper, X1min is the original
value for x1jower, X2min is the original value for X2jower, and X2max is the original value for x2ypper. As can be seen in this table,
the minimum and maximum in-plane length endpoints are varied +£(1/2) xres(calx). Then, &rjow and &-high are determined and
UxresL IS calculated, assuming a uniform distribution, using the equation given in Table RS6.

In determining the combined standard uncertainty, a Type B evaluation [21-23] (i.e., one that uses means other than the

statistical Type A analysis) is used for each source of uncertainty. Table RS8 gives example values for each of these uncertainty
components as well as the combined standard uncertainty value, Ucg1.

Table RS7. Two Sets of Inputsa for Residual Strain Calculations to Determine uxresLb

XLupper XLiower X2lower X2upper
leax—d lein— d X2min+ d X2max+ d
leax+ d lein+ d X2min— d X2max— d

a -
For ease of presentation, the values for X1ypper, XLiower, X2lower: X2upper: X1max: X1mins

Xomins @nd Xomax. in this table are assumed to be calibrated.
b .
In this table, d = (1/2)xeg(caly).

30 | ater in this section, using a different calibration method, u,cq is divided into four separate components.
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Table RS8. Example Residual Strain Uncertainty Values®
from a Round Robin Surface-Micromachined Chip

source of uncertainty or descriptor uncertainty values
1. uw variations across the width of the beam 0.033x10°°
2. UL measurement uncertainty of L 0.038x10°°
3. Ugres interferometric resolution in z-direction 0.034x10°°
4. Usamp interferometric peak-to-valley surface roughness 0.393x10°°
5. Ugcal calibration in z-direction 0.052x10°°
6. Uycal calibration in x-direction 0.123x10°°
7. Uyres interferometric resolution in x-direction 0.273x10°°
8. UxresL interferometric resolution in x-direction as 0.013x10°°
pertains to the in-plane length measurement
Ucer1 " combined standard uncertainty for residual strain 0.501x10°°

2 As determined in ASTM standard test method E 2245-05 [39] using Eq. (RS27) for a fixed-fixed beam with a
design length of 650 um and with a 0° orientation.

This value for ucg was used in the round robin (see Sec. 3.5) and is incorporated into the calculation of ucg1ave s presented
in the sixth row of Table RS9, as determined in ASTM standard test method E2245-05 [39] using Eq. (RS27).

An expanded version of the uncertainty calculation presented in Eq. (RS27) is given below, which includes twelve sources of
uncertainty:

2
Xres

_ 2 2 2 2 2 2 2 2 2 2 2
ucgr2 - \/UW + uL + uzres + uxcal +Uu + uxresL + uRave + unoise + ucert + urepeat(shs) + udrift + uIinear : (RSZS)

This calculation is done using Data Analysis Sheet RS.2 [13]. The first six components (namely, uw, UL, Uzres, Uxcal, Uxres, and

UyresL) are calculated as they are calculated for use in Eq. (RS27) using only Trace c. By using the above equation [instead of
Eq. (RS27)], the z-calibration procedures are the same for the different applicable measurements in this SP 260 for the MEMS
5-in-1 RMs [by using a procedure such as given in Sec. 5.2 for step height measurements (as used with the MEMS 5-in-1) as

opposed to the method referred to in Sec. 3.2 for earlier versions]. Therefore, the component, uzca) in Eq. (RS27) gets replaced
with the components Ucert, Udrift, and Ujinear @S described in Sec. 3.4.1 however using only the data from Trace ¢ and with the
component Urepeat(shs) as described in the next paragraph.  Also, to provide more physical understanding to the resulting
uncertainties, the uncertainty component usamp in Eg. (RS27) is replaced with the components Urave and Unpise in Eq. (RS28).
These two components are described in Sec. 3.4.1 however using only the data from Trace c.

The uncertainty equation for Urepeat(shs) in EQ. (RS28) is found from the residual strain calculations using Zzrepeat(shs), Which is
calculated to be the maximum of two values; one of which is the positive uncalibrated difference between the minimum and
maximum values of the six calibration measurements taken along the certified portion of the physical step height standard
before the data session and the other is the positive uncalibrated difference between the minimum and maximum values of the
six measurements taken along the physical step height standard after the data session. Here, Zrepeat(shs) IS assumed to scale
linearly with height. Using the data from Trace c, the input values to the residual strain calculations are then varied as specified

in Table RS5 [with d=(zxx—Z1F)Zrepeat(shs) /(2 Zg ) Where Zg is the uncalibrated average of the six calibration measurements

from which zrepeat(shs) Was found]. For the three different input combinations, &r-jow and &-high are identified. Then, Urepeat(shs)
is calculated, assuming a uniform distribution, using the equation given in Table RS6.

69



3.5 Residual Strain Round Robin Results

The MEMS Length and Strain Round Robin repeatability and reproducibility results are given in this section for residual strain
measurements. The repeatability data were taken in one laboratory using an optical interferometer (see Sec. 1.1.2). Unlike the
MEMS 5-in-1 chips shown in Figs. 2(a and b) for RM 8097, a similarly processed surface-micromachined test chip (from
MUMPs46 [9] and without the backside etch) was fabricated on which residual strain measurements were taken from polyl
fixed-fixed beam test structures having a 0° orientation and from poly1 fixed-fixed beams having a 90° orientation. An array of
the fixed-fixed beam test structures on the round robin test chip with a 0° orientation is shown in Fig. RS7. Each fixed-fixed
beam array has design lengths from 400 pum to 800 pum, inclusive, in 50 um increments. (All the fixed-fixed beams are 10 um
wide.) However, only the design lengths between 600 pm and 750 pum, inclusive, were used in obtaining the repeatability data.
Therefore, with three beams designed at each length, 24 measurements were taken (12 measurements at each orientation). See
Fig. RS8(a) for a design rendition of a poyl fixed-fixed beam test structure on the round robin test chip and Figs. RS8(b and c)
for applicable 2D data traces taken from this fixed-fixed beam test structure.
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Figure RS7. An array of fixed-fixed beams on the round robin test chip.

<

poly0
b B polyl X
. I polyl anchor to poly0

N\

@ Edge 3 Edgel Edge?2 Edge 4

70



Dataalong Tracea ore
45 S
4 4
35 XTupper
3 A
-EE.S .
2 24 Edge 1
M5 o
1 xﬁbwsr
0.5
0
-0.5 x(umﬁm} 12
(b)
Data along Trace b, c,ord
7 -
6
5
’g 4
3
= 0 Edge 3 Edge 4
N 2
1
0
1 0.6 1.2
X (mm)
©

Figure RS8. For a fixed-fixed beam test structure on the round robin test chip, (a) a design rendition,
(b) an example of a 2D data trace used to determine L in (a),
and (c) an example of a 2D data trace taken along the length of the fixed-fixed beam in (a).

For the reproducibility data, a round robin test chip was passed from laboratory to laboratory. Each participant was asked to
obtain a residual strain measurement from two poly1 fixed-fixed beams in an array, such as shown in Fig. RS7, that had either a
0° orientation or a 90° orientation. One of the fixed-fixed beams was requested to have a design length of 650 um. The design
length for the other fixed-fixed beam could range from 550 um to 700 um, inclusive. The results from one of the two fixed-
fixed beams is included in the results presented below. Following the 2002 version of ASTM standard test method E 2245 [40]
for residual strain measurements, the raw, uncalibrated measurements were recorded on Data Analysis Sheet G (similar to the
existing Data Analysis Sheet RS.1 [13]) for measurements of residual strain.
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Table RS9 presents the residual strain repeatability and reproducibility results. In this table, n is the number of measurements
followed by the average (namely, &ave) Of the repeatability or reproducibility measurement results. For the repeatabilitiy
measurements only, orepeat(samp) IS given next, which is the relative standard deviation of the repeatability residual strain
measurements. Then, the +2q0,, limits are given, where o, is the standard deviation of the residual strain measurements,
followed by the average of the repeatability or reproducibility combined standard uncertainty values (Ucgave) for different
calculations.

Table RS9. Residual Strain Measurement Results

Repeatability results Reproducibility results
Ldes=600 pm to 750 pm Les=550 pm to 700 pm
1. n 24 62
2. &rave ~41.65x10°° ~44.0x10°°
3. Orepeat(samp) 5.7% -
4. +20,, limits +4.7x10°° +8.8x10°°
(£ 11 %) (% 20 %)
5. Uceriave 0.77x10°° 1.1x10°°
(1.8 %) (2.4 %)
6. Ucerave 053x10° -
(1.3 %)
d —6
7. Ucgroave 0.57x10 -
(1.4 %)
6
8. Uc‘sr?,avee 2.4x10 -
(5.9 %)

a - -
Two of these measurements were taken from the same instrument by different operators.

b . L . . .
Where . is determined in ASTM standard test method E 2245-02 [40]. For this calculation, the usamp and uzca components in the

Uggr1 Calculation in Eq. (RS27) are combined into one component. As such, for this component, the limits, assuming a uniform (that is,
rectangular) probability distribution, are represented by a +20 nm variation in the z-value of the data points. Also in ASTM standard test

method E 2245-02, Uzres= Uxcal=Uxres=UxresL =0-

¢ Where u,,; is determined in ASTM standard test method E 2245-05 [39] using Eq. (RS27).
d Where u is determined using Eq. (RS28).

€ Where u,,3 is determined using Eq. (RS23).

Comments concerning the round robin data include the following:
a) Plots: In this round robin, random length fixed-fixed beams were measured. As such, there are at least two variables
(orientation and length) as discussed below:
i) Orientation: Figure RS9 is a plot of —& versus orientation, which reveals no obvious orientation dependence. The
values for &ave are approximately the same for the two different orientations. It is interesting that the +2¢;, limits for
the data taken from the test structures with a 0° orientation are approximately half the +2¢,, limits for the data taken
from the test structures with a 90° orientation.
ii) Length: Figure RS10 is a plot of —¢& versus length, which reveals no obvious length dependence.
b) Precision: The repeatability and reproducibility precision data appear in Table RS9. In particular, for the £24, limits,
the repeatability data (i.e., £11 %) are tighter than the reproducibility data (i.e., £20 %). This is due to the repeatability
measurements being taken in the same laboratory using the same instrument by the same operator.
c) Bias: No information can be presented on the bias of the procedure in ASTM standard test method E 2245 for measuring
residual strain because there is not a certified MEMS material for this purpose.
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Residual Strain Data for Two Different
Fixed-Fixed Beam Orientations
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Figure RS10. A plot of — versus length.*

3.6 Using the MEMS 5-in-1 to Verify Residual Strain Measurements
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To compare your in-house residual strain measurements with NIST measurements, you will need to fill out Data Analysis Sheet
RS.3. (This data analysis sheet is accessible via the URL specified in the reference [13], a reproduction of which is given in
After calibrating the instrument, locating the test structure, taking the measurements, and performing the

%1 Copyright, ASTM International, 100 Barr Harbor Drive, West Conshohocken, PA 19428, USA. Reproduced via permissions
with ASTM International.




calculations, the data on your completed form can be compared with the data on the RM Report of Investigation and the
completed data analysis sheet supplied with the MEMS 5-in-1. Details of the procedure are given below.

Calibrate the instrument: Calibrate the instrument as specified in Sec. 3.2 for RM measurements. Obtain the inputs for Table 1
in Data Analysis Sheet RS.3.

Locate the fixed-fixed beam: In the second grouping of test structures, shown in Figs. RS1(a, b, and c), on the MEMS 5-in-1
chips shown in Fig. 1 and Figs. 2(a and b) for RM 8096 and RM 8097 (fabricated on MUMPs98 and MUMPs95) residual strain
measurements are made. Fixed-fixed beam test structures are provided for this purpose, as shown in Fig. RS2(a) for RM 8096
and as shown in Fig. RS3(a) for the poly2 cantilevers on RM 8097 (fabricated on MUMPs95). Data Analysis Sheet RS.3
requires measurements from one fixed-fixed beam test structure. The specific test structure to be measured can be deduced from
the data entered on the NIST-supplied Data Analysis Sheet RS.3 that accompanies the RM.

For the residual strain grouping of test structures for RM 8096, as shown in Fig. RS1(a), the target test structure can be found as
follows:
1. The input design length (i.e., input #5 on Data Analysis Sheet RS.3, a reproduction of which is given in Appendix
2) specifies the design length of the fixed-fixed beam. The design length of the fixed-fixed beam (in micrometers)
is given at the top of each column of test structures in Fig. RS1(a) following the column number (i.e., 1 to 5) and the
letters “FF” to indicate a fixed-fixed beam; therefore design length can be used to locate the column in which the
target test structure resides. Design lengths for the fixed-fixed beam test structures are given in Table RS1.
2. The input which beam (i.e., input #7) specifies which fixed-fixed beam in the column to measure (i.e., the “first,”
“second,” “third,” etc.). Since there are three instances of each test structure, the radio button corresponding to
“first,” “second,” or “third” is used to identify the target test structure.

For the residual strain grouping of test structures for RM 8097 (fabricated on MUMPs98 and MUMPs95), as shown in Figs.
RS1(b and c), respectively, the target test structure can be found as follows:

1. The input material (i.e., input #3) is used to identify if a fixed-fixed beam in a polyl array is to be measured or if a
fixed-fixed beam in a poly2 array is to be measured. The two polyl arrays in Figs. RS1(b and c) have a P1
designation and the one poly2 array has a P2 designation.

2. The input orientation (i.e., input #9) specifies the orientation of the fixed-fixed beam array. The fixed-fixed beams
in the lower left polyl array have a 0° orientation, and the fixed-fixed beams in the upper polyl array have a 90°
orientation. The poly2 array has a 0° orientation.

3. The input design length (i.e., input #5) specifies the design length of the fixed-fixed beam. The design length of the
fixed-fixed beam (in micrometers) is given next to the second of three fixed-fixed beams of the same length, as can
barely be seen in Figs. RS1(b and c). Therefore, design length can be used to locate a set of three possible target
test structures. Design lengths for the fixed-fixed beam test structures are given in Table RS1.

4. The input which beam (i.e., input #7) specifies which fixed-fixed beam in the set of three possible target test
structures of the same length in the array to measure (i.e., the “first,” “second,” “third,” etc.). Since there are three
instances of each test structure, the radio button corresponding to “first,” “second,” or “third” is used to identify the
target test structure.

Take the measurements: Following the steps in ASTM standard test method E 2245 [2] for residual strain measurements, the
fixed-fixed beam is oriented under the interferometric optics as shown in Fig. RS2(a) or Fig. RS3(a)*, and one 3-D data set is
obtained using typically the highest magnification objective that is available and feasible. The data are leveled and zeroed.
Traces a’, a, e, and e’ are obtained. From these data traces, measurements of Xlyppert, X2uppert, N1, and n2; from Edge 1 and
Edge 2, as shown in Fig. RS2(b) or Fig. RS3(b), are recorded in Data Analysis Sheet RS.3. Traces a” and ¢’ are used to
calculate the misalignment angle, a. The uncalibrated y-values for these traces (namely, y,- and y,-) are also recorded in Data
Analysis Sheet RS.3.

For RM 8096, with Data Analysis Sheet RS.3, uncalibrated data points along the fixed-fixed beam for (X1, z1F), (X2E, Z2F), (X3F,
23F), (X2s, 225), and (Xgs, z3s) are requested from Traces b, ¢, and d, as shown in Fig. RS2(c) and Fig. RS4.

For RM 8097 (fabricated on MUMPs98 and MUMPs95), there are data restrictions due to deviations from the ideal geometry of
the fixed-fixed beam, as discussed in Sec. 3.1 and Sec. 3.3. In particular, uncalibrated data points along the fixed-fixed beam for
(X1E, 21E), (X2F, 22F), (X3E, Z3F), (X2s, Z25), and (Xss, Z3s) are requested from Traces b, ¢, and d, as shown in Fig RS3(c) for a
poly?2 fixed-fixed beam, and these data should be taken between Edges 7 and 8, as also shown in Fig. RS3(c).

% This orientation assumes that the pixel-to-pixel spacing in the x-direction of the interferometric microscope is smaller than or equal to the pixel-to-pixel

spacing in the y-direction.
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Perform the calculations: Enter the data into Data Analysis Sheet RS.3 as follows:

1. Press one of the “Reset this form” buttons. (One of these buttons is located near the top of the data analysis sheet
and the other is located near the middle of the data analysis sheet.)

2. Supply inputs to Table 1 through Table 5.

3. Press one of the “Calculate and Verify” buttons to obtain the results from the fixed-fixed beam test structure. (One
of these buttons is located near the top of the data analysis sheet and the other is located near the middle of the data
analysis sheet.)

4. Verify the data by checking to see that all the pertinent boxes in the verification section at the bottom of the data
analysis sheet say “ok”. If one or more of the boxes say “wait,” address the issue, if necessary, by modifying the
inputs and recalculating.

5. Print out the completed data analysis sheet to compare both the inputs and outputs with those on the NIST-supplied
data analysis sheet.

Compare the measurements: The MEMS 5-in-1 is accompanied by a Report of Investigation. This Report of Investigation

specifies an effective residual strain value, &, for RM 8096 and RM 8097 and the expanded uncertainty, Ug, (with k=2)
intending to approximate a 95 % level of confidence. It is your responsibility to determine an appropriate criterion for
acceptance, such as given below:

D, = -&,

a gr(customer)

2 2
= \/U o (customer) T U o (RS29)

where D, is the absolute value of the difference between your residual strain value, &(customer), and the residual strain value on

the RM Report of Investigation, &, and where Ugcustomer) IS your expanded uncertainty value and U, is the expanded
uncertainty on the RM Report of Investigation. If your measured value for residual strain (as obtained in the newly filled out
Data Analysis Sheet RS.3) satisfies your criterion for acceptance and there are no pertinent “wait” statements at the bottom of
your Data Analysis Sheet RS.3, you can consider yourself to be appropriately measuring residual strain according to the ASTM
E 2245 residual strain standard test method [2] according to your criterion for acceptance.

An effective residual strain value is reported for RMs 8096 and 8097, as shown in Figs. 1 and 2(a and b), due to deviations from
the ideal geometry and/or composition of the fixed-fixed beam and/or the beam support as discussed in Sec. 3.1 and Sec. 3.3.
When you use the ASTM standard test method E 2245 with your own fixed-fixed beam, you must be cognizant of the geometry
and composition of your fixed-fixed beam because this test method assumes an ideal geometry and composition, implying that
you would be obtaining an “effective” residual strain value if the geometry and/or composition of your fixed-fixed beam
deviates from the ideal.

Any questions concerning the measurements, analysis, or comparison can be directed to mems-support@nist.gov.
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4 Grouping 3: Strain Gradient

Strain gradient is defined as a through-thickness variation of the residual strain in the structural layer of interest before it is
released [3]. ASTM standard test method E 2246 [3] on strain gradient measurements is an aid in the design and fabrication of
MEMS devices [31-32]. It can be used to determine the maximum distance that a MEMS component can be suspended, say, in
air before it begins to bend or curl.

This section on strain gradient is not meant to replace but to supplement the ASTM standard test method E 2246 [3], which
more completely presents the scope, significance, terminology, apparatus, and test structure design as well as the calibration
procedure, measurement procedure, calculations, precision and bias data, etc. The NIST-developed strain gradient test
structures on RM 8096 and RM 8097, as shown in Fig. 1 and Figs. 2(a and b) in the Introduction are presented in Sec. 4.1. Sec.
4.2 discusses the calibration procedure for the strain gradient measurements, and Sec. 4.3 discusses the strain gradient
measurement procedure. Following this, the uncertainty analysis is presented in Sec. 4.4, the round robin results are presented
in Sec. 4.5, and Sec. 4.6 describes how to use the MEMS 5-in-1 to verify strain gradient measurements.

4.1 Strain Gradient Test Structures

Strain gradient measurements are taken in the third grouping of test structures, as shown in Fig. SG1(a) for RM 8096 depicted in
Fig. 1, as shown in Fig. SG1(b) for RM 8097 (fabricated on MUMPs98) depicted in Fig. 2(a), and as shown in Fig. SG1(c) for
RM 8097 (fabricated on MUMPs95) depicted in Fig. 2(b).

<

3. STRAIM GRAOTEMT w-o o )

@

Figure SG1. The strain gradient grouping of test structures on (a) RM 8096, fabricated on a multi-user 1.5 zm CMOS process
[8] followed by a bulk-micromachining etch, as depicted in Fig. 1, (b) RM 8097 (fabricated on MUMPs98), as depicted in Fig.
2(a), and (c) RM 8097 (fabricated on MUMPs95), as depicted in Fig. 2(b), where (b) and (c) were processed using a polysilicon
multi-user surface-micromachining MEMS process [9] with a backside etch.

Strain gradient measurements are obtained from cantilever test structures. A cantilever test structure in the strain gradient
grouping of test structures, as shown in Figs. SG1(a and c), can be seen in Fig. SG2(a) and Fig. SG3(a), respectively, for the
bulk-micromachined chip (RM 8096) and the surface-micromachined chip (RM 8097 fabricated on MUMPs95) with a backside
etch. Applicable data traces taken from these test structures are given in Figs. SG2(b and c) and Figs. SG3(b and c),
respectively.
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Figure SG2. For a cantilever test structure on RM 8096, (a) a design rendition,
(b) an example of a 2D data trace used to locate the attachment point of the cantilever in (a),*
and (c) an example of a 2D data trace taken along the length of the cantilever in (a)*.

 Copyright, ASTM International, 100 Barr Harbor Drive, West Conshohocken, PA 19428, USA. Reproduced via permissions
with ASTM International.
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The specifications for the cantilevers shown in Figs. SG1(a, b, and c¢) for RM 8096 and RM 8097 are given in Table SG1.

Table SG1. Cantilever Configurations for Strain Gradient Measurements

RM Width Length Structural Orientation Quantity of Beams
(pm) (um) Layer

RM 8096 40 200, 248, oxide 0° three of each length
300, 348, (or 15 beams)

400 180° three of each length
(or 15 beams)

RM 8097 16 400, 450, polyl 90° three of each length
500, 550, (or 27 beams)

600, 650, 180° three of each length
700, 750, (or 27 beams)

800 poly2 180° three of each length
(or 27 beams)

For RM 8096: On RM 8096, all oxide cantilevers shown in Fig. SG1(a) are designed with both a 0° orientation and a 180°
orientation. As seen in this figure, the length of a cantilever (in micrometers) is given at the top of each column of cantilevers
following the column number (i.e., 1 to 5). These design lengths (and the design width) are specified in Table SG1. There are
three cantilevers designed at each length for each orientation. Therefore, there are 15 oxide cantilevers with a 0° orientation and
15 oxide cantilevers with a 180° orientation.

As specified in Sec. 1.4.1, the exposed silicon, as shown in Fig. SG2(a), is isotropically etched in XeF to release the cantilever
by removing the silicon around and beneath the cantilever. The dimensional markers are instrumental in firming up the support
region. They also can be used to measure the small amount of SiO, that has also been etched in XeF5,%*® however the tip of the
cantilever will also be etched a comparable amount so that the length of the cantilever should remain the same. The etch stop,
also shown in this figure, helps to inhibit the etch away from the test structure to shield neighboring structures from the etch. It
consists of an n-implant designed to surround the active area. Figs. YM2(a, b, and c¢) shows a cantilever test structure on RM
8096. As can be seen in Fig. YM2(c), there is undercutting of the cantilever.

An oxide cantilever consists of four SiO, layers. The thickness of these cantilevers is calculated using Data Analysis Sheet T.1.
See Sec. 8 for specifics. Even though the beam is made up of four layers of SiO,, the layers may not have the same properties.
Due to this deviation from the ideal composition of the cantilever, an effective strain gradient is reported on the RM Report of
Investigation presented in Sec. 4.6. Also, an effective value is reported (as specified in Sec. 4.3) due to excessive curvature of
the cantilever making it difficult to obtain data beyond 250 pm along the length of the cantilever.

For RM 8097: On RM 8097, there are three arrays of cantilevers for strain gradient measurements, as shown in Figs. SG1(b and
¢). Two of these arrays consist of polyl cantilevers (as indicated by a “P1” symbol) and one array consists of poly2 cantilevers
(as indicated by a “P2” symbol). The cantilevers within the top polyl array have a 90° orientation, and the remaining polyl
array along with the poly2 array have cantilevers with a 180° orientation. The design dimensions of the cantilevers are given in
Table SG1.

Fig. SG3(a) shows one of the poly2 cantilevers in the strain gradient grouping of test structures shown in Fig. SG1(c) for RM
8097 (fabricated on MUMPs95). The poly2 cantilever pad design shown in Fig. SG3(a) is similar to the pad design shown for
the cantilever given in Fig. YM4(a). [For the chips fabricated on MUMPs98, in the strain gradient grouping of test structures,
the poly2 anchor lip is extended an additional 2 um (on the same side as the beam only) to make the poly2 layer in the pad 76
pm x 78 um. This provides more interferometric data points on the poly2 layer before any additional topography changes are
noticeable by the interferometric microscope.]*’ The pad includes both polyl and poly2. By including polyl in the anchor
design, the polyl and poly2 fuse during the fabrication process to make a more rigid and reliable attachment point.

To make an even more rigid attachment point, in the poly2 cantilever pad design shown in Fig. SG3(a) for RM 8097 (fabricated
on MUMPs95), the poly2 layer is also anchored to the nitride on either side of the cantilever. These additional anchors are not

% The design dimension from the dimensional marker to the exposed silicon is 16 um, as shown in Fig. SG2(a).

37 In like manner, the poly1 cantilever pad design on RM 8097 (fabricated on MUMPs95) is similar to the pad design shown for the cantilever given in Fig.
YM3(a). For the chips fabricated on MUMPs98, in the strain gradient grouping of test structures, the protruding poly1 anchor lip is extended an additional 2 um
(on the same side as the beam only) to make the poly1 layer in the pad 76 um x 78 um, which provides more interferometric data points on the exposed polyl.
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required for strain gradient measurements and are not included in the strain gradient grouping of test structures on RM 8097
(fabricated on MUMPs98).%

Also, as seen in Fig. YMA4(b), a flat cantilever is not fabricated. There is an approximate 600 nm vertical transition (or kink) in
the cantilever. As shown in Fig. SG3(a), an opening is created on the backside of the wafer for a backside etch. This etch
removes the material beneath the cantilevers to ensure the existence of cantilevers that have not adhered to the top of the
underlying layer. Earlier in the fabrication process, the nitride layer is patterned using a mask similar to that used to create the
openings in the backside of the wafer, however, all the features may be bloated by an amount that is expected to change for
different processing runs. As a result, the polysilicon cantilevers traverse an approximate 600 nm fabrication step over the
nitride, as can be seen in Fig. YM4(b) and Fig. YMS5. For the double stuffed pad designs for the polyl and poly2 cantilevers on
the RM 8097 chips fabricated on MUMPSs95 [9], this step is approximtely 25 um from the anchor lip (or 38 um from the anchor
when the opening for the backside etch is designed 65 pum from the anchor). Viable data can be taken along the cantilever
without encompassing the kink so that it is not necessary to call the resulting strain gradient value “effective” due to this kink.

4.2 Calibration Procedures for Strain Gradient Measurements

For RM strain gradient measurements, the interferometric microscope is calibrated in the z-direction as specified in Sec. 5.2 for
step height calibrations as used with the MEMS 5-in-1. The interferometric microscope is calibrated in the x- and y-directions
as given in Sec. 6.2 for in-plane length calibrations. These calibration procedures are the same as those for residual strain and
in-plane length measurements, as indicated in Sec. 3.2 and Sec. 6.2, respectively.

A different calibration procedure for measurements taken in the z-direction is used for earlier versions of the uncertainty
equation given in Sec. 4.4.2. For this different calibration procedure, Eq. (SH2) in Sec. 5.2 is used with six measurements taken
along the certified area of the physical step height standard before the data session and six measurements taken along the
certified area after the data session.

4.3 Strain Gradient Measurement Procedure

Strain gradient measurements are taken from a cantilever test structure, such as shown in Fig. SG3(a). To obtain a strain
gradient measurement, the following steps are taken for RM 8097 (consult the standard test method [3] for additional details and
for modifications to these steps for a bulk-micromachined test structure on RM 8096):
1. Five 2D data traces, such as shown in Fig. SG3(a), are extracted from a 3-D data set.
2. From Traces a and e, the uncalibrated values typically from Edge 1 (namely, X1yppera and x1yppere) along with the
corresponding values for n1, and nle, respectively, are obtained (as defined and specified in Sec. 6.3 for in-plane
length measurements). These four values are entered into Data Analysis Sheet SG.3 along with the uncalibrated y
values associated with these traces (namely, ya and ye).
For the pad designs on RM 8097 (especially for the MUMPs95 chips) that include both polyl and poly2, it may be
a bit challenging to locate the values to input for x1yppert associated with the applicable polyl or poly2 corner
points. This is due to a nearby topography change as seen in Figs. YM3 and YM4. In these cases where multiple
data points are not obtained on top of a small platform, upon examination of the design construct in conjunction
with extracted 2D data traces, it is possible to determine the approximate height of the corner or corners of interest.
Then, X1yppert can be identified as the applicable point that has this approximate height value.
The main purpose of these entries is to calculate the misalignment angle, «, as shown in Fig. SG4 between Edge 1
and a line drawn perpendicular to Traces a and e. The following equation is used:

4| Ax cal,
a=tan"| — , Where (SG1)
Ay cal,
AX = Xluppera - Xluppere » and (562)

% In like manner, in the poly1 cantilever pad design for RM 8097 (fabricated on MUMPs95), the poly1 layer is also anchored to the nitride on either side of the
cantilever. These anchors are not included in the strain gradient grouping of test structures on RM 8097 (fabricated on MUMPs98).
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Ay=y,-Y, . (SG3)

An alternate edge [such as Edge 4 in Fig. SG3(a)] may be used instead of Edge 1 if (nda + nde) < (N1 + nle).

3. Another purpose of the entries associated with Traces a and e is to ensure that the uncalibrated x-values for the
strain gradient data points (obtained in the next step) are all greater than x14ye as calculated below (assuming a 0°
orientation):*®

1 _ Xluppera+ Xluppere
X ave 2

(SG4)

(Note that the cantilever in Fig. SG3(a) has a 180° orientation.) Therefore, it is preferable to provide Edge 1
inputs, if possible. If an alternate edge is used, special care must be taken to ensure that all the uncalibrated x-
values (obtained in the next step) are greater than an estimate for X14ye (assuming a 0° orientation). However, for
the test structure shown in Fig. SG3(a), a backside etch is used. As a result, for the process used, the cantilever
traverses an approximate 600 nm fabrication step over the nitride used in conjuntion with the backside etch (as
specified in Sec. 4.1) as seen in Fig. YM4(b) and Fig. YM5. Therefore, uncalibrated x-values obtained in the next
step should all be greater than an estimate for X6y for this test structure (assuming a 0° orientation). It should be
mentioned that if there is remaining debris in an attachment corner of the cantilever to the beam support (such as
may be the case for some cantilevers on RM 8096), then the uncalibrated x-values obtained in the next step should
all be greater than an estimated uncalibrated x-value corresponding to where the cantilever is first free of this
debris (assuming a 0° orientation).

4. The 2D data along the cantilever from Traces b, ¢, and d, as shown in Fig. SG3(c) for one data trace, are used to
obtain three independent measurements of strain gradient. This is done for one data trace as follows:

a. Eliminate the data values at both ends of the trace that will not be included in the modeling. This would
include all data values outside and including Edges 1 and 2 in Fig. SG3(a) and all data values outside and
including the data transition [such as, Edge 6 as shown in Fig. SG3(c)].

b. Choose three representative data points (sufficiently separated) among the remaining data points, as
shown in Fig. SG3(c). The three uncalibrated points are called (x1, z1), (X2, z2), and (X3, z3) where the
uncalibrated x values (namely, x1, x2, and x3) are all greater than x1aye (Or X64ve, if Edge 6 is present),
assuming a 0° orientation. (For cantilevers with a 180° orientation, as given in Fig. SG3(a), negate the x
values of all the data points such that x1ave < X1 < X2 < X3 < X2ave.) The three data points are entered into
Data Analysis Sheet SG.3.

c. To account for the misalignment angle, «, as shown in Fig. SG5, and the x-calibration factor, caly, the

values obtained above for x1a4ve, X1, X2, and x3 become f, g, h, and i, respectively, along the v-axis (the axis
assumed to be aligned with respect to the in-plane length of the cantilever) as also shown in Fig. SG5.
The uncalibrated z-values of the data points along the cantilever remain the same, which assumes there is
no curvature of the cantilever across the width of the cantilever. Therefore, the calibrated data points

along the cantilever become (g, z1 caly), (h, z2 cal,), and (i, z3 cal;). The equations for f, g, h, and i, are

given below:
f=x1,cal, , (SG5)
g =(x.cal —f)eosa+f | (SG6)
h=(x,cal, —f)cosa+f ,and (SG7)
i =(x,cal, — f)eosa+f . (SG8)

%9 Note that the cantilever in Fig. SG3(a) has a 180° orientation. For a 180° cantilever orientation, all x-values should be multiplied by —1 before entering them
into Data Analysis Sheet SG.3 to satisfy this criterion.
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A circular arc (as seen in Fig. SG6 for a cantilever with a 0° orientation) is used to model the out-of-plane
shape of the cantilever.

Edge 1

+» Trace a

+» Tracee

Figure SG4. Sketch showing the misalignment angle, a, between Edge 1 and a line drawn perpendicular to Traces a and e.
In this sketch, it is assumed that the x- and y-values are calibrated.

Edge 1

f:X].ave Calx

——————— 24 1€ oo g€ ___p Trace a

Figure SG5. Sketch used to derive the appropriate v-values (f, g, h, and i) along the length of the cantilever
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Figure SG6. A circular arc function plotted with derived data for a cantilever with a 0 °orientation.

d. The strain gradient, sg; or sqor (where the substrcipt “t” refers to the data trace being considered), is
calculated using one of the following equations [14]:

S . ~— 15 or (SG9)

gcorrectian !

(SG10)

gcorrection ?

S0 TR —s/2)] " °

int

where sgot is the strain gradient when & equals zero, Rjn is the radius of the circle describing the shape of
the topmost surface of the cantilever as measured with the interferometer, t is the thickness of the
cantilever, and where s = 1 for downward bending cantilevers (or if data were taken from the bottom of an
upward bending cantilever) and s = —1 for upward bending cantilevers (unless data were taken from the
bottom of an upward bending cantilever). Also in the above equation, Sgcorrection iS @ Strain gradient
correction term intending to correct for any variations associated with length (and also any deviations
from the ideal cantilever geometry and/or composition) as discussed in more detail in the next step. For a
more complete analysis and a derivation of this equation (without the correction term), consult reference
[14].
The strain gradient correction term, Sgcorrection, IS intended to correct for any variations associated with length,
and is also assumed to correct for deviations from the ideal cantilever geometry and/or composition. To obtain
Sgcorrection associated with a given length cantilever in a given process, strain gradient measurements are obtained
from different length cantilevers with three different cantilevers measured at each length. Therefore, for RM 8096,
the design lengths of the measured cantilevers are 200 um, 248 pum, 300 pum, 348 um, and 400 um. And, for RM
8097, the design lengths of the measured cantilevers are 400 um, 450 pum, 500 pum, 550 pm, 600 pm, 650 pum, 700
pm, 750 pm, and 800 um. Plots are made of sq versus the design length, Lges, for the material of interest. For RM
8096, due to the excessive curvature of the cantilevers making it difficult to obtain data beyond the first 250 pm
along its length, it is assumed that sgcorrection=0 for the shorter length cantilevers as specified in Table 3 and an
effective strain gradient is entered on the RM Report of Investigation. Only the shorter length cantilevers will be
used for the RM 8096 measurements. For RM 8097, the values for sgcorrection for both polyl and poly2 are given
in Table 4.
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6. The resulting strain gradient value, sg, is the average of the strain gradient values obtained from Traces b, ¢, and d
as given below:

S, +S,.+S
_ 2ob " >go " Vgd (SG11)
9 3

4.4 Strain Gradient Uncertainty Analysis

In this section, uncertainty equations are presented for use with strain gradient. The first uncertainty equation (presented in Sec.
4.4.1) is used for the MEMS 5-in-1. The equations used in the round robin experiment and other previous work are presented in
Sec.4.4.2.

4.4.1 Strain Gradient Uncertainty Analysis for the MEMS 5-in-1

For the MEMS 5-in-1, the combined standard uncertainty, Ucsg3, for strain gradient measurements with twelve uncertainty
components is given by the following equation;

2 2 2 2 2 2 2 2
_ uW + uzres + uxcal + uxres + uRave + unoise + ucert + urepeat(shs)
Usgs = ) ) ) ) , (SG12)
+ udrift + uIinear + ucorrection + urepeat(samp)

with additional sources of uncertainty considered negligible. A number following the subscript “sg” in “Ucsg” indicates the data

analysis sheet that is used to obtain the combined standard uncertainty value. Therefore, ucsgz implies that Data Analysis Sheet
SG.3[3,13] is used.

In Eq. (SG12), uy is the uncertainty due to variations across the width of the beam, uzres is the uncertainty due to the resolution
of the interferometer in the z-direction, uxca is the uncertainty due to the calibration in the x-direction, and uyyes is the
uncertainty due to the resolution of the interferometric microscope in the x-direction. Next, Urave iS the uncertainty due to the
sample’s surface roughness, Ungijse IS the uncertainty due to interferometric noise, ucert is due to the uncertainty of the value of
the physical step height standard, Urepeat(shs) is the uncertainty due to the repeatability of a measurement taken on the physical
step height standard, ugrift is the uncertainty due to the amount of drift during the data session, and Ujinear is the uncertainty due
to the deviation from linearity of the data scan. Then, in Eq. (SG12), Ucorrection iS the uncertainty in the strain gradient

correction term due to geometry and/or composition deviations from the ideal cantilever and Urepeat(samp) i the uncertainty of
strain gradient repeatability measurements taken on cantilevers processed similarly to the one being measured.

With a few variations, the combined standard uncertainty equations and the calculations for each uncertainty component are
similar to those presented for residual strain measurements. Therefore, refer to Sec. 3.4.1 for the general approach. More
specifically, refer to Tables SG2, SG3, SG4, and SG5 where mention is made of Tables RS2, RS3, RS4, and RS5, respectively.
In addition, replace the words “residual strain” with the words “strain gradient,” replace “fixed-fixed beams” with “cantilevers,”
replace &r-jow With Sq-jow, &r-high With Sg-high, Zxx With zy, and replace Eq. (RS23), Eq. (RS24), and Eq. (RS25) with Eg. (SG12),
Eq. (SG13), and Eq. (SG14), respectively, where:

ZIinear = (ZX - Zl)zlin (where z4 and z; are considered calibrated values for this discussion), and (SG13)

u =0 S, - (SG14)

repeat(samp)t repeat(samp) < gt

In determining the combined standard uncertainty, a Type B evaluation [21-23] (i.e., one that uses means other than the
statistical Type A analysis) is used for each source of uncertainty, except where noted in Table SG2.
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Table SG2. Determination of the Strain Gradient Uncertainty Components in Eq. (SG12) for the MEMS 5-in-1 [3]

Uncertainty Method to Obtain Gor
a -
Component Sg-high and Sq _iow, U equation
if applicable /’gfr
1. uw - G/A Uy =STDEV (S, Sy, Sga)
2. Ugzres using d=(1/2)zyes u/B ‘S g
in Table SG3 Uy = [Tg-high “g-low}
2413
u _ uzresb + uzresc + uzresd
zres 3
3. Uxcal using calymin for caly where G/B s s
I _ | 3 I /rul g-high g-low
cal,, =cal, —oo,cal, /ruler, uxcalt = 6
and calymay for calx where
u + U +Uu
cal,.,, =cal, +3o0,,cal, /ruler, U, =—2b X;j'C xeald
4, Uxres USing d:(1/2)Xres(Calx)COS(a) U / B ‘S -5
. g-high g-low
in Table SG4 Upy =———————
23
u _ uxresb + uxresc + uxresd
xres 3
5. URave Using d:3GRave in Table SG3 G/B S -5
1 u _ g-high g-low
where Crave = 5 Rave Ravet — 6
u _ uRaveb + uRavec + uRaved
Rave 3
6. Unoise USiI’lg d=30n0ise in Table SG3 G/B S -5
1 _ g-high g-low
where Croice = E(Rmve R, Unoiset = 6
u _ unoiseb + unoisec + unoised
noise — 3
7. Ucert using d=3(z,—21) ocert /cert G/B ‘ s g
in Table SG5 where zy is the column heading® U . = g-high ~ “g-low
certt 6
u _ L'Icertb + ucertc + ucertd
cert — 3
8. u : - G/B ‘ _
repeat(shs) using d=3(z,~21) Gssame / L6same ! _ [Sg-nigh ™ Sg-tow
. . . hs)t —
in Table SG5 where zy is the column headlngC repeatlshs)t 6
urepeat(shs) = (urepeat(shs)b
+ urepeat(shs)c + urepeat(shs)d ) / 3
9. Ugrift using d=(z,—z1)zgrircal, /(2 cert) uU/B s s
_ [Pg-high ~ 9g-low

in Table SG5 where zy is the column headingC

Ugie ==
driftt 2\/5
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Uit + Uarire + Uaring
Ugrig = 3

10. Ulinear

USing d:ZIinear
in Table SG5

u/B

_ ‘Sg—high - Sg—low
uIineart - 2\/5

_ uIinearb + uIinearc + uIineard

uIinear - 3

11. Ucorrection

G/B

u u

correctiort

/3

correction —

Sgcorrectim

12. Urepeat(samp)

G/A

urepeat(samp)t = Grepeat(samp)sgt

u repeat(samp) = (U repeat(samp)b

+ urepeat(samp)(: + urepeat(samp)d )/ 3

& «G” indicates a Gaussian distribution and “U” indicates a uniform distribution.
b Type A or Type B analysis

© For ease of presentation, zx and z; in this table are considered calibrated. (Actually, these values are uncalibrated as presented earlier

in this SP 260. Therefore, the uncalibrated values should be multiplied by cal; before use in this table.)

Table SG3. Three Sets of Inputsa for Strain Gradient Calculations to Determine Uzrest, Uravet, Unoiset, @and usampb

71 12 3
1 1 2 z3
2 71+d 7o—d z3+d
3 71—d z2o+d z3—d
a

For ease of presentation, the values for z1, z2, and z3 in this table are assumed
to be calibrated.

In this table, d=(1/2)z,¢5 to determine Uzrest, d=3 oRave to determine Urayet,

d=3onpise t0 determine Upgiset, and in Sec. 4.4.2 d=3 osamp to determine Usamp.

Table SG4. Seven Sets of Inputsa for Strain Gradient Calculations to Determine Uxrest

g h i
1 g h i
2 g+d h i—d
3 g-d h i+d
4 g+d h+d i—d
5 g+d h-d i—d
6 g-d h+d i+d
7 g-d h-d i+d

& 11 this table, d=(1/2)xyes(Caly)cos(a)-
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Table SG5. Three Sets of Inputsa for Strain Gradient Calculations
. b
to Determine Ucertt, Urepeat(shs)t: Udriftt Ulineart, and Uzcal

1 V4] 73
1 Z1 V4] 73
2 71 2+d z3+d
3 Al 22—d Z3—d

a . .
For ease of presentation, the values for z1, zp, and z3 are assumed to be calibrated
in this table and in the applicable equations for d.

b . . . .
In this table, d=3(zy—z1) ocert /cert to determine ucerit Where z, is the column heading,

d=3(zx—21) o6same / Ze same 10 determine Urepeat(shsyt: d=(2x—21)Zaritt cal, /(2 cert) to

determine Ugriftt, d=Zjinear t0 determine Ujineart, and in Sec. 4.4.2 d=3(zy—21) 0ycal /cert
to determine Uycq).-

The expanded uncertainty for strain gradient, Usg, is calculated using the following equation:

U, =ku

sg csg3 -

2ucsgS ) (SG15)

where the k value of 2 gives an expanded uncertainty approximating a 95 % level of confidence.

Reporting results [21-23]: If it is assumed that the estimated values of the uncertainty components are approximately
Gaussianly distributed with approximate combined standard uncertainty ucgs, the strain gradient is believed to lie in the interval
Sy * Ucsga (expansion factor k=1) representing a level of confidence of approximately 68 %.

4.4.2 Previous Strain Gradient Uncertainty Analyses

In this section, two uncertainty equations are presented; one that was used in the round robin experiment and one that was used
before Eq. (SG12). For these equations, the strain gradient is assumed to be the strain gradient value obtained from Trace ¢
without a correction term and it is assumed that a = 0.

The uncertainty equation used in the round robin experiment uses six sources of uncertainty with all other sources of uncertainty
considered negligible. This strain gradient uncertainty equation (as calculated in Data Analysis Sheet SG.1 [13] and in ASTM
standard test method E 2246-05 [41]) with six sources of uncertainty is as follows:

2 2 2 2 2 2
ucsgl = \/UW + uzres + usamp + uzcal + uxcal + uxres ' (5616)

A number following the subscript “sg” in “Ugsg” indicates the data analysis sheet that is used to obtain the combined standard
uncertainty value. Therefore, ucsg1 implies that Data Analysis Sheet SG.1 is used. In Eq. (SG16), Uw, Uzres, Uxcal, and Uxres are
defined in Sec. 4.4.1. Also in the above equation, Usamp is the uncertainty due to the sample’s peak-to-valley surface roughness
as measured with the interferometer, and ucg is the uncertainty of the calibration in the z-direction. These six uncertainty
components are calculated as specified in Sec. 3.4.2, replacing the words “residual strain” with the words “strain gradient,”
“fixed-fixed beams” with “cantilevers,” &-jow With Sg-low, @and &r-high With Sg.high. In addition, refer to Tables SG2, SG3, SG4,
SG5, and SG6 where mention is made of Tables RS2, RS3, RS4, RS5, and RS6, respectively.
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Table SG6. Determination of Some Strain Gradient Uncertainty Components in Eq. (SG16) and Eq. (SG17) [11,41]

Uncertainty Method to Obtain Gor U? equation
b
Component Sg—high and Sq _jow /AorB
1. uw using Trace b, U/B ‘S s
Trace c, and Trace d u g-high — “g-low
=
213
2. Ugzres using d=(1/2)zres u/B ‘S s
in Table SG3 U, g-high  “g-low
2.3
3. usamp USIng d:3Gsamp G / B ‘S . _S
in Table SG3 _ g-high  “g-low
usamp
6
4. Ugcal using d=3(z,—21) Oycal /ceTt G/B ‘S .
in Table SG5 where z is the column heading® U, = g-high  “g-low
ZCa 6
3. Uxcal using calymin for caly where G/B _
Sg—high Sg—Iow
cal,.;, =cal, —30,,cal, /ruler, Uy = :
and calymay for caly where
cal,.., =cal +3o,,.cal /ruler,
6. uXI’es USIng d:(llz)Xres(CaIX) U / B ‘S . _ S
in Table SG4 U, =_ome e
23
7.u . - u/B
repeat(shs) using d=(z,—21)Zrepeat(shs) /(2 £6 ) . ~ ‘Sg—high ~ Sy tow
in Table SG5 where zy is the column heading® repeat(shs) 2\/§

# «G” indicates a Gaussian distribution and “U” indicates a uniform distribution.

b Type A or Type B analysis
® For ease of presentation, zx and z; in this table are considered calibrated. (Actually, these values are uncalibrated as presented earlier

in this SP 260, therefore, the uncalibrated values should be multiplied by cal; before use in this table.)

In determining the combined standard uncertainty, a Type B evaluation [21-23] (i.e., one that uses means other than the
statistical Type A analysis) is used for each source of uncertainty. Table SG7 gives example values for each of these uncertainty

components as well as the combined standard uncertainty value, Ucsg:.
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Table SG7. Example Strain Gradient Uncertainty Values®
From a Round Robin Surface-Micromachined Chip

source of uncertainty or descriptor uncertainty value

(m™)
1. uw variations across the width of the beam 0.186
2. Ugres interferometric resolution in z-direction 0.037
3. Usamp interferometric peak-to-valley surface roughness 0.423
4. Uycal calibration in z-direction 0.012
5. Uycal calibration in x-direction 0.013
6. Uyres interferometric resolution in x-direction 0.056
T combined standard uncertainty for strain gradient 0.467

a
As determined in ASTM standard test method E 2246-05 [41] using Eq. (SG16) for a cantilever with a design length of 550 pm and with
a 0° orientation.

Y This value for Ucsg1 Was used in the round robin (see Sec. 4.5) and is incorporated into the calculations of ucsgiave as presented in the
sixth row of Table SG8, which uses Eq. (SG16).

An expanded version of the uncertainty calculation presented in Eq. (SG16) is given below, which includes ten sources of
uncertainty:

2 2 2 2 2 2 2 2 2 2
ucsgz = \/UW + uzres + uxcal + uxres + uRave + unoise + ucert + urepeat(shs) + udrift + uIinear ' (SG]'?)

This calculation is done using Data Analysis Sheet SG.2 [13]. The first four components (Uw, Uzres, Uxcal, and Uyres) are
calculated as they are calculated for use in Eqg. (SG16) using only Trace c. By using the above equation [instead of Eq. (SG16)],
the z-calibration procedures are the same for the different applicable measurements in this SP 260 for the MEMS 5-in-1 RMs
[by using a procedure such as given in Sec. 5.2 for step height measurements (as used with the MEMS 5-in-1) as opposed to the
method referred to in Sec. 4.2 for earlier versions]. Therefore, the component, Uz in Eg. (SG16) gets replaced with the
components Ucert, Udrift, and Ujinear as described in Sec. 3.4.1 (after making the appropriate substitutions and using only the data
from Trace c) and with the component Urepeat(shs) as described in Sec. 3.4.2 (after making the appropriate substitutions). Also,
to provide more physical understanding to the resulting uncertainties, the uncertainty component usamp in Eq. (SG16) is replaced
with the components Urave and Unpise in EQ. (SG17). These two components are described in Sec. 3.4.1 (after making the
appropriate substitutions and using only the data from Trace c).

4.5 Strain Gradient Round Robin Results

The MEMS Length and Strain Round Robin repeatability and reproducibility results are given in this section for strain gradient
measurements. The repeatability data were taken in one laboratory using an optical interferometer (see Sec. 1.1.2). Unlike the
MEMS 5-in-1 chips shown in Figs. 2(a and b) for RM 8097, a similarly processed surface-micromachined test chip (from
MUMPs46 [9] and without the backside etch) was fabricated on which strain gradient measurements were taken from polyl
cantilever test structures having a 0° orientation and from poly1 cantilevers having a 90° orientation. An array of the cantilevers
on the round robin test chip with a 0° orientation is shown in Fig. SG7. Each cantilever array has design lengths from 400 um to
800 pum, inclusive, in 50 um increments. (All the cantilevers are 10 um wide.) However, only the design lengths between 400
um to 750 um, inclusive, were used in obtaining the repeatability data. Therefore, with three beams designed at each length, 48
measurements were taken (24 measurements at each orientation). See Fig. SG8(a) for a design rendition of a polyl cantilever
on the round robin test chip and Figs. SG8(b and c) for applicable 2D data traces taken from this cantilever.
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Figure SG7. An array of cantilevers on the round robin test chip.
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Figure SG8. For a cantilever test structure on the round robin test chip, (a) a design rendition,
(b) an example of a 2D data trace used to locate the attachment point of the cantilever in (a),
and (c) an example of a 2D data trace taken along the length of the cantilever in (a).

For the reproducibility data,*® a round robin test chip was passed from laboratory to laboratory. Each participant was asked to
obtain a strain gradient measurement from two polyl cantilevers in an array, such as shown in Fig. SG7, that had either a 0°
orientation or a 90° orientation. One of the cantilevers was requested to have a design length of 650 um. The design length for
the other cantilever could range from 500 pum to 650 um, inclusive. The results from one of the two cantilevers is presented
below. Following the 2002 version of ASTM standard test method E 2246 [42] for strain gradient measurements, the raw,
uncalibrated measurements were recorded on Data Analysis Sheet H (similar to the existing Data Analysis Sheet SG.1 [13]) for
measurements of strain gradient.

Table SG8 presents the strain gradient repeatability and reproducibility results. In this table, n is the number of measurements
followed by the average of the repeatability or reproducibility measurement results (namely, sgave). For the repeatability
measurements only, orepeatsamp) 1S given, which is the relative standard deviation of the repeatability strain gradient
measurements. Then, the +20¢q limits are given, where ogg is the standard deviation of the strain gradient measurements,

followed by the average of the repeatability or reproducibility combined standard uncertainty values (i.e., Ucsgave) for different
calculations.

%0 Between-laboratory variability pertains to test results obtained in different laboratories on random test units from the same lot of
homogeneous material
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Table SG8. Strain Gradient Measurement Results

Repeatability results Repeatability results Reproducibility results
Ldes= 500 pm to 650 pm | Lges= 400 pm to 750 pm | Lges= 500 pm to 650 um
1n 24 48 6
2. Sgave 471m™* 497m* 467mt
3. Orepeat(samp) 13 % 20 % -
. +1.2m™ +20m™* +1.7m*
4. +20gq limit
(fsg ImIts (i 25 %) (i 40 %) (i 37 %)
5. chglavea 0.73m™ 0.84m* 0.56 m*
(14 %) (17 %) (12 %)
6. chglaveb 047m™ 056 m™* —
(10 %) (11 %)
7. chgZaveC 0.44m™ 0.52m™ -
(9.5 %) (11 %)
8. Ucsg3ave 0.74m™ 1.12m™ -
(16 %) (23 %)

# Where Ucsgy is determined in ASTM standard test method E 2246-02 [42]. For this calculation, the Usamp and Uzca) components

in the Ucggy calculation in Eq. (SG16) are combined into one component. For this component, assuming a uniform (that is, rectangular)
probability distribution, the limits are represented by a £20 nm variation in the z-value of the data points. Also, in ASTM standard

test method E 2246—02, Ujres=Uxcal=Uxres=0 m ™.

b\Where Ucsgy is determined in ASTM standard test method E 2246-05 [41] using Eq. (SG16).

© Where Ucsgz is determined using Eqg. (SG17).

4 Where Ucsga is determined using Eq. (SG12).

Comments concerning the round robin data include the following:
a) Plots: In this round robin, random length cantilevers were measured. As such, there are at least two variables
(orientation and length) as discussed below.
i) Orientation: Figure SG9 is a plot of sy versus orientation, which reveals no obvious orientation dependence.
i) Length: Figure SG10 is a plot of sy versus design length, where the data indicate a decrease in the strain gradient
for increasing length (for Lges = 400 um to 600 um) that levels off (from Lges=600 pum to 750 um).

Strain Gradient Data for Two Different

. Cantilever Crientations
'I|l' -
ﬁ -

= 5

E

g _

“ 2 Sgavex=2.05 M ' Sgavey = 4.89 m*
| +205 limits = +40 % 205 limits = +41 %
0 T T T !

-4k 0 45 a0 135
Orientation (degrees)

Figure SG9. A plot of sq versus orientation®.

! Copyright, ASTM International, 100 Barr Harbor Drive, West Conshohocken, PA 19428, USA. Reproduced via permissions
with ASTM International.
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Strain Gradient Plotted Versus Length
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) Sgave=9.71m
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Figure SG10. A plot of sq versus length for two different orientations.*

b) Precision: The repeatability and reproducibility precision data appear in Table SG8. In particular, for the 205y limits, the
repeatability data (i.e., 25 %) are tighter than the reproducibility data (i.e., 37 %) for the same span of design lengths. This is
due to the repeatability measurements being taken in the same laboratory using the same instrument by the same operator. It is
interesting to note that the Ucsgiave Values for the repeatability measurements are slightly higher than the ucsg1ave Values for the
reproducibility measurements.

c) Bias: No information can be presented on the bias of the procedure in ASTM standard test method E 2246 for measuring
strain gradient because there is not a certified MEMS material for this purpose.

4.6 Using the MEMS 5-in-1 to Verify Strain Gradient Measurements

To compare your in-house strain gradient measurements with NIST measurements, you will need to fill out Data Analysis Sheet
SG.3. (This data analysis sheet is accessible via the URL specified in the reference [13], a reproduction of which is given in
Appendix 3.) After calibrating the instrument, locating the test structure, taking the measurements, and performing the
calculations, the data on the completed form can be compared with the data on the RM Report of Investigation and the
completed data analysis sheet supplied with the MEMS 5-in-1. Details of the procedure are given below.

Calibrate the instrument: Calibrate the instrument as specified in Sec. 4.2 for RM measurements. Obtain the inputs for Table 1
in Data Analysis Sheet SG.3.

Locate the cantilever: In the third grouping of test structures, shown in Figs. SG1(a, b, and c), on the MEMS 5-in-1 chips
shown in Fig. 1 and Figs. 2(a and b) for RM 8096 and RM 8097 (fabricated on MUMPs98 and MUMPs95), strain gradient
measurements are made. Cantilever test structures are provided for this purpose, as shown in Fig. SG2(a) for RM 8096 and as
shown in Fig. SG3(a) for the poly2 cantilevers on RM 8097 (fabricated on MUMPs95). Data Analysis Sheet SG.3 requires
measurements from one cantilever test structure. The specific test structure to be measured can be deduced from the data
entered on the NIST-supplied Data Analysis Sheet SG.3 that accompanies the RM.

For the strain gradient grouping of test structures for RM 8096, as shown in Fig. SG1(a), the target test structure can be found as
follows:
1. The input design length (i.e., input #4 on Data Analysis Sheet SG.3, a reproduction of which is given in Appendix
3) specifies the design length of the cantilever. The design length of the cantilever (in micrometers) is given at the
top of each column of test structures in Fig. SG1(a) following the column number (i.e., 1 to 5), therefore design
length can be used to locate the column in which the target test structure resides. Design lengths for the cantilever
test structures are given in Table SG1.
2. The input which cantilever (i.e., input #6) specifies which cantilever in the column to measure (i.e., the “first,”

“ 1bid.
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“second,” “third,” etc.) regardless of the orientation.

3. The input orientation (i.e., input #8) can be used as a form of verification. The cantilevers are designed at both a 0°
and a 180° orientation with the cantilevers having a 0° orientation being the first, second, and third cantilevers in
each column and the cantilevers with a 180° orientation being the fourth, fifth, and sixth cantilevers in each column.
Therefore, either 0° or 180° will be selected for orientation.

For the strain gradient grouping of test structures for RM 8097 (fabricated on MUMPs98 and MUMPs95), as shown in Figs.
SG1(b and c), respectively, the target test structure can be found as follows:

1. The input material (i.e., input #3) is used to identify if a cantilever in a poly1 array is to be measured or if a
cantilever in a poly2 array is to be measured. The two polyl arrays in Figs. SG1(b and c) have a P1 designation and
the one poly2 array has a P2 designation.

2. The input orientation (i.e., input #8) specifies the orientation of the cantilever array. The cantilevers in the lower
left polyl array have a 180° orientation and the cantilevers in the upper polyl array have a 90° orientation. The
poly2 array has a 180° orientation.

3. The input design length (i.e., input #4) specifies the design length of the cantilever. The design length of the
cantilever (in micrometers) is given next to the second of three cantilevers of the same length, as can barely be seen
in Figs. SG1(b and c). Therefore, design length can be used to locate a set of three possible target test structures.
Design lengths for the cantilever test structures are given in Table SG1.

4. The input which cantilever (i.e., input #6) specifies which cantilever in the set of three possible target test structures
of the same length in the array to measure (i.e., the “first,” “second,” “third,” etc.). Since there are three instances of
each test structure, the radio button corresponding to “first,” “second,” or “third” is used to identify the target test
structure.

Take the measurements: Following the steps in ASTM standard test method E 2246 [3] for strain gradient measurements, the
chip is oriented under the interferometric optics as shown in Fig. SG2(a) or Fig. SG3(a)* and one 3-D data set is obtained using
typically the highest magnification objective that is available and feasible. The data are leveled and zeroed, and Traces a, b, c,
d, and e are obtained. Traces a and e are used to calculate the misalignment angle, a. From Traces a and e, measurements of

Xupper and ng (typically from Edge 1) are entered into Data Analysis Sheet SG.3. The uncalibrated values for y, and ye are also
recorded.

For RM 8096, with Data Analysis Sheet SG.3, uncalibrated data points along the cantilever for (x1, 1), (X2, z2), and (x3, z3), are
requested from Traces b, ¢, and d, shown in Fig. SG2(c).

For RM 8097 (fabricated on MUMPs98 and MUMPs95), with Data Analysis Sheet SG.3, there are data restrictions due to
deviations from the ideal geometry of the cantilever as discussed in Sec. 4.1 and Sec. 4.3. In particular, uncalibrated data points
along the cantilever for (x1, z1), (X2, z2), and (X3, z3) are requested from Traces b, ¢, and d as shown in Fig. SG3(c) for a poly2
cantilever, and these data should be taken along the cantilever such that the uncalibrated x value of each data point is greater

than x6ave (assuming a 0° orientation of the cantilever).

Perform the calculations: Enter the data into Data Analysis Sheet SG.3 as follows:

1. Press one of the “Reset this form” buttons. (One of these buttons is located near the top of the data analysis sheet
and the other is located near the middle of the data analysis sheet.)

2. Supply inputs to Table 1 through Table 3.

3. Press one of the “Calculate and Verify” buttons to obtain the results from the cantilever test structure. (One of these
buttons is located near the top of the data analysis sheet and the other is located near the middle of the data
analysis sheet.)

4. Verify the data by checking to see that all the pertinent boxes in the verification section at the bottom of the data
analysis sheet say “ok”. If one or more of the boxes say “wait,” address the issue, if necessary, by modifying the
inputs and recalculating.

5. Print out the completed data analysis sheet to compare both the inputs and outputs with those on the NIST-supplied
data analysis sheet.

Compare the measurements: The MEMS 5-in-1 is accompanied by a Report of Investigation. This Report of Investigation
specifies a strain gradient value, sg, and the expanded uncertainty, Usg, (with k=2) intending to approximate a 95 % level of
confidence. It is your responsibility to determine an appropriate criterion for acceptance, such as given below:

*3 This orientation assumes that the pixel-to-pixel spacing in the x-direction of the interferometric microscope is smaller than or equal to the pixel-to-pixel

spacing in the y-direction.
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2 2
Dy =[Sy austomy —So| < U +U (SG18)

sg(customer) sg !

where Dgg is the absolute value of the difference between your strain gradient value, Sy(customer), @nd the strain gradient value on

the RM Report of Investigation, s;, and where Usg(customer) i your expanded uncertainty value and Usg is the expanded
uncertainty on the RM Report of Investigation. If your measured value for strain gradient (as obtained in the newly filled out
Data Analysis Sheet SG.3) satisfies your criterion for acceptance and there are no pertinent “wait” statements at the bottom of
your Data Analysis Sheet SG.3, you can consider yourself to be appropriately measuring strain gradient according to the ASTM
E 2246 strain gradient standard test method [3] according to your criterion for acceptance.

An effective strain gradient value is reported for RM 8096, as shown in Fig. 1, due to deviations from the ideal geometry and/or
composition of the cantilever as discussed in Sec. 4.1 and Sec. 4.3. Most notably, the excessive curvature of the cantilevers on
this chip makes it difficult to obtain a strain gradient correction term, Sgcorrection, as discussed in Sec. 4.3. When you use ASTM
standard test method E 2246 with your own cantilever, you must be cognizant of the geometry and composition of your
cantilever because this test method assumes an ideal geometry and composition, implying that you would be obtaining an
“effective” strain gradient value if the geometry and/or composition of your cantilever deviates from the ideal.

Any questions concerning the measurements, analysis, or comparison can be directed to mems-support@nist.gov.
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5 Grouping 4: Step Height

A step height measurement is defined here as the distance in the z-direction between an initial, flat, processed surface (or
platform) and a final, flat, processed surface (or platform). These measurements can be used to determine thin film thickness
values (see Sec. 8), which are an aid in the design and fabrication of MEMS devices [31-32].

This section on step height supplements SEMI standard test method MS2 [4], which more completely presents the purpose,
scope, limitations, terminology, apparatus, and test structure design for MEMS as well as the calibration procedure,
measurement procedure, calculations, precision and accuracy, etc. In this section, the NIST-developed step height test
structures on RM 8096 and RM 8097 are described and illustrated in Sec. 5.1, the calibration procedure for step height
measurements is described in Sec. 5.2, the step height measurement procedure in Sec. 5.3, the uncertainty analysis in Sec. 5.4,
and the round robin results in Sec. 5.5. Section 5.6 describes how to use the MEMS 5-in-1 to verify step height measurements.

5.1 Step Height Test Structures

Step height measurements are taken in the fourth grouping of test structures, as shown in Fig. SH1(a) for RM 8096 depicted in
Fig. 1 in the Introduction and as shown in Fig. SH1(b) for RM 8097 depicted in Figs. 2(a and b).

H. STEP HEIGBHT s

g4 14 51 1B

<

H. STEP HEIGHT _ ,

=i I J - E - =

[ = n - u - .. : N : .. : H : y
B DK E

FE=FI FE=Fl
(b) FE=FI FE=FI FE=FI X
Figure SH1. The step height grouping of test structures on (a) RM 8096, fabricated on a multi-user 1.5 zzm CMOS process
[8] followed by a bulk-micromachining etch, as depicted in Fig. 1 and (b) RM 8097, fabricated using a polysilicon multi-user
surface-micromachining MEMS process [9] with a backside etch, as depicted in Figs. 2(a and b).

A step height test structure from each of the groupings shown in Fig. SH1 is given in Fig. SH2(a) and Fig. SH3(a), respectively.
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Figure SH2. For a step height test structure on RM 8096 as shown in Fig. 1, (a) a design rendition,
(b) a cross section, and (c) an example of a 2D data trace from (a).
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Figure SH3. For a step height test structure on RM 8097 as shown in Figs. 2(a and b), (a) a design rendition,
(b) a cross section, and (c) an example of a 2D data trace from (a).

The step height test structures on RM 8096 and RM 8097 are described below.

For RM 8096: In the grouping of step height test structures given in Fig. SH1(a) for RM 8096, there are four distinct test
structures (with three rows of each structure) for which six step height transitions are indicated by arrows above the topmost test
structure in the row. We will only be concerned with those steps associated with an arrow. For the MEMS 5-in-1, only one
occurrence of one of these six step heights is used to obtain the reference value for step height.

The six step height measurements in this grouping of test structures can be used to calculate the composite beam oxide thickness
(for Young’s modulus calculations). It is important to keep in mind that the fourth test structure (associated with the fifth and
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sixth arrows) does not have a reflective top surface for each platform and as such is intended to be used with a stylus instrument.
Consult Sec. 8 for details concerning this as well as the cross sections of each of the test structures given in Fig. SH1(a).

The approximate design dimensions of the four test structures in Fig. SH1(a) are given in Table SH1.

Table SH1. Design Dimensions (in Micrometers) as Depicted in Fig. SH4
For the Step Height Test Structures in Fig. SH1(a) For RM 8096

First Test Second Test Third Test Fourth Test
Structure Structure Structure Structure
~150 ~150 ~150 ~150
~50 ~50 ~100 ~100
~94 ~94 ~94 ~94

- reference
platform

A

Platform | Platform
w
v
+—> +—>
r r

Figure SH4. A step height test structure depicted in Fig. SH1(a).

For RM 8097: In the grouping of step height test structures given in Fig. SH1(b) for RM 8097, the step height test structures are
grouped in quads. The second quad (as indicated by the number “2” in the center of the quad) is shown in Fig. SH5. There are
four step height test structures within each quad, each with a different orientation. The upper left test structure has a 0°
orientation, the bottom left has a 90° orientation, the bottom right has a 180° orientation and the upper right has a 270°
orientation. Each of the test structures is a step from the top of the polysilicon layer called “polyl” or “p1” to the top of the
polysilicon layer called “poly2” or “p2,” or vice versa. In Fig. SH5, the “P1” and “P2” labels closest to the platform in the step
can be used to determine which platform is made of polyl and which is made of poly2. The design layer for the surrounding
reference platform is called “poly0” or “p0.”

m/\'-l :
p0 - .'l\\:;
i

FE-5
Figure SH5. Quad 2 in the step height grouping depicted in Fig. SH1(b).

There are two different sized quads in the step height grouping in Fig. SH1(b). The larger fourth and fifth quads are intended
for use with a stylus instrument, although an optical instrument can also be used. The approximate design dimensions for the
test structures in the two different sized quads are given in Table SH2, which refers to the labeling in Fig. SH6. As can be seen
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in Fig. SH6, the platform dimensions (including the anchor dimensions as given by the subscript “a”) for Platform A and
Platform B are the same.

Table SH2. Design Dimensions (in Micrometers) as Depicted in Fig. SH6
For the Step Height Test Structures in Fig. SH1(b) For RM 8097

For test structures in For test structures in
Quads 1, 2, and 3 Quads 4 and 5
I xw 60 x 110 110 x 160
la x Wy 50 x 100 100 x 150
r 100 100
R1 325 425
Ry 310 360
Fet HEm =
I- I — i- j—
| —
4 I DPlatform A
l l
+—p+—» |7 Platform B
I, I, reference
«—> <> r platform
h
Wa w R;
¥ Y
+—»
¥
Y
R;

- -
-« Ll

Figure SH6. A step height test structure depicted in Fig. SH1(b).

5.2 Calibration Procedures for Step Height Measurements

For step height measurements, the optical interferometer (or comparable instrument) is calibrated in the z-direction. The
calibration procedure used with the MEMS 5-in-1 [4] is given below followed by the calibration procedure used when
discussing earlier versions of the step height uncertainty equation presented in Sec. 5.4.

Calibration in the z-direction (as used with the MEMS 5-in-1) [4]:

1. Use the same “slope” value, if applicable, as obtained in Sec. 1.1.2.2. Verify that this slope value is adequate by
using the instrument’s prescribed calibration procedure to make sure that the difference between the instrument’s
step height measurements on a physical step height standard and the certified value of the physical step height
standard is less than or equal to 1 %. If it is not, recalibrate the instrument to obtain a new “slope” value or
perform the steps in Sec. 1.1.2.2 to validate the step height measurements.

2. Before the data session:

a. The height of the physical step height standard is recorded at six locations.
i. If single-sided step height measurements are taken, the six measurements are taken with three
measurements spread out evenly along each side of the physical step height standard. (The
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measurements are taken within the specified certified area along the length and width of the
step.*)

ii. If double-sided step height measurements are taken, the six measurements are spread out evenly
along the certified area of the physical step height standard.

The mean value of the six measurements is called z, . .. The standard deviation of these six

measurements is called opefore.
b. In addition, six step height measurements are taken at the same location on the physical step height
standard. (This location is within the specified certified area along the length and width of the step.) The

mean value of the six measurements taken at the same location is called Z ., . The standard deviation

of these six measurements is called osames.
3. Similarly, after the data session:
a.  The height of the physical step height standard is recorded at six locations.

i. If single-sided step height measurements are taken, the six measurements are taken with three
measurements spread out evenly along each side of the physical step height standard. (The
measurements are taken within the specified certified area along the length and width of the
step.)

ii. If double-sided step height measurements are taken, the six measurements are spread out evenly
along the certified area of the physical step height standard.

The mean value of the six measurements is called z,... . The standard deviation of these six

measurements is called oafter.
b. In addition, six step height measurements are taken at the same location on the physical step height
standard as before the data session. The mean value of the six measurements taken at the same location is

called Z_, ..o . The standard deviation of these six measurements is called osame.
[Note that if it can be demonstrated that a given instrument does not drift significantly during a data session, this

second step can be skipped and it can be assumed that Zys,.e = Zer » Obefore = Tafters Zsamer = Zsamez » aNd samel

= Osame2-
4. The average of the calibration measurements, Z,,, , is calculated using the following formula:

_ zbefore +Z
Zave = 2

after . (SH1)

5. The z-calibration factor for the instrument, caly, is determined using the following equation:

_cert
Z

ave

cal (SH2)

7 1

where cert is the certified value of the physical step height standard. The z-data values obtained during the data
session are multiplied by cal; to obtain calibrated z-data values.

6. For uncertainty calculations, the quantities, ocert and zjin, are recorded where ogert is the certified uncertainty
of the physical step height standard and zj;, is the maximum relative deviation from linearity over the total scan

range of the instrument (as quoted by the manufacturer or as determined in Sec. 1.1.2.2). Also, Zgrift, o6aves Zsave »

o6same, aNd  Z g, e (s defined in the Definition of Symbols Section)* are determined as follows:

* The location of the certified area should be indicated in the Certificate accompanying the physical step height standard. Please note that the area close to the
step transition is typically not included in the certified region.

*® The values for Zgrift, O6ave: Zgaye: O6sames ANd Zg o as calculated here are uncalibrated to match the inputs to Data Analysis Sheet SH.1.a .
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Zyritt = | Zsamer ~ Zsamez| (SH3)

if Opefore 2 O after» then Ogave = Opefore and Z6ave = Zbefore ; (SH4)

if Opetore < Oafter » then Ogave = O after and z6ave = zafter ; (SH5)

if O same1 Z O samez , then Ogsame — O samer and Zesame = zsamel ,and (SH6)
if Osamer < Osame2 » then Ogsame = O samez and stame = zsame2- (SH7)

Calibration in the z-direction (for discussing earlier versions of the step height uncertainty equations) [43,44]: The following
measurements are taken on a calibrated double-sided physical step height standard:
1. Before the data session, six step height measurements are taken at the same location on the physical step height
standard. This location is within the specified certified area along the length and width of the step“® of the

standard. The mean value of the six measurements taken at the same location is called zsamel . The minimum

of the six measurements is called zmjn1. The maximum is called zmax1.
2. Similarly, after the data session, six step height measurements are taken on the physical step height standard at the

same location as before the data session. The mean value of these six meaurements is called Zggme2 . The

minimum of the six measurements is called zmin2. The maximum is called zmax2. [Note that if it can be
demonstrated that a given instrument does not drift significantly during a data session, this step can be skipped and

it can be assumed that Zsame2 = Zsamelr Zmin2 = Zmin1» and Zmax2 = Zmax1- ]

3. The average of the calibration measurements, Zgame , is calculated using the following formula:

_ Zsamel + zs,ameZ ) (SHS)

same ~
2

N

4. The z-calibration factor for the instrument, cal;, is determined using the following equation:

cal _cert , (SH9)

z =

z

same

where cert is the certified value of the physical step height standard. The z-data values obtained during the data
session are multiplied by cal; to obtain calibrated z-data values.

5. For uncertainty calculations, the quantities, ogert and Zperc, are recorded where ogert is the combined standard
uncertainty of the calibrated physical step height standard and zperc (also called zjin) is the maximum relative
deviation from linearity over the total scan range of the instrument as quoted by the manufacturer. Also, zgritt,

Zrepeat(shs), and Z g (as defined in the Definition of Symbols Section)” are calculated using the following equations:

%€ The location of the certified area should be indicated in the Certificate accompanying the physical step height standard. Please note that the area close to the
step transition is typically not included in the certified region.

47 The values for Zgrift Zrepeat(shs): and 26 as calculated here are uncalibrated to match the inputs to Data Analysis Sheet SH.1.
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Zyritt = | Zsamer ~ Zsamez| (SH10)

Zrepeat(shsl = Ziaxt ~ Znin1 (SH11)

Zrepeat(shsz = Zyaxe ~ Lminz (SH12)

if Zrepeat(shsl 2 Zrepeat(shs)Z , then Zrepeat(shg = Zrepeat(shsl and Z6 - zsamel , and (SH13)

NI

if Zrepeat(shs)l < Zrepeat(shs)z , then Zrepeat(shs = Zrepeat(sh92 and £ — ZsameZ- (SH14)

5.3 Step Height Measurement Procedure

For the MEMS 5-in-1, the step height measurements are taken from one step height test structure. Three 2D data traces [such
as, Trace a, Trace b, and Trace c, as shown in Fig. SH2(a) and Fig. SH3(a)] are taken along the top of the test structure, a cross
section of which is given in Fig. SH2(b) and Fig. SH3(b), respectively. Example 2D data traces are given in Fig. SH2(c) and
Fig. SH3(c), respectively. All height measurements are with respect to the height of the surrounding or partially surrounding
reference platform that is used to level and zero the data. For generic Test Structure N with platforms labelled X and Y, the
individual platform height measurements from Trace a, Trace b, and Trace ¢ (namely, platNXa, platNXb, platNXc, platNYa,
platNYb, and platNYc) and the standard deviations from the two platforms associated with the step (namely, Spjatnxa, SplatNXb:
SplatNXc: SplatNYa, SplatNYb, @nd SplatNyc) are recorded,*® being careful to extract these measurements from portions not close to the
transitional edges. If the test structure in Fig. SH2(a) is called Test Structure 1, then for the step in Test Structure 1 from
Platform A to Platform B, as pointed to by the arrow above the step, the platform height measurements from Trace a, Trace b,
and Trace ¢ would be plat1Aa, platlAb, platlAc, platlBa, platlBb, and plat1Bc and the standard deviations would be spjat1a,

Splat1Ab, SplatlAc: SplatlBas Splat1Bb, and sp|at15c.49 Therefore, from the three profiles, twelve parameters (including both step
heights and standard deviations) are obtained (six from Platform A and six from Platform B).

The step height from each profile (in general, stepNxyy)> is given by:

stepN ., = (platNYt — platNXt )cal , | (SH15)

where t is the data trace (a, b, c, etc.) being examined. For the step indicated by the arrow shown in Fig. SH2(a) from Platform
A to Platform B, the equations are:

stepl,,, =(plat1Ba — plat1Aa)cal . (SH16)
stepl,s, = (plat1Bb — plat1Ab)cal,  and (SH17)
stepl,,. = (plat1Bc — plat1Ac)cal . (SH18)

The step height, stepNxy, is the average of the values from the different surface profiles as given below:

#8 Consult the Definition of Symbols Section for the nomenclature used for platNXt and spjaenxt-
*9 These are uncalibrated values to match the inputs to Data Analysis Sheet SH.1.a.
% Consult the Definition of Symbols Section.
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stepN, = StepN yy, + StepN ,y, +StepN . (SH19)

3
For the step shown in Fig. SH2(a), the step height, steplag, is:
stepl,, = stepl,g, + step31ABb +steplyg, (SH20)

The calculation of the combined standard uncertainty, ucsH, for stepNxy is described next.

5.4 Step Height Uncertainty Analysis

In this section, uncertainty equations are presented for use with step height. The first uncertainty equation (presented in Sec.
5.4.1) is used with the MEMS 5-in-1 [4]. An earlier equation [43] used in the round robin experiment is presented in Sec. 5.4.2.

5.4.1 Step Height Uncertainty Analysis for the MEMS 5-in-1

For the MEMS 5-in-1, the combined standard uncertainty, ucsHia, for step height measurements with eight uncertainty
components is given by the following equation:

2 2 2 2 2 2 2 2
ucSHla = \/U Lstep + qutep + ucert + ucal + urepeat(shs) + l"Idrift + uIinear + urepeat(samp) ' (SH21)

where a number or a number and a letter following the subscript “SH” in “Ucsy” indicates the data analysis sheet that is used to
obtain the combined standard uncertainty value. Therefore, ucshia implies that Data Analysis Sheet SH.1.a [4,13] is used. In
this equation,

® ULstep is the uncertainty of the measurement across the length of the step where the length is measured perpendicular to
the edge of the step,™

® Uwstep IS the variation in measured step height values sampled across the width of the step,

® Ucert is the uncertainty of the value of the physical step height standard used for calibration,

® Ucg is the uncertainty of the measurements taken across the physical step height standard,

® Urepeat(shs) IS due to the repeatability of measurements on the physical step height standard,

® Ugrift is the uncertainty due to the amount of drift during the data session,

® Ujinear IS the uncertainty of a measurement due to the deviation from height linearity of the data scan, and

® Urepeat(samp) IS the uncertainty of step height repeatability measurements taken on test structures processed similarly to
the one being measured.

Table SH3 provides the equations for the uncertainty components. In determining the combined standard uncertainty, a Type B
evaluation [21-23] (i.e., one that uses means other than the statistical Type A analysis) is used for each source of uncertainty,
except where noted. This table can be referenced as each component is discussed.

The first uncertainty component in Eq. (SH21) and listed in Table SH3 is ustep. This uncertainty is due to platforms that are not
level with respect to the reference platform, as seen in a surface profile. [Fig. SH2(c) is an example of such a profile.] To
estimate this component of uncertainty, the standard deviations along each platform in each surface profile are obtained (for
example, Spjatixa, Splatixb, and Splatixc for Platform X and Spiat1va, Splatiyb, @and Spiatiyc for Platform Y). For each platform, the
standard deviations from the different profiles are averaged together then calibrated as given in the following equations:

SpIatNXa + SpIatNXb + SpIatNXc Cal

S platNXave — 3 ; and (SH22)

%! Stated differently, uistep is the uncertainty in the step height due to the variation in the topography along each platform (that is not due to roughness).
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S +S +S
_ platNYa platNYb platNYc
SpIatNYave - 3 Cal z - (SH23)

The equation for upsiep would then be obtained by adding SplatNxave and SplatNvave in quadrature. However, the fine scale

roughness (contained within the above standard deviations) should not be included in the uncertainty calculation of ustep
because the roughness should not effect the step height value. For this analysis, the roughness is assumed to be the smallest of

all the standard deviations obtained for a given surface material. In other words, the roughnesses sroughnx and Sroughny are the
uncalibrated surface roughnesses of platNX and platNY, respectively, and are equated with the smallest of all the values obtained

for spiatNxt and Splatnyt, respectively, as given below:

SroughNX =M IN(SpIatNXa’ SplatNXb’ SpIatNXc) and (SH24)

SroughNY = M IN(S platNYa’ S platNYb? SpIatNYc) . (SH25)

However, if the surfaces of platNX, platNY, and platNr all have identical compositions, then sroughnx equals Sroughny, Which
equals the smallest of all the values obtained for Spjatnxt, SplatNyt, and sp|atNrDt.52 The square of each surface roughness is then

subtracted in the calculation of uisep to obtain the equation given in the fourth column of Table SH3,* which assumes a
Gaussian distribution.

Table SH3. Step Height Uncertainty Equations for the MEMS 5-in-1 [4,10]°

stepNxymin and stepNxymax /C;or lét: equation
or
1. U - G/B 2 2
o [SplatNXave - (SrougthCal z) ] +
uLstep = 2 2
[S platNYave (SroughNYcaI z ) ]
2.u - G/A —
wstep qutep - GWstep
= STDEV (stepN ., StepN ., StepN .. )
3. Ucert — G/B o
” ucert - cerit: |StepN XY|
cer
4, Ugy — G/A o
ucaI - _6ave ‘StepN XY‘
Z6ave
5. Urepeat(shs) stepN o, i = \stepN “ ‘ —3\stepN “ ‘ ‘i-esame G/A u ey = StepN XY max StepN XY min
6same repeat(sns 6
StepN ,y mex =|StEPN y |+ 3StepN \% Ccame
-- ‘StepN XY ‘
Zﬁsame
6. Ugi cal u/B - .
drift StepN .y min = |StEPN . | —[StepN ‘% Ugpiy = stepN ,, ma;\/éSteFJN XY min
Zyiqcal,
SEPN yy 1y = \stepN XY ‘ + \stepN XY ‘ “ocert Zdriﬁcal ;
=— |stepN Xy |
2+/3cert

%2 Consult the Definition of Symbols Section as needed.
%3 This equation is different than the one presented in [10].
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7 Uinear stepN .y i =|StepPN | —|stepN ., |2, u/B _ StPN v e — STPN sy i
linear —
stepN =|stepN ., | +[stepN |z, 2.3

XY max
:ﬂ\stepN |

J3

8. urepeat(samp) - G/A _
urepeat(samp) - Grepeat(samp) ‘StepN XY ‘

& Refer to the Definition of Symbols Section as needed
b “G” indicates a Gaussian distribution and “U” indicates a uniform distribution
¢ Type A or Type B analysis

The uncertainty equation for uwstep is determined from oy, the calibrated one sigma standard deviation of the step height

measurements stepNxya, stepNxyp, and stepNxyc, as given in the fourth column of Table SH3. This is a statistical Type A
component.

The uncertainty equation for ucert is determined from cert (the certified value of the double-sided physical step height standard
used for calibration) and ocert (the certified one sigma uncertainty of the calibrated physical step height standard) as given in

Table SH3. The uncertainty of the measured step height is assumed to scale linearly with height. Therefore, ucert is calculated
using the equation given in Table SH3.

The uncertainty equation for ucg) is determined from osave [the maximum of two uncalibrated values (opefore and oaster)] and

Zﬁave (the uncalibrated average of the six calibration measurements from which osaye is found) as given in Table SH3. The

uncertainty of the measured step height is assumed to scale linearly with height. Therefore, ucg is calculated using the equation
given in Table SH3.

The uncertainty equation for Urepeat(shs) Is determined from the minimum and maximum step height values (namely, stepNxymin
and stepNxymax, respectively) as given in Table SH3 where ogsame is the maximum of two uncalibrated values (osame1 and

osame2) and where Zesame is the uncalibrated average of the six calibration measurements from which ogsame is found. The
uncertainty of the measured step height is assumed to scale linearly with height. Assuming a Gaussian distribution (and
assuming U step, Uwsteps Ucert, Ucal, Udrift, Ulinear, @Nd Urepeat(samp) €qual zero), the value for stepNxy lies between stepNxymin and
stepNxymax. Therefore, Urepeat(shs) is calculated using the equation given in Table SH3.>

In the same way, Ugrift is calculated (however a uniform distribution is assumed), resulting in the equation listed in Table SH3,

where zqgrift is the uncalibrated positive difference between the averages of the six calibration measurements taken before and
after the data session (at the same location on the physical step height standard used for calibration).

The uncertainty equation for Ujinear is calculated from the minimum and maximum step height values (namely, stepNxymin and

stepNxymax, respectively) as given in Table SH3, where zjj, is the maximum relative deviation from linearity over the
instrument’s total scan range, as quoted by the instrument manufacturer or as determined in Sec. 1.1.2.2. The uncertainty of the

measured step height is assumed to scale linearly with height. Assuming a uniform distribution, ujinear can be calculated using
the equation given in Table SH3.

The last uncertainty component in Eq. (SH21) is Urepeat(samp), the uncertainty of step height repeatability measurements taken
on test structures processed similarly to the one being measured. Table 3 in Sec. 1.14 specifies the relative standard deviation
Orepeat(samp) for the measurement repeatability for step height test structures fabricated by a bulk micromachining process

similar to that used to fabricate RM 8096. For RM 8097, the value for orepeat(samp) is given in Table 4. Therefore, Urepeat(samp)
is calculated using the equation given in Table SH3.

** This equation is different than the one presented in [10].
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The expanded uncertainty for step height, Usp, is calculated using the following equation:

USH - kucSHla - 2ucSH1a , (SH26)

where the k value of 2 gives an expanded uncertainty approximating a 95 % level of confidence.

Reporting results [21-23]: If it is assumed that the estimated values of the uncertainty components are approximately
Gaussianly distributed with approximate combined standard uncertainty ucsy1a, the step height is believed to lie in the interval

stepNxy * Ucshia (€Xpansion factor k=1) representing a level of confidence of approximately 68 %.

5.4.2 Previous Step Height Uncertainty Analysis

In this section, an earlier uncertainty equation is presented that was used in the round robin experiment [10]. The equation
includes six sources of uncertainty with all other sources of uncertainty considered negligible. This step height uncertainty
equation (as calculated in SEMI standard test method MS2-1109 [43]) with six sources of uncertainty is as follows:

2 2 2 2 2 2
ucSHl = \/uLstep + qutep + l'Icert + l'Irepeat(shs) + udrift + uIinear J (SH27)

where the number following the subscript “SH” in “U.sy” indicates the data analysis sheet that is used to obtain the uncertainty
value. Therefore, ucsy; implies that Data Analysis Sheet SH.1 [13] is used. The above equation is basically Eq. (SH21) without

the components Ucal and Urepeat(samp). AlS0, the calculations of uistep and Urepeat(shs) in EQ. (SH27) are slightly different from
the calculations of upsiep and Urepeat(shs) in EQ. (SH21).

The uncertainty for ugstep in Eq. (SH27) is calculated using the following equation [10]:

2 2
uLstep = \/[SplatNXave - (SrougthcaIz)] + [SplatNYave_ (SroughN\palz)] . (SH28)

The uncertainty equation for Urepeat(shs) in EQ. (SH27) is determined from the minimum and maximum step height values
(namely, stepNxymin and stepNxymax, respectively) as given below:

repeat(shs)

z
StePN yy in = |StEPN 5, | — |StepN . | oy
6 (SH29)

repeat(shs)

stepN = |stepN , | +[stepN | : o7
6

XY max

, (SH30)

where Zrepeat(shs) IS the maximum of two uncalibrated values; one of which is the positive difference between the minimum and
maximum values of the six calibration measurements taken at a single location on the calibration step before the data session
and the other is the positive difference between the minimum and maximum values of the six calibration measurements taken at

this same location after the data session and where 76 is the uncalibrated average of the six calibration measurements from

which Zzrepeat(shs) is found. The uncertainty of the measured step height is assumed to scale linearly with height. Assuming a
uniform distribution (and assuming Upstep, Uwstep, Ucert, Udrift: @and Ujinear €qual zero), the value for stepNxy lies between
stepNxymin and stepNxymax. Therefore, Urepeat(shs) is calculated using the following equation:

StPN yy max — SPN v i _ Z repeat(shs) \stepN ‘
- XY

repeat(shs) — 2\/5 2\/526 . (SH31)

u
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Table SH4 gives example values for each of the uncertainty components in Eq. (SH27) as well as the value for the combined
standard uncertainty, Ucsps.

Table SH4. Example Step Height Uncertainty Values
From a Round Robin Bulk-Micromachined CMOS Chip

source of uncertainty or descriptor uncertainty values
1. Uistep variations across the length of the step 0.011 pm

(using splatNxave=0.0118 um,
SplatNyave=0.0102 um,
and SroughNXx=SroughNy=0.0036 pm)
2. Uwstep variations across the width of the step 0.0073 pm
(using stepNxya=0.4928 um,
stepNxyp=0.4814 um,
and stepNxy¢c=0.4949 um)
3. Ucert certified val_ue o_f physical step height standard 0.0041 pm
used for calibration (using cert=9.887 um,
Ocert=0.083 um,
and stepNxy =0.490 um)

4. Urepeat(shs) repeatability of measurement on physical step 0.00034 pm
height standard (uSing Zrepeat(shs) =0.024 pm,
Z 5 =9.876 pm,
and cal,=1.00031)
5. Ugrift drift during data session 0.00023 pm

(using zgrift =0.016 um
and cert=9.887 um)

6. Ulinear height linearity of data scan 0.0028 pm
(using Zperc=1.0 %)
Ucs1 uncertainty of step height measurement 0.014 pm

— 2 2 2 2 2 2
- \/uLstep + qutep + ucert + urepeat(shs) + udrift + uIinear

a This ugsH1 uncertainty (times 3) is associated with the first repeatability data point plotted in Fig. SH8 and Fig. SH9 (for TS1 in Quad 1).

5.5 Step Height Round Robin Results

The round robin repeatability and reproducibility results are given in this section for step height measurements. The
repeatability data were taken in one laboratory using a stroboscopic interferometer operated in the static mode (see Sec. 1.1.2).
A bulk-micromachined CMOS test chip with step height test structures arranged in quads, as shown in Fig. SH7 and processed
in a similar way to the MEMS 5-in-1 chip, was used in the round robin. Four step height measurements were taken from each of
the four test structures in each of three quads. Therefore, 48 step height measurements were obtained where each step height
measurement is the average of three measurements taken at the different positions (a, b, ¢) somewhat evenly spaced along the
width of the step as specified in Sec. 5.3.
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Figure SH7. A design rendition of Quad 2 on the round robin test chip

For the reproducibility data, seven participants were identified and each participant was supplied with a round robin test chip.
The participant was asked to obtain the step height from any two test structures in the first of the three quads of step height test
structures. Following SEMI standard test method MS2-1109 [43] for step height measurements, the raw, uncalibrated
measurements were recorded on Data Analysis Sheet SH.1 [13].

Table SH5 presents the step height repeatability and reproducibility results. In this table, n indicates the number of calculated
step height values. The averages (namely |stepNagave|) of the repeatability and reproducibility measurement results are listed
next followed by orepeat(samp), Which is the relative standard deviation of the repeatability step height measurements. Then,
20stepNAB 1S given, which is 2.0 times the standard deviation of the repeatability or reproducibility measurements. Below this,
the average of the repeatability or reproducibility combined standard uncertainty values (UcsHave) for different calculations are
presented. (It is interesting in comparing the 2osepnag Values for |stepNag| that the repeatability value is larger than the
reproducibility value.)

Table SH5. Step Height Measurement Results

Repeatability | Reproducibility

results results
n 48 14
|stepNagave| 0.477 um 0.481 um
Orepeat(samp) 3.95% —
2GitepNAB 7.9% 6.2 %
UgsHiave 0.014 um 0.014 pum

(3.0 %) (3.0 %)
u<:SHlaaveb 0.024 um -

(5.0 %)

& As determined using Eq. (SH27)
b As determined using Eg. (SH21)

Figs. SH8 and SH9 are plots of the step height round robin results. In these figures, the repeatability data are plotted first, after
which the results from the seven participants™ are plotted. At the top of these figures, |stepNagave| and 3ucsHave (as obtained or

derived from Table SH5) are specified for the repeatability data. The values for |[stepNapave|  3UcsHave are also plotted in these
figures with both the repeatability and reproducibility data.® Observe that all of the reproducibility results fall comfortably

between the repeatability bounds of |stepNaave| £ 3UcsHave-

% Participant #2 provided stylus profilometer results using average roughness values instead of standard deviation values (because that instrument did not
provide standard deviation values). Therefore, in the analysis for that laboratory average roughness values were inserted into the data sheet for analysis as
opposed to standard deviation values.

Table SH4 specifies the value of each of the uncertainty components comprising the 3ucsy; uncertainty bars for the first repeatability data point plotted in Fig.
SH8 and in Fig. SH9 (for TS1 in Quad 1).
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Figure SH8. Step height round robin results with the repeatability results grouped according to quad.”’

Table SH6. Step Height Repeatability Data Grouped by Quad

Q1 Q2 Q3
n 16 16 16
|stepNagavel 0.479 um | 0.473 um | 0.478 um
Orepeat(sam) 4.2 % 3.6 % 4.2 %
120 limits for |stepN g +8.4 % +7.2% +8.3 %
Ugshiave. 0.015 um | 0.015um | 0.013 um
(3.1 %) (3.2 %) (2.8 %)
UcsH1aave 0.025 um | 0.023 um | 0.024 um
(5.2 %) (4.8 %) (5.0 %)

% As determined using Eq. (SH27)
b As determined using Eg. (SH21)

Figure SH8 groups the repeatability results by quad number. The results from Quad 1 are plotted first, followed by the results
from Quad 2, then the results from Quad 3. Within the results of each quad, the results are grouped according to test structure
number®® with the results from Test Structure 1 plotted first, followed by the results from Test Structure 2, etc. For each quad,
the average step height value and the +2¢ limits for this value are given at the bottom of Fig. SH8 and also in Table SH6. The
results among the quads are comparable implying there are no discernible variations in the step height value between
neighboring quads.

5 Republished with permission from Semiconductor Equipment and Materials International, Inc. (SEMI) © 2011.
%8 The upper left hand step height test structure in a quad, such as shown in Fig. SH7, is called Test Structure 1 and it has a 0° orientation. Test Structure 2 (the
upper right test structure) has a 270° orientation, Test Structure 3 (the bottom right test structure) has a 180° orientation, and Test Structure 4 (the bottom left
test structure) has a 90° orientation.
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Figure SH9. Step height round robin results with the repeatability results grouped according to test structure number*®

Table SH7. Step Height Repeatability Data Grouped by Test Structure

TS1 TS2 TS3 TS4

n 12 12 12 12
[stepN agave| 0.486 um | 0.469 um | 0.474 um | 0.478 um
Grepeat(sam) 32% 4.4% 35% 43%
+20 limits for |stepNag| +6.4 % +8.7 % +7.0% +8.5 %
Ugshiave. 0.014 ym | 0.015um | 0.011pm | 0.018 pm

(2.8 %) (3.1 %) (2.4 %) (3.7 %)
Ucsh1aave 0.021 um | 0.025um | 0.020 um | 0.027 pm

(4.3 %) (5.4 %) (4.2 %) (5.6 %)

& As determined using Eq. (SH27)
b As determined using Eg. (SH21)

Figure SH9 groups the repeatability results by test structure number. The results from Test Structure 1 (TS1) are plotted first,
followed by the results from Test Structure 2 (TS2), followed by the results from Test Structure 3 (TS3), then Test Structure 4
(TS4). Within the results for each test structure, the results are grouped according to quad with the results from Quad 1 plotted
first, followed by the results from Quad 2, then the results from Quad 3. As in Fig. SH8, for each test structure the average step
height value and the +2¢ limits for this value are given at the bottom of Fig. SH9 and also in Table SH7. It is interesting that
TS1 and TS3 (which are rotated +£90° with respect to TS2 and TS4) have comparable +2¢ limits as do TS2 and TS4; however
the +2¢ limits for TS1 and TS3 are slightly less than the +2¢ limits for TS2 and TS4 when they should be comparable. In
addition, there are more variations in the average step height value between rotated test structures (as shown in Fig. SH9 and
Table SH7) than variations between quads (as shown in Fig. SH8 and Table SH6).

% Republished with permission from Semiconductor Equipment and Materials International, Inc. (SEMI) © 2011.
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The platform surfaces involved in the measured steps are not ideal surfaces. Often they are tilted (even though the data are
leveled with respect to the reference platform) and the data jagged. The standard deviations obtained from these surfaces is
affected by the selection of the analysis regions (including the number of data points within these regions). A more
comprehensive determination of the length and width variations may be necessary when dealing with tilt. Repeatability might
also be improved by calculating the step height from fitted straight lines as described for NIST step height calibrations [45] and
outlined in ASTM E 2530 [46]. As stated in [45], “For step height measurements, one of several algorithms may be used. For
single-sided steps, a straight line is fitted by the method of least squares to each side of the step transition, and the height is
calculated from the relative position of these two lines extrapolated to the step edge.”

Calibration of the interferometer or comparable instrument in the out-of-plane z-direction is considered mandatory for step
height measurements. Without this calibration, a bias to the measurements is expected with the direction and degree of the bias
being different for each magnification.

5.6 Using the MEMS 5-in-1 to Verify Step Height Measurements

To compare your in-house step height measurements with NIST measurements, you will need to fill out Data Analysis Sheet
SH.l.a. (This data analysis sheet is accessible via the URL specified in the reference [13], a reproduction of which is given in
Appendix 4.) After calibrating the instrument, locating the test structure, taking the measurements, and performing the
calculations, the data on your completed form can be compared with the data on the RM Report of Investigation and the
completed data analysis sheet supplied with the MEMS 5-in-1. Details of the procedure are given below.

Calibrate the instrument: Calibrate the instrument as given in Sec. 5.2. Obtain the inputs for Table 1 in Data Analysis Sheet
SH.l.a.

Locate the step height test structure: In the fourth grouping of test structures on the MEMS 5-in-1 chips shown in Fig. 1 and
Figs. 2(a and b) for RM 8096 and RM 8097 (fabricated on MUMPs98 and MUMPs95), step height measurements are made.
Step height test structures are provided for the purpose, such as shown in Fig. SH1(a) for RM 8096 and as shown in Fig. SH1(b)
for RM 8097. Specifications for the step height test structures on the chips shown in Fig. 1 and Figs. 2(a and b) are given in
Table SH1 and Table SH2, respectively.

Data Analysis Sheet SH.1.a requires measurements from one step height test structure on the MEMS 5-in-1 chip. The step
height test structure to be measured can be deduced from the data entered on the NIST version of the Data Analysis Sheet
SH.1.a, which accompanies the RM.

For the step height grouping of test structures for RM 8096, as shown in Fig. SH1(a), the target test structure can be found as
follows:

1. The input which (i.e., input #4 on Data Analysis Sheet SH.1.a) specifies which of the six step height measurements to
take in the fourth grouping of test structures. Using the arrows as a guide in Fig. SH1(a), the first measurement is taken
from the first step height test structure, the second and third measurements are taken from the second step height test
structure, the fourth measurement is taken from the third step height test structure, and the fifth and sixth measurements
are taken from the fourth step height test structure. (Measurements from the fourth step height test structure should be
taken with a stylus instrument or instrument not affected by the reflectivity of the sample surface, unless the chip is
covered with a smooth reflective material before measurement.)

2. The input which2 (i.e., input #5) specifies which iteration of the test structure in the set of three possible target test
structures of the same design where “first” corresponds to the topmost test structure in the column.

For the step height grouping of test structures for RM 8097, as shown in Fig. SH1(b), the target test structure can be found as
follows:

1. The input which (i.e., input #4) indicates which of the five quads depicted in Fig. SH1(b) contains the target step height
test structure.

2. The input orient (i.e., input #6) is used to locate the target test structure within the selected quad. There are four step
height test structures in each quad with each test structure having a different orientation (0°, 90°, 180°, or 270°). The
upper left hand step height test structure has a 0° orientation, the bottom left test structure has a 90° orientation, the
bottom right test structure has a 180° orientation, and the upper right test structure has a 270° orientation.

Take the measurements: Following the steps in SEMI standard test method MS2 [4] for measuring step heights, the step height
measurements are obtained using the highest magnification objective that is available and feasible (e.g., a 20x objective). The
data are leveled and zeroed with respect to the top of the surrounding or partially surrounding reference platform. Three 2D data
traces (Trace a, Trace b, and Trace c, as shown in Fig. SH2 and Fig. SH3) are used to obtain the step height measurement. For
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the step height test structure in Fig. SH2, given the step of interest pointed to by the arrow in this figure, the platform height
measurements for Platforms A and B and standard deviations along Traces a, b, and ¢ are recorded. For the test structure shown
in Fig. SH3, the measurements and standard deviations are obtained from both central platforms. Therefore, twelve
measurements are obtained, six from the first platform and six from the second platform. For example, the four quantities

calculated from Trace a are platNXa, platNYa, SplatNxa, and Spiathya. Analogous quantities are calculated from Traces b and c.

Perform the calculations: Enter the data into Data Analysis Sheet SH.1.a as follows:

1. Press the “Reset this form” button. (One of these buttons is located near the top of the data analysis sheet and the
other is located near the middle of the data analysis sheet.)

2. Supply the inputs to Table 1 and Table 2.

3. Press the “Calculate and Verify” button to obtain the results for the step height test structure. (One of these
buttons is located near the top of the data analysis sheet and the other is located near the middle of the data
analysis sheet.)

4. Verify the data by checking to see that all the pertinent boxes in the verification section at the bottom of the data
analysis sheet say “ok”. If one or more of the boxes say “wait,” address the issue, if necessary, by modifying the
inputs and recalculating.

5. Print out the completed data analysis sheet to compare both the inputs and outputs with those on the NIST-
supplied data analysis sheet.

Compare the measurements: The Report of Investigation accompanying the MEMS 5-in-1 specifies a step height value (for
example, steplag) and the expanded uncertainty, Usy, (with k=2) intended to approximate a 95 % level of confidence. It is your
responsibility to determine an appropriate criterion for acceptance, such as given below:

2 2
DSH = Step:I-AB(customer) - Step:l'AB‘ < \/U SH (customer) +USH ! (SH32)

where Dsy is the absolute value of the difference between your step height value, e.g., steplag(customer), and the step height
value on the RM Report of Investigation, steplag, and where Usycustomer) IS your expanded uncertainty value and Ugsy is the
expanded uncertainty on the RM Report of Investigation. If your measured value for step height (as obtained in the newly filled
out Data Analysis Sheet SH.1.a) satisfies your criterion for acceptance and there are no pertinent “wait” statements at the bottom
of your Data Analysis Sheet SH.1.a, you can consider yourself to be appropriately measuring step height according to the SEMI
MS?2 step height standard test method [4] according to your criterion for acceptance.

Any questions concerning the measurements, analysis, or comparison can be directed to mems-support@nist.gov.
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6 Grouping 5: In-Plane Length

An in-plane length (or deflection) measurement is defined as the experimental determination of the straight-line distance
between two transitional edges in a MEMS device. A transitional edge is an edge of a MEMS structure that is characterized by
an abrupt change in surface slope. Many times, more precise in-plane length values can be obtained by using the design
dimensions as opposed to using measurements taken with an optical interferometric microscope (which typically provides more
precise measurements than an optical microscope [14]). Therefore, ASTM standard test method E 2244 [5] on in-plane length
measurements is used when measuring in-plane deflections and when measuring lengths in fabrication processes that are being
developed.

This section on in-plane length is not meant to replace but to supplement the ASTM standard test method E 2244 [5], which
more completely presents the scope, significance, terminology, apparatus, and test structure design as well as the calibration
procedure, measurement procedure, calculations, precision and bias data, etc. In this section, the NIST-developed in-plane
length test structures on RM 8096 and RM 8097, as shown in Fig. 1 and Figs. 2(a and b) in the Introduction are given in Sec.
6.1. Sec. 6.2 discusses the calibration procedure for the in-plane length measurements, and Sec. 6.3 discusses the in-plane
length measurement procedure. Following this, the uncertainty analysis is presented in Sec. 6.4, the round robin results are
presented in Sec. 6.5, and Sec. 6.6 describes how to use the MEMS 5-in-1 to verify in-plane length measurements.

6.1 In-Plane Length Test Structures

In-plane length measurements are taken in the fifth grouping of test structures, as shown in Fig. L1(a) for RM 8096 depicted in
Fig. 1 and as shown in Fig. L1(b) for RM 8097 depicted in Figs. 2(a and b).
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Figure L1. The in-plane length grouping of test structures (a) on RM 8096, fabricated on a multi-user 1.5 zm CMOS process
[8] followed by a bulk-micromachining etch, as depicted in Fig. 1 and (b) on RM 8097, fabricated using a polysilicon multi-
user surface-micromachining MEMS process [9] with a backside etch, as depicted in Figs. 2(a and b).
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An in-plane length test structure from the grouping shown in Figs. L1(a and b) is given in Fig. L2(a) and Fig. L3(a),
respectively, with an applicable data trace taken from these test structures given in Fig. L2(b) and Fig. L3(b), respectively.
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Figure L2. For an in-plane length test structure on RM 8096, (a) a design rendition and
(b) an example of a 2D data trace used to determine L, as shown in (a).
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Figure L3. For a polyl in-plane length test structure on RM 8097, (a) a design rendition and
(b) an example of a 2D data trace used to determine L, as shown in (a).

The in-plane length measurements are made with an interferometric microscope. Many interferometric microscopes are
purchased with five magnifications (5%, 10x, 20x, 40x, and 80x). Therefore, for each of these magnifications, an in-plane
length test structure is provided in both of the in-plane length groupings of test structures in Figs. L1(a and b). The design

length, Lges, for the test structure designed for the specified magnification is given in Table L1. This table also includes a

maximum field of view for each magnification for a representative c-mount camera.®® In most cases, Lges is at least 70 um less
than this value.

Table L1. Design Lengths on RM 8096 and RM 8097 for the Given Magnifications

Calibrated Maximum
Magnification Field of View Ldes
(in the x-direction)
5x 1165.00 um 1000 pm
10x 599.998 um 500 um
20x 287.00 um 200 pum
40x 150.000 um 80 um
80x 75.0000 um 24 um

For RM 8096: As can be seen in Fig. L1(a), the design length, Lqes, for the in-plane length test structures is specified at the top
of each column of test structures. This is the design length specified in Table L1. The design width is 28 um. There are three
occurrences of each in-plane length test structure, one of which is shown in Fig. L2(a) and Fig. L4. For each test structure, the
following three types of in-plane length measurement can be obtained for the given design length:
1. An outside edge-to-outside edge length measurement, as given by L, in Fig. L4, where Edge 1 and Edge 2 are
considered outside edges,
2. Aninside edge-to-inside edge length measurement, as given by L;; in Fig. L4, where Edge 3 and Edge 4 are
considered inside edges, and
3. Aninside edge-to-outside edge length measurement, as given by L;, in Fig. L4, where Edge 5 is considered an
inside edge and Edge 6 is considered an outside edge. (We will consider this measurement comparable to an
outside edge-to-inside edge length measurement, Lo;.)

80 Eor this interferometric microscope, the resolution in the x-direction is better than the resolution in the y-direction.
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Figure L4. A design rendition of an in-plane length test structure on RM 8096.

The design layer for the test structure given in Fig. L4 is metal2 (or m2), which is the topmost metal layer in the process. This
m2 layer is encompassed in oxide. The 2D data trace given in Fig. L2(b) shows the existence of two transitional edges assumed
to be Edge 3 and Edge 4 in Fig. L2(a). In fact, these edges may be due to the oxide layer as it traverses over the metal2. This

would cause an offset, Loffset, t0 the measured m2-to-m2 in-plane length value, L, given in Fig. L2(a) as discussed in Sec. 6.3.

For RM 8097: As seen in Fig. L1(b), the in-plane length grouping of test structures on RM 8097 includes both fixed-fixed
beams and cantilevers [comprised of either polyl (or pl) or poly2 (or p2)] as in-plane length test structures. For the
measurements supplied on the RM 8097 Report of Investigation, we will only be concerned with the fixed-fixed beam arrays.
There are two pl fixed-fixed beam arrays and one p2 fixed-fixed beam array. The two pl arrays of fixed-fixed beams are
located on the left hand side of the in-plane length grouping of test structures in Fig. L1(b) and the one p2 array is the middle
array in the bottom row. The beams in the bottom p1 array and the p2 array have a 0° orientation and the beams in the top pl
array have a 90° orientation. The fixed-fixed beams in these three arrays are designed with the lengths, Lges, Specified in Table
L1, with three occurrences of each beam. This design length is specified (in micrometers) next to the second occurrence of each
test structure. The design width of all these beams is 20 um. An example polyl fixed-fixed beam test structure is shown in Fig.
L3(a). The in-plane length measurement, L, is taken between the edges of the anchor lips of the fixed-fixed beam [i.e., between
Edges 1 and 2 in Fig. L3(a)]. An example 2D data trace is given in Fig. L3(b).

6.2 Calibration Procedure for In-Plane Length Measurements

For RM in-plane length measurements, the interferometric microscope is calibrated in the z-direction to obtain the z-calibration
factor, cal;, as specified in Sec. 5.2 for step height calibrations. The interferometric microscope is also calibrated in the x- and
y-directions as given below. These calibration procedures are the same as those for residual strain and strain gradient
measurements, as indicated in Sec. 3.2 and Sec. 4.2, respectively.

To calibrate the interferometric microscope in the x- and y-directions [2-3,5], a 10 um grid (or finer grid) ruler is used with each
combination of lenses. The following calibration is performed on a yearly basis, or after the instrument has been serviced:

1. The ruler is oriented in the x-direction and rulery is recorded as the maximum field of view in the x-direction for
the given combination of lenses (as measured on the screen of the interferometric microscope). The value for oxcal

is estimated, where oycg) iS the standard deviation in a ruler measurement in the interferometric microscope’s x-
direction for the given combination of lenses.

2. The x-calibration factor, caly, is calculated using the following equation:

ruler
cal, = x_, (L1)
scope,

where scope, is the interferometric microscope’s maximum field of view in the x-direction for the given
combination of lenses (or typically, the maximum x-value obtained from an extracted 2D data trace).

3. The above two steps are repeated in the y-direction to obtain caly.
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4.

The x- and y-data values obtained during the data session are multiplied by the appropriate calibration factor to
obtain calibrated x- and y-data values.

6.3 In-Plane Length Measurement Procedure

In-plane length measurements are taken between two transitional edges, such as Edges 1 and 2 in Fig. L3(a). A transitional edge
is an edge of a MEMS structure that is characterized by an abrupt change in surface slope, as seen in Fig. L3(b) for say, Edges 1
and 2. From each of four 2D data traces, an x-value is obtained at each transitional edge defining the in-plane length
measurement. The two outermost data traces [e.g., Traces a” and e’ in Fig. L3(a)] are typically used for alignment purposes.
From these outermost data traces, the y-values are also obtained. The in-plane length is calculated using the acquired x- and y-

values.

To obtain an in-plane length measurement, consult the standard test method [5]. Briefly, the following steps are taken for RM
8097, and a slightly modified procedure [5] is followed for RM 8096:

1.

If the transitional edges that define the in-plane length measurement face each other [such as Edge 1 and Edge 2 in
Fig. L3(a)], Traces a’, a, e, and ¢’, also shown in Fig. L3(a), are extracted from a 3-D data set. The uncalibrated
values from Edge 1 and Edge 2 (namely, for X1yppert and x2yppert to be described in the next step) are obtained
from each 2D data trace [one of which is shown in Fig. L3(b)]. The trailing subscript “t” indicates the data trace
(@’, a, e, or e") being examined. The y values associated with Traces a” and e” are also recorded.

To find Xypper: The upper transitional x-data value, Xypper, is found as follows. The x values are examined between
Point p and Point q in Figs. L3(a and b). The x-value that most appropriately locates the upper corner of the
transitional edge is called Xypper, Or X1ypper in this case since it is associated with Edge 1. At times it is easy to
identify one point that accurately locates the upper corner of the transitional edge. In this case, the maximum
uncertainty associated with the identification of this point is £n¢ Xres Caly, where ny = 1 and Xyes is the uncalibrated
resolution of the interferometric microscope in the x-direction. This value of nl; = 1 is also recorded. For a less
obvious point that locates the upper corner of the transitional edge, the value for n1; would be larger than one. If
nlt is larger than four, it is recommended that another 2D data trace be obtained or another 3-D data set.

If an in-plane length measurement is determined between transitional edges that face each other, such as Edge 1
and Edge 2 in Figs. L3(a and b), then the measured in-plane length for each 2D data trace, Lmeast, iS calculated
using the following equation:

Lmeast = (quppert - Xluppert)calx ’ (L2)

where a trailing subscript “t” indicates the data trace (a’, a, e, or ") being examined. The measured length, Lieas,
is calculated as follows:

L .. +L +L +L

L _ “measa measa mease mease’
meas 4 - (L3)

To account for misalignment, the aligned length, Laign, is calculated using the following equation:

L Lpeas COSX (L4)

align = “meas

where the misalignment angle, «, is shown in Fig. L5(a). This misalignment angle is typically determined using
the two outermost data traces [« and e” in this case, as seen in Fig. L3(a)] and is calculated to be either a; or a,
using either Ax1 or Ax2, respectively [as seen in Fig. L5(b)]. The equations for Ax1 and AX2 are:

AX1 = Xluppe,ar — Xluppe,er ,and (L5)

AX2 = X2 — X2

upper’ uppee’ - (L6)
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The equation for « is as follows:

o= tan? Ax cal,
Ay caly , Where (L7)
Ay =Y, =Ye (L8)

and where y,-and y,- are the uncalibrated y-values associated with Traces a” and e’, respectively. In addition,

if nl, +nl <n2, +n2,, then & = ¢, and Ax = Axi, (L9)

and if nl, +nl, >n2, +n2,, then a = a, and Ax=Ax2. (L10)

The effect of the misalignment angle, «, is expected to be much smaller (almost negligible) for the shorter length
measurements (< 200 um at a magnification of 20x) because for these measurements it is easier to visually align
the sample within the field of view of the interferometric microscope before taking a 3-D data set than it is for the
longer length measurements (> 500 um at a magnification of 10x).

(quppera’, Ya )

----» Trace a’
Lmeas
I—align
D » Tracee’
(b) (Xluppere'1 Ye ) (quppere', Ye )
Figure L5. Drawings depicting (a) the misalignment angle, «, and (b) the misalignment between the 2D
data traces a’ and e’ and Edges 1 and 2. In drawing (b) it is assumed the x- and y-values are calibrated.
The equation for the in-plane length, L, is a follows:
L = I—align + Loffset ) (L11)

where Loffset iS the in-plane length correction term for the given type of in-plane length measurement [for example,
for an inside edge-to-inside edge length measurement, L; as seen in Fig. (L4)] on similar structures, when using
similar calculations, and for a given magnification of a given interferometric microscope. As specified in Sec. 6.1
for RM 8096, Edges 3 and 4 in Fig. L2(b) may be due to the oxide covering the m2 layer in Fig. L2(a), in which
case Loffset IS USed as a correction term to provide a measurement between the two m2 lines in Fig. L2(a). In
addition, the interferometric software may treat data at transitional edges differently (for example, if neighboring
data points are averaged together) which could add to the offset of an in-plane length measurement. The
determination of Losset is discussed in the next step.

To determine Lofiset (Mentioned above) for a given magnification of a given interferometric microscope for a given
type of in-plane length measurement on similar structures when using similar calculations, at least twelve 3-D data
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sets are obtained and Lajign is calculated as given above. The average of these twelve or more measurements,
Lalignave, is subtracted from Lges to find Lotfset, Where Lges is the design length. An alternate measurement of Loffset
is determined from four measurements of Lajign for both Ljj and Loo in Fig. L4 using four 3-D data sets. The
average of these values (namely, Liialignave and Looalignave, respectively) is determined. Then Logfset is calculated as
(Looalignave—l-iialignave)lz-

5. If the transitional edges that define the in-plane length measurement are oriented in the same direction and have

similar slopes and magnitudes [such as Edge 1 and Edge 5 in Figs. L3(a and b)], Traces a’, a, e, and e” are
extracted from a 3-D data set as specified in step 1. However, for each data trace, a measured x-value is obtained

at the upper portion of each transitional edge (Xupper) as specified in step 2 or a measured x-value is obtained at the

lower portion of each transitional edge (Xjower) as also specified in step 2 but replacing “upper” with “lower.” The
upper values are used unless the lower values are easier to locate. (In other words, the upper values are used

unless nlt + n5; for the lower values are typically smaller than those for the upper values.) To find the in-plane
length, the equations are similar to those used above when the in-plane length measurement is taken between
transitional edges that face each other; however, when and if appropriate the lower values replace the upper values
and the pertinent edges are referenced. Due to the similarities of the edges involved when the transitional edges

that define the in-plane length measurement face the same direction, a length correction term, Loffset, IS NOt needed
and the in-plane length, L, is equated with Lajign, as given in Eq. (L4).

6.4 In-Plane Length Uncertainty Analysis

In this section, three uncertainty equations are presented for use with in-plane length. The first one (presented in Sec. 6.4.1) is
used for the MEMS 5-in-1. The other two (presented in Sec. 6.4.2) were used in the round robin experiment and other previous
work.

6.4.1 In-Plane Length Uncertainty Analysis for the MEMS 5-in-1

This section presents the six-term combined standard uncertainty equation [5] used with the MEMS 5-in-1. The six sources of
uncertainty are a) the uncertainty of the in-plane length measurement (u.), b) the uncertainty due to four measurements taken
on the test structure at different locations (Urepeat(L)), C) the uncertainty of the calibration of the interferometric microscope in

the x-direction (Uxcal), d) the alignment uncertainty (ualign), €) the uncertainty of the value for Loffset (Uoffset), and f) the
uncertainty due to the repeatability of similar measurements taken on test structures processed similarly to the one being

measured (Urepeat(samp))- The combined standard uncertainty equation [5] can be written as follows:

2
repeat(samp) ?

2 2 2 2 2
ucLO = \/UL + urepeat(L) + uxcal + ualign + uoﬁset +u (I—12)

where a number (or a number and a letter) following the subscript “L”in “U¢.” indicates the data analysis sheet that is used to
obtain the combined standard uncertainty value. Therefore, uc o implies that Data Analysis Sheet L.0 [5,13] is used. In
determining the combined standard uncertainty, a statistical Type A analysis is used to obtain Urepeat(L) and Urepeat(samp)- The

other sources of uncertainty are obtained using a Type B evaluation [21-23] (i.e., one that uses means other than the statistical
Type A analysis).

Table L2 provides the equations for the uncertainty components. The first uncertainty component in Eq. (L12) and listed in
Table L2 is u.. The value for up is determined from the minimum and maximum length values (namely, LminL and LmaxL) as
calculated using the equations given in Table L2. Assuming a 99.7 % nominal probability of coverage, the range of values for L
due to this component is Limax. — LminL. Further, if a Gaussian probability distribution is assumed, u, is calculated using the
formula given in the last column of Table L2, which is repeated below:

U = I‘mele B I‘minL
LT (L13)
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It is assumed that the uncertainty associated with the pixel resolution in the x-direction is incorporated within this uncertainty

component.

The second uncertainty component in Eq. (L12) and listed in Table L2 is Urepeat(L). This uncertainty component is determined
from orepeat(L), the calibrated one sigma standard deviation of the in-plane length measurements Lyeqsa’s Lmeasas Lmease, and
Limease” The equation used to calculate Uepeary i given in the last column of Table L2. This is a statistical Type A component.

Table L2. In-Plane Length Uncertainty Equations for the MEMS 5-in-1 [5]

Lmin Lmax Gor equation
Ua
[ Aor
BP
l.u _ _ G/B .
- I-minL - I-measmin CoS o I-maxL - Lmeasmax CoSa u = Lmax'- 6 Lm'”'-
+ Loffset + Lof'fset
where where
Lmeasmin = (Lmeasmina’ Lmeasmax = (Lmeasmaxa’
+ I—measmina + Lmeasmine + Lmeasmaxa + Lmeasmaxe
4 L )/4 + Lmeasma>e')/4
measmire’ L —L
|_ - |_ measmaxt ~ —meast
measmint meast + (n1[ + n2t )Xrescalx
- (nl{ + nzt)xrescalx
2. Urepeat(L) N - G/A urepeat(L) = O-repeat(L) CoOs o
= STDEV(Lmeasa” I—measa’
Lmease’ Lmease’ ) Cos o
3. Uxcal - B G/B
uxcal X O-XCEII Lmeas Cosa
ruler,
4. Ualign I—minalign = Lmeas Cos X in I—maxalign = Lmeas Cos A nax u/B Lmaxalign - Lminalign
L L ualign = 2\/5
+ offset + offset
using Eq. (L14) for omin using Eq. (L15) for amax
5. Uoffset - - G/B L et
offse
uoffset = 3
— G/A _
6. Urepeat(samp) urepeat(samp) = O repeat(samp)

% «G” indicates a Gaussian distribution and “U” indicates a uniform distribution

b Type A or Type B analysis

The third uncertainty component in Eq. (L12) and listed in Table L2 is uycg. This uncertainty component is determined from

the estimated value of oycq Obtained in Sec. 6.2 and is assumed to scale linearly with the aligned length (i.e., LmeasCOSa) as
given in Table L2. This uncertainty component assumes that the uncertainty of the calibration is due solely to the uncertainty of

the calibration in the x-direction (in other words, the effect of gycqi On the misalignment angle, «, is considered negligible).
Similarly, it is assumed that the effect of oycg On the misalignment angle, «, is considered negligible.
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The fourth uncertainty component in Eq. (L12) and listed in Table L2 is uajign. This uncertainty component is determined from
the minimum and maximum length values (namely, Lminalign and Lmaxalign) given in this table resulting from calculated
minimum and maximum values for the misalignment angle, a. These equations for amin and omayx are given below:

_Ax cal. 2x._. cal |

1

i = LN A_calX - Ares caIX ! (H14)
Ay caly y ¢l |
_Ax cal. 2x_ cal |
-1

Ol gy = 12N A IX + Ares IX , (L15)
Ay cal, y cal, |

where Ay is given in Eq. (L8) and Ax is equated with either Ax1 or Ax2 in Eq. (L5) or Eq. (L6), respectively, as determined in
Eq. (L9) or Eg. (L10). A uniform probability distribution is assumed in the calculation of ugjign.

The fifth uncertainty component in Eq. (L12) and listed in Table L2 is upffset, Which is assumed to be equivalent to |L0ffset|, as

determined in Sec. 6.3, divided by three. Besides the uncertainty of the value of Loffset, Uoffset iS also assumed to incorporate
geometrical uncertainties along the applicable edges. For in-plane length measurements when the transitional edges face the
same direction, it is assumed that Loffset = Uoffset=0.

The sixth uncertainty component in Eq. (L12) and listed in Table L2 is Urepeat(samp), Which is equated with orepeat(samp)» the
repeatability standard deviation for in-plane length test structures. This value of orepeat(samp)’ is found from at least twelve 3-D
data sets taken on similar test structures from which twelve values of Lqjign are calculated as given in Sec. 6.3. The standard
deviation of the twelve or more measurements of Lajign is equated with oyepeat(samp)”- Table 3 in Sec. 1.14 specifies the value for
Orepeat(samp)” fOr test structures with edges that face each other, with an approximate design length of 200 um, and fabricated by
a bulk micromachining process similar to that used to fabricate RM 8096 when using a magnification of 25x for a measurement
between two metal2 lines. For RM 8097, the value for orepeat(samp)” is given in Table 4.

The expanded uncertainty for in-plane length, Uy, is calculated using the following equation:
U, =Kkuy, =2uy, , (L16)

where the k value of 2 gives an expanded uncertainty approximating a 95 % level of confidence.

Reporting results [21-23]: If it is assumed that the estimated values of the uncertainty components are approximately
Gaussianly distributed with approximate combined standard uncertainty uc| o, the in-plane length is believed to lie in the interval
L + ucLo (expansion factor k=1) representing a level of confidence of approximately 68 %.

6.4.2 Previous In-Plane Length Uncertainty Analyses

Two previous versions of the combined standard uncertainty equation exist. For these versions, the in-plane length, L, is
calculated using the following equation:

L — L — I—minL + I—maxL ’ (L17)

meas
2

where LminL and LmaxL are specified in a following paragraph. In addition, alignment is ensured (such that o = 0) and L is
determined from one data trace.
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The first combined standard uncertainty equation is used with the round robin results that are presented in the next section. The
following three term uncertainty equation is used [47]:

2
e (L18)

_ 2 2
Uy, = \/UL +U,, TU
The first uncertainty component in the above equation is up, which is determined from the minimum and maximum length

values (namely, LminL and Lmaxt) as calculated from one data trace using the following equations for transitional edges that face
each other:*

LminL = (X2Iower - X]10wer )cal x» and (L19)

I—maxL = (qupper - Xlupper}:alx . (L20)

Assuming a 99.7 % nominal probability of coverage, the range of values for L due to this component is Lmax.—LminL. Further, if

a Gaussian probability distribution is assumed, uy is calculated using Eq. (L13). For transitional edges that are oriented in the
same direction, the following equations are used:

L — L - 2XresCa|X ,and (L21)

minL

L. =L+2X.cal (L22)

maxL
such that up_ in Eq. (L13) can be simplified to be:

_ 2X,.caly

u, : (L23)

This is a Type B component.

The second uncertainty component in Eq. (L18) is uycal, Which is calculated using the equation given in Table L2 with o = 0 and
Lmeas determined using Egs. (L17), (L19), and (L20) or Egs. (L17), (L21), and (L22), as appropriate.

The third uncertainty component in Eq. (L18) is uyres. For this uncertainty component, Liminres and Lmaxres are determined from
one 2D data trace using the following equations:

L = Lens — XesCal, (L24)

minres meas

L = L as + X,esCal,, (L25)

maxres meas

where Xes iS the uncalibrated pixel resolution of the interferometric microscope in the x-direction. Assuming a uniform
distribution for this uncertainty component of width 2X,s, Uyres is calculated using the equation given below:

u _ Lmaxres - I-minres — Xrescalx

xres 2\/§ \/g , (L26)

81 Consult ASTM E 224405 [47] for slight differences from the MEMS 5-in-1 approach concerning the determination of the upper and lower
x-values used to obtain Lyjn. and Liaxe.
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where Uyres iS @ Type B component.

Eqg. (L18) is used in Data Analysis Sheet L.1 [13] with Table L3 giving example values for each of these uncertainty
components as well as the combined standard uncertainty value, us ;. The original uncertainty equation [48] consists of only the
first term in Eq. (L18).

Table L3. Example In-Plane Length Uncertainty Values
From a Round Robin Surface-Micromachined Chip Using Eq. (L18)
source of uncertainty or descriptor uncertainty values
1. uL in-plane length measurement 0.911 p,ma
(using XLypper = 18.872 um,
XLiower = 21.9532 pum,
X2jower = 215.68 pm,
X2ypper = 217.991 pm,
and caly =1.01385)
2. Uycal calibration in x-direction 0.463 pm
(using oycal = 0.667 pm,
ruler, /caly = intery = 283.08 pm,b
and L =199.14 um)

3. Uxres interferometric resolution in the x-direction 0.225 pm
(using Xres = 0.3851 um)
UclL1 combined standard uncertainty for in-plane length 1.05 pm°

2 2 2
= \/uL +uxca| + uxres

a This ug uncertainty value is one of the 48 repeatability values which comprise the average value, u aye, as given in
Table L4 and plotted in Fig. L9 for Lges=200 pum.

b Intery is also called scopey.

¢ For transitional edges that face each other, such as Edges 1 and 2 in Figs. L3(a and b) at a magnification of 20x [11,47]

6.5 In-Plane Length Round Robin Results

The round robin repeatability and reproducibility results are given in this section for in-plane length measurements. The
repeatability data were taken in one laboratory using an optical interferometric microscope (see Sec. 1.1.2). Unlike the MEMS
5-in-1 chips shown in Figs. 2(a and b), a similarly processed surface-micromachined test chip (from MUMPs46 [9] and without
the backside etch) was fabricated on which in-plane length measurements were taken from each of the fixed-fixed beams
depicted in Fig. L6. The design length (in micrometers) of each of these beams is specified to the left of these test structures.
This design length corresponds to the design length of La in Fig. L7. The measurement of La [or L in Fig. L3(a)] is obtained
from the data along Edges 1 and 2 using Trace a or Trace e. Example 2D data from Trace a or Trace e are given in Fig. L3(b).
Trace a or Trace e can also be used to obtain the in-plane length measurement, Lg, as shown in Fig. L7 from data along Edges 1
and 5. The design lengths for the measurements of Lg on the test structures shown in Fig. L6 are 1035 um, 535 um, 235 um,
115 pum, and 60 um (35 um more than the corresonding design values for La). For the repeatability data, 24 measurements of
La and 24 measurements of Lg were taken on each of the five test structures in Fig. L6 and the same number of measurements
were taken on a similiarly designed array of test structures with a 90° orientation with respect to the orientation shown in Fig.
L6.
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Figure L6. Polyl fixed-fixed beam test structures for in-plane length measurements on the round robin test chip.

A

Ls > |

< La > L . poly0

B poly1
[l polyl anchor to poly0

e

BN /

Edge 1 Edge 2 Edge 5

Figure L7. One of the polyl fixed-fixed beam test structures depicted in Fig. L6.

For the reproducibility data, a round robin test chip was passed from laboratory to laboratory with eight laboratories
participating. Each participant was asked to obtain both La and Lg from five polyl fixed-fixed beams in an array of test

structures that had either a 0° orientation or a 90° orientation. Following the 2002 version of ASTM standard test method E
2244 [48] for in-plane length measurements, the raw, uncalibrated measurements were recorded on Data Analysis Sheet A

(similar to the existing Data Analysis Sheet L.1 [13]) for measurements of La. Data Analysis Sheet B (similar to the existing

Data Analysis Sheet L.2) was used for measurements of Lg. (In this section, for simplicity, we will refer to the existing Data
Analysis Sheets L.1 and L.2.)

Tables L4 and L5 present the repeatability and reproducibility results, respectively, for the in-plane length measurements with
transitional edges facing each other, such as Edges 1 and 2 in Fig. L7, and Tables L6 and L7 present similar results for in-plane
length measurements with transitional edges facing the same direction, such as Edges 1 and 5 in Fig L7. In these tables, n is the

number of measurements and is listed first followed by the microscope magnifications (mag) and Laye, Which is the average of
the repeatability or reproducibility measurement results. For the repeatability measurements only, orepeat(samp)” iS given next,
which is the standard deviation of the repeatability in-plane length measurements. Then, in all four tables, the 24 limits are

given, where o\ is the standard deviation of the in-plane length measurements, followed by the average of the repeatability or
reproducibility standard uncertainty values (i.e., U_ae and/or Ug 1a). The last row in each table specifies values for AL, where
AL = Lave — Les.
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In particular, note in Tables L5 and L7 the magnifications used for the specified values of the design length (Lges). Not all
laboratories had the same magnifications available; therefore, each laboratory was instructed to use the highest magnification

Table L4. Repeatability and Uncertainties of NIST Measurement Results for In-Plane Length
Measurements When the Transitional Edges Face Each Other

Design Length (Lges) 25 pm 80 um 200 pm 500 pm 1000 pm
n 48 48 48 48 48
mag 80x 40x 20x 10x 5x
Lave 2437um | 79.76 um | 199.10 um | 495.0 um | 995.5 um
Otepeat(samp)’ 0.10 um | 0.086 pm 0.15 um 0.80 um 2.5 um
1201 limits +0.20 ym | *0.17 pm | 0.30 um +1.6 um 5.0 um
(+0.81%) | (£0.22%) | (+0.15%) | (+0.32%) | (+0.50 %)
ULave. 0.23 um 1.0 um 0.95 um 1.7 um 3.2um
(0.95%) | (1.3%) (048%) | (0.33%) | (0.32%)
UcL1ave” 033um | 1.1pum 1.1pum 1.9 um 3.6 um
(1.3 %) (1.4 %) (054%) | (0.39%) | (0.36%)
AL —0.63 um | -0.24 um —0.90 um —5.0 pm —4.5 um

& Where ug aye is the sum of the uy_ values divided by n
b The average of the ug; values as determined using Eq. (L18)

available for the given measurement. The underlined value is the magnification used for the repeatability measurements.

Table L5 includes the in-plane length results from 650 um long fixed-fixed beams that were used for residual strain

measurements. Similar 650 pm length measurements are not included in Table L4 since repeatability measurements at a

magnification of 5x are already available with the 1000 um long measurements.

Table L5. Reproducibility and Uncertainty of Round Robin Measurement Results for In-Plane Length
Measurements When the Transitional Edges Face Each Other

Design Length (Lges) 25 um 80 um 200 pm 500 pm 650 pm 1000 pm
n 7 7 6 6° 6 6°
mag 100x,80%,° | 50x,40x, | 25x,20.4x, | 10.2x,10x, | 25%,7.8x, | 5x,5x,
50x%, 39x, 25x%, 25x, 20x, 10x, 10x, 10x, 5x, 5x, 5x, 5x,
20x%, 10x, w® | 10x, 10x, w 10x, 10x 5%, 5x 5%, w 5x, 5x
Lave 24.91 ym 79.70 um 200.61 um | 497.8 um 651.4 um | 999.8 um
+20_ limits +4.3 um +5.3 um +4.1 um +3.9 um +5.3 um +4.9 um
(17 %) (6.6 %) (x2.0 %) (x0.78 %) | (£0.81 %) | (£0.49 %)
ULave 0.60 um 0.71 um 0.86 um 1.5 um 1.6 um 2.5 um
(2.4 %) (0.89 %) (0.43 %) (0.30 %) (0.25 %) (0.25 %)
AL —0.09 um —0.30 um 0.61 um —2.2 um 1.4 um —0.2 um

% Three of these measurements were taken from the same instrument by two different operators.
b Underlined values correspond to the magnifications used for the repeatability measurements.
® The symbol “w” stands for “unknown.” The magnification was not reported by the round robin participant.

4 Where UL ave 1S the sum of the ug values divided by n

126




Table L6. Repeatability and Uncertainties of NIST Measurement Results for In-Plane Length

Measurements When the Transitional Edges Face the Same Direction

Design Length (Lges) 60 um 115 um 235 um 535 um 1035 um
n 48 48 48 48 48
mag 80x 40x% 20x% 10x 5x
Lave 59.56 um 115.96 um 234.67 um 532.2 um 1035.0 um
Otepeat(samp) 0.13 um 0.19 um 0.23 um 0.25 um 0.61 pm
+2¢ limits +0.27 um +0.39 um +0.47 um +0.50 um +1.2 um
(20.45 %) (20.33 %) (0.20 %) | (£0.094 %) (£0.12 %)
ULavea 0.067 um 0.14 um 0.26 um 0.54 um 1.1 um
(0.11 %) (0.12 %) (0.11 %) (0.10 %) (0.10 %)
UcL 1ave 0.54 um 0.55 um 0.64 um 1.1 pum 2.0 um
(0.91 %) (0.47 %) (0.27 %) (0.21 %) (0.20 %)
AL —0.44 pm 0.96 um —0.33 um -2.8 um 0.0 um

& Where UL ave is the sum of the u_ values divided by n
b The average of the ug 1 values as determined using Eq. (L18)

Table L7. Reproducibility and Uncertainty of Round Robin Measurement Results for In-Plane Length

Measurements When the Transitional Edges Face the Same Direction

Design Length (Lges) 60 pm 115 um 235 pm 535 pm 1035 pm
n 6 6 6° 6° 6°
mag 80x%, 80x, 40%, 25x, 20.4x,20%, | 10.2x, 10x, 5.9x%, 5x, 5x,
50x%, 39x, 25x, 25X, 20x, 10%, | 10x, 10x, 5x, 5x, 5%, 5x
20x, 10x 10x, 10x 10x, 5x 5x
Lave 50.68 um | 115.34um | 23579 pum | 533.8 um 1035.1 um
+201 limits +1.2 um 5.0 um +4.1 um 5.6 um +5.0 um
(2.1 %) (4.4 %) (1.7 %) (1.0 %) (£0.48 %)
ULave 0.22 um 0.32 um 0.43 um 0.67 um 1.1 um
(0.37 %) (0.27 %) (0.18 %) (0.13 %) (0.10 %)
AL -0.32 um 0.34 um 0.79 um -1.2um 0.1 um

& Two of these measurements were taken from the same instrument by different operators.
b Three of these measurements were taken from the same instrument by two different operators.
¢ Where Up ave IS the sum of the up_ values divided by n

The test method for in-plane length measurements emphasizes two values, the in-plane length measurement, L, and the
combined standard uncertainty [21-23], ucL, of that measurement. Figure L8 illustrates the offsets between the measured length
results and the designed values for both the NIST measurements and the round robin averages for L. This figure consists of four
plots of AL versus Lges Where AL = Lave — Lges. These plots are for the repeatability and reproducibility measurements obtained
from Data Analysis Sheet L.1 and Data Analysis Sheet L.2. The average AL value (4Laye) for each plot is given. There do not
seem to be obvious systematic offsets in these data; however, the repeatability data from Data Analysis Sheet L.1 show the
highest |4Laye| value with all the measurements of Laye being less than Lges (as given in Table L4). Therefore, there may be a
bias towards measuring lower values of L when using Data Analysis Sheet L.1 in this laboratory, and the degree of the resulting
bias varies with magnification. Even though these data were calibrated, it should be emphasized that calibration of the
microscope magnification is considered mandatory for in-plane length measurements. The interferometric software may treat
data at transitional edges differently (for example, if neighboring data points are averaged together) which could result in a bias
to an in-plane length measurement when the transitional edges face each other. With the microscope magnfications calibrated in
the x-and y-directions, one is able to determine an accurate value for Losset for that magnification of that interferometric
microscope when using similar in-plane length calculations on similar test structures. Therefore, when measuring in-plane
lengths that face each other in the manner specified for the round robin, the AL values in Table L4 can be equated with —Lgfset
for similar test structures using the interferometric microscope used at NIST.
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Figure L8. Repeatability and reproducibility offset data for L,

Now, consider the trends associated with upave as given in Fig. L9 and Fig. L10 for Data Analysis Sheet L.1 and Data Analysis

Sheet L.2, respectively. In both of these figures, upave increases with increasing length primarily due to the increase in the pixel-
to-pixel spacings associated with the lower-powered objectives that are used for the longer length measurements. Also, these
figures show that the repeatability and reproducibility measurements are somewhat comparable. For Data Analysis Sheet L.1,

uL is given by Eq. (L13) with LmjnL and LimaxL given in Egs. (L19) and (L20), respectively, and if the data points determining
LminL and LmaxL in these equations are chosen in the manner specified in the standard test method [48], the comparable results in
Fig. L9 are expected. For Data Analysis Sheet L.2, up is given by Eq. (L23) where Xyes is the uncalibrated resolution of the
interferometric microscope in the x-direction. Therefore, u_ can be calculated before the measurement is even taken since this

equation does not rely upon any data points. Therefore, the repeatability and reproducibility measurements in Fig. L10 should
be comparable.

Examining this further, Fig. L10 (in combination with the magnifications specified in Table L7) indicates that the
interferometric microscope used at NIST for the repeatability measurements has a comparable value for Xyes for the highest Lges
(=1035 um) measurement taken at the lowest (5x) magnification to those used by the other laboratories that participated in this
round robin. However, this laboratory benefited by having five different magnifications at which to take measurements.
Therefore, for the smaller values of Lges given in Table L7, NIST apparently used higher-powered objectives than those used by
most of the other laboratories and was able to achieve lower values for upave. This could imply that the effective technical
lifetime of an interferometric microscope can be extended by purchasing multiple objectives.

Comparing upave in Figs. L9 and L10, the values for uj ave from Data Analysis Sheet L.2 are considerably less than those from
Data Analysis Sheet L.1. This implies that more precise in-plane length measurements are possible when the transitional edges
face the same direction.

%2 Copyright, ASTM International, 100 Barr Harbor Drive, West Conshohocken, PA 19428, USA. Reproduced via permissions
with ASTM International.
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Figure L10. Comparing repeatability and reproducibility results for uaye in Data Analysis Sheet L.2.

The precision and bias obtained from the round robin data can be stated as follows:

Precision: The precision data for L are given in Tables L4 through L7. In particular, the £24 limits indicate that the

reproducibility results (e.g., 2.0 % for Data Analysis Sheet L.1 in Table L5 for Lges=200 pum) are much poorer than the
corresponding repeatability results (i.e., £0.15 % in Table L4). This might be due to resolution limits if one is measuring the
smaller features with low power objectives, errors in the calibration factors of the different instruments and different objectives,
and different persons taking the measurements and analyzing the data.

Bias: The data in Fig. L8 suggest no significant offsets associated with the length data, except for a tendency for repeatability
Data Analysis Sheet L.1 length data to be less than Lges for this laboratory for all magnifications. The degree of the resulting
bias is different for each magnification.
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6.6 Using the MEMS 5-in-1 to Verify In-Plane Length Measurements

To compare your in-house length measurements with NIST measurements, you will need to fill out Data Analysis Sheet L.0.
(This data analysis sheet is accessible via the URL specified in the reference [13], a reproduction of which is given in Appendix
5). After calibrating the instrument, locating the test structure, taking the measurements, and performing the calculations, the
data on the completed form can be compared with the data on the RM Report of Investigation and the completed data analysis
sheet supplied with the MEMS 5-in-1. Details of the procedure are given below.

Calibrate the instrument: Calibrate the instrument as given in Sec. 6.2. Obtain the inputs for Table 1 in Data Analysis Sheet
L.0.

Locate the in-plane length test structure: In the fifth grouping of test structures, shown in Figs. L1(a and b), on the MEMS 5-in-
1 chips shown in Fig. 1 and Figs. 2(a and b) for RM 8096 and RM 8097 (fabricated on MUMPs98 and MUMPs95) in-plane
length measurements are made. In-plane length test structures are provided for this purpose, such as those shown in Fig. L2(a)
or Fig. L4 for RM 8096 and in Fig. L3(a) for a polyl test structure on RM 8097. Data Analysis Sheet L.0 requires
measurements from one in-plane length test structure. The specific test structure to be measured can be deduced from the data
entered on the NIST-supplied Data Analysis Sheet L.0 that accompanies the RM.

For the in-plane length grouping of test structures on RM 8096, as shown in Fig. L1(a), the target test structure and applicable
measurement can be found as follows:
1. The input design length (i.e., input #5 on Data Analysis Sheet L.0, a reproduction of which is given in Appendix
5) specifies the design length of the in-plane length test structure. The length of the in-plane length test structure
(in micrometers) is given at the top of each column of test structures in Fig. L1(a); therefore design length can be
used to locate the column in which the target test structure resides. Design lengths for the in-plane length test
structures are given in Table L1.
2. The input which (i.e., input #6) specifies which in-plane length test structure in the column to measure (i.e., the
“first,” “second,” “third,” etc.). Since there are three instances of each test structure, the radio button
corresponding to “first,” “second,” or “third” is used to identify the target test structure.

3. The input type (i.e., input #4) specifies the type of in-plane length measurement (Lqo, Lii, Or Ljo) as shown in Fig.
L4. For RM 8096 measurements, an inside edge-to-inside edge length measurement as given by Lj; in Fig. L4 is
requested.

For the in-plane length grouping of test structures for RM 8097, as shown in Fig. L1(b), the target test structure and applicable
measurement can be found as follows:

1. The input material (i.e., input #3 on Data Analysis Sheet L.0, a reproduction of which is given in Appendix 5)
specifies the composition of the in-plane length test structure, which should be either “poly1” or “poly2” since
there are four arrays of polyl [or P1 as given in Fig. L1(b)] structures and two arrays of poly2 (or P2) structures.

2. The input type (i.e., input #4) specifies the type of in-plane length measurement (Lqo, Lij, Or Ljo) as shown in Fig.

L4. For RM 8097 measurements, an inside edge-to-inside edge length measurement (Lj;) is requested. Since an
array consists of all fixed-fixed beams or all cantilevers, we will assume this measurement is between the anchor
lips of a fixed-fixed beam, as given by L in Fig. L3(a); therefore, the target test structure is within a fixed-fixed
beam array. There are two polyl fixed-fixed beam arrays in the in-plane length grouping of test structures and
they are located on the left side of this grouping, as can be seen in Fig. L1(b). There is also one poly2 fixed-fixed
beam array located in the middle of the bottom row of arrays.

3. The input orientation (i.e., input #8) is used to locate the target array. There are two orientations (a 0° orientation
and a 90° orientation) of polyl fixed-fixed beam arrays. An array with a 0° orientation has the length of the beam
parallel to the x-axis of the chip, the axes of which are shown in Fig. 2 and Fig. L1(b). Therefore, the polyl array
of fixed-fixed beams with a 0° orientation is the bottom left array and the poly array of fixed-fixed beams with a
90° orientation is the top left array. There is one poly2 fixed-fixed beam array with a 0° orientation located in the
middle of the bottom row of this grouping of test structures.

4. The input design length (i.e., input #5) specifies the design length of the fixed-fixed beam. The design length of
the fixed-fixed beam (in micrometers) is given next to the second of three fixed-fixed beams of the same length, as
can barely be seen in Fig. L1(b). Therefore, design length can be used to locate a set of three possible target test
structures. Design lengths for the fixed-fixed beam test structures are given in Table L1.

5. The input which (i.e., input #6) is used to locate which iteration of the test structure is the target test structure,
where “first” corresponds to the topmost or leftmost test structure in the array of the same material that has the
specified length.
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6. As stated previously, type (i.e., input #4) specifies that an inside edge-to-inside edge length measurement, Ljj, is
requested. This measurement is taken between the anchor lips of the fixed-fixed beam, as given by L in Fig. L3(a).

Take the measurements: Following the steps in ASTM standard test method E 2244 [5] for in-plane length measurements, the
chip is oriented® under the interferometric microscope as shown in Fig. L2(a) or Fig. L3(a) and one 3-D data set is obtained
using the highest magnification objective that is available and feasible. The data are leveled and zeroed, and four 2D data traces

(a’, &, e, and e’) are obtained. From each of the four data traces, the raw, uncalibrated measurements for x1yppert and X2yppert
are obtained along with n1t and n2; (as specified in Sec. 6.3) and recorded in Data Analysis Sheet L.0. The uncalibrated values
for y,-and ye- are also recorded in Data Analysis Sheet L.0.

Perform the calculations: Enter the data into Data Analysis Sheet L.0 as follows:

1. Press one of the “Reset this form” buttons. (One of these buttons is located near the top of the data analysis sheet
and the other is located near the middle of the data analysis sheet.)

2. Supply the inputs to Table 1 and Table 2.

3. Press one of the “Calculate and Verify” buttons to obtain the results for the in-plane length test structure. (One of
these buttons is located near the top of the data analysis sheet and the other is located near the middle of the data
analysis sheet.)

4. Verify the data by checking to see that all the pertinent boxes in the verification section at the bottom of the data
analysis sheet say “ok”. If one or more of the boxes say “wait,” address the issue, if necessary, by modifying the
inputs and recalculating.

5. Print out the completed data analysis sheet to compare both the inputs and outputs with those on the NIST-supplied
data analysis sheet.

Compare the measurements: The MEMS 5-in-1 is accompanied by a Report of Investigation. This Report of Investigation
specifies an in-plane length value, L, and the expanded uncertainty, U, (with k=2) intending to approximate a 95 % level of
confidence. It is your responsibility to determine an appropriate criterion for acceptance, such as given below:

2 2
D'— - L(CU5t0mer) a L‘ < \/U L (customer) +U L (L27)

where Dy is the absolute value of the difference between your in-plane length value, L(customer), and the in-plane length value on
the RM Report of Investigation, L, and where Uy (customer) is your expanded uncertainty value and U_ is the expanded
uncertainty on the RM Report of Investigation. If your measured value for in-plane length (as obtained in the newly filled out
Data Analysis Sheet L.0) satisfies your criterion for acceptance and there are no pertinent “wait” statements at the bottom of
your Data Analysis Sheet L.0, you can consider yourself to be appropriately measuring in-plane length according to the ASTM
E 2244 in-plane length standard test method [5] according to your criterion for acceptance.

Any questions concerning the measurements, analysis, or comparison can be directed to mems-support@nist.gov.

®3 This orientation assumes that the pixel-to-pixel spacing in the x-direction of the interferometric microscope is smaller than or equal to the pixel-to-pixel
spacing in the y-direction.
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7 Residual Stress and Stress Gradient

Residual stress is defined as the remaining force per unit area within the structural layer of interest after the original causes(s)
during fabrication have been removed yet before the constraint of the sacrificial layer (or substrate) is removed (in whole or in
part). (Residual) stress gradient is defined as a through-thickness variation (of the residual stress) in the structural layer of
interest before it is released. These measurements are an aid in the design and fabrication of MEMS devices [31-32] and ICs
[30].

In this section, Sec. 7.1 provides the equations for residual stress and stress gradient. The uncertainty analysis is presented in
Sec. 7.2. Following this, Sec. 7.3 describes how to use the MEMS 5-in-1 to verify residual stress and stress gradient
measurements.

7.1 Residual Stress and Stress Gradient Equations

Equations for residual stress and stress gradient are presented in this section, given the Young’s modulus value, E, obtained
from Data Analysis Sheet YM.3 (as specified in Sec. 2) [1,13].

Residual stress: To calculate the residual stress, oy, of a thin film layer, the residual strain of the thin film layer, &, must also be

known. This value of residual strain and its combined standard uncertainty value, ucg3, are found (as specified in Sec. 3) from
measurements of a fixed-fixed beam test structure comprised of that layer using Data Analysis Sheet RS.3 [13]. Then, the
residual stress is calculated using the following equation:

o, =Ee, . (X1)

Stress gradient: To calculate the stress gradient, oy, of a thin film layer, the strain gradient of the thin film layer, sg, must also

be known. This value of strain gradient and its combined standard uncertainty value, ucsgs, are found (as specified in Sec. 4)
from measurements of a cantilever test structure comprised of that layer using Data Analysis Sheet SG.3 [13]. Then, the stress
gradient is calculated using the following equation:

o, =Es, . (X2)

7.2 Residual Stress and Stress Gradient Uncertainty Analysis

In this section, two sets of combined standard uncertainty equations are presented for residual stress and stress gradient. The
first set of combined standard uncertainty equations are used for the MEMS 5-in-1. The propagation of uncertainty technique
[21-23] (a brief overview of which is given in Appendix 8) is used, which for products results in relative uncertainties that can
be of more value to the user than absolute uncertainties. For example, relative uncertainties can be used to determine what
parameters residual stress and stress gradient are most sensitive to and how accurate the parameters must be to assure a pre-
determined accuracy. (Relative uncertainties are obtained in Sec. 2.4.1 in the uncertainty analysis for Young’s modulus.) The
second set of combined standard uncertainty equations presented for residual stress and stress gradient are earlier equations
[34,35] which use a technique which adds absolute uncertainties in quadrature.

7.2.1 Residual Stress and Stress Gradient Uncertainty Analyses for the MEMS 5-in-1

This section presents the combined standard uncertainty equations for residual stress and stress gradient that are used for the
MEMS 5-in-1.

Residual stress: The combined standard uncertainty equation for residual stress is found by applying the propagation of
uncertainty technique for parameters that multiply (as presented in Appendix 8) to Eqg. (X1). The one sigma uncertainty of the

value of the residual stress, o,y can be written as follows:

132



2

2
On =|oy] [G—EEJ + z—“ , (X3)

where o and o, are the standard deviations of Young’s modulus and residual strain, respectively. Rewriting the above

equation in terms of combined standard uncertainties (by equating o4 With Uger3, o With Uces, and oz with ucg3) results in the
following equation:

2

2

u E3 u 3

ucar3:|o-r| (C?j + ;_éf , (X4)
r

where a number following the subscript “or” in “Ucor” and “E” in “Ucg” indicates the Young’s modulus data analysis sheet that

is used to obtain these combined standard uncertainty values. Therefore, both ucor3 and ucgsz imply that Data Analysis Sheet
YM.3 is used to obtain these values. However, the number “3” following the subscript “e7” in “U.y” indicates that Data

Analysis Sheet RS.3 is used to obtain that value. In determining the combined standard uncertainty, a Type B evaluation [21-
23] (i.e., one that uses means other than the statistical Type A analysis) is used for each source of uncertainty.

The expanded uncertainty for residual stress, U, is calculated using the following equation:
Uor = kuCoI‘3 = 2ucm‘3 ! (X5)
where the k value of 2 gives an expanded uncertainty approximating a 95 % level of confidence.

Reporting residual stress results: If it is assumed that the estimated values of the uncertainty components have an approximate
Gaussian distribution with approximate combined standard uncertainty ucer3, the residual stress is believed to lie in the interval
or  Ucora (expansion factor k=1) representing a level of confidence of approximately 68 %.

Stress gradient: The combined standard uncertainty equation for stress gradient is found by applying the propagation of
uncertainty technique for parameters that multiply (as presented in Appendix 8) to Eqg. (X2). The one sigma uncertainty of the

value of the stress gradient, oo can be written as follows:

2
o Oy
Oy =0y [EE) + s : (X6)

where o and osg are the standard deviations of Young’s modulus and strain gradient, respectively. Rewriting the above

equation in terms of combined standard uncertainties (by equating ;¢ With Ucsg3, o With Ucgs, and asg With Ucsgs) results in the
following equation:

2
u E3 ucsg3
ucogSZO-g ( ° j + ) (X7)

where a number following the subscript “09” in “Ug.g” and “E” in “Ucg” indicates the Young’s modulus data analysis sheet that
is used to obtain these combined standard uncertainty values. Therefore, both ucsg3 and ucgs imply that Data Analysis Sheet

YM.3 is used to obtain these values. However, the number “3” following the subscript “sg” in “Ucsg” indicates that Data
Analysis Sheet SG.3 is used to obtain that value. In determining the combined standard uncertainty, a Type B evaluation [21-
23] (i.e., one that uses means other than the statistical Type A analysis) is used for each source of uncertainty.
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The expanded uncertainty for stress gradient, U g, is calculated using the following equation:
Uy =KU.pys =2U 5 (X8)

where the k value of 2 gives an expanded uncertainty approximating a 95 % level of confidence.

Reporting stress gradient results: If it is assumed that the estimated values of the uncertainty components have an approximate
Gaussian distribution with approximate combined standard uncertainty ucog3, the (residual) stress gradient is believed to lie in
the interval oy + Ucog3 (expansion factor k=1) representing a level of confidence of approximately 68 %.

7.2.2 Previous Residual Stress and Stress Gradient Uncertainty Analyses
This section presents previous combined standard uncertainty equations for residual stress and stress gradient.

Residual Stress: A combined standard uncertainty equation that was used previously for residual stress in Data Analysis Sheet
YM.2 [13] is as follows:

2 2
Usoro = \/UE(of) Ui (X9)

where Ug(or) is due to the measurement uncertainty of E and where U (or) is due to the measurement uncertainty of &. A
number following the subscript “of” in “U¢or” indicates the Young’s modulus data analysis sheet that is used to obtain the

combined standard uncertainty value. Therefore, ucoro implies that Data Analysis Sheet YM.2 is used. In determining the
combined standard uncertainty, a Type B evaluation [21-23] (i.e., one that uses means other than the statistical Type A analysis)
is used for each source of uncertainty. Table X1 gives the equation for both uncertainty components.

The first uncertainty component in Eq. (X9) and listed in Table X1 is ug(r), Which is determined from the minimum and
maximum residual stress values (namely, ormin and oymax, respectively). Assuming a Gaussian distribution, ug(.r) is calculated

using the equation given in Table X1 where ucg> is the combined standard uncertainty of the Young’s modulus measurement as
given in Sec. 2.4.2 using Data Analysis Sheet YM.2.

The second uncertainty component in Eq. (X9) and listed in Table X1 is Ur(or), Which is determined from the minimum and
maximum residual stress values (namely, ormin and ormax, respectively). Assuming a Gaussian distribution, U.(or) is calculated

using the equation in Table X1 where uc3 is the combined standard uncertainty of the residual strain measurement as given in
Sec 3.4 using Data Analysis Sheet RS.3.

Eg. (X9) can be shown to be equivalent to Eq. (X4) if ucgz is equated with ucez and if the values for Young’s modulus are the
same (in other words if feorrection is Set equal to 0 Hz in Data Analysis Sheet YM.3).

The combined standard uncertainty equation for u..,; (obtained using Data Analysis Sheet YM.1 [34,35]) is similar to Eq. (X9),
however the calculation of the first component, Ug ), Uses Ucgy instead of Uce>.

Table X1. Residual Stress Uncertainty Equations [10]

source of uncertainty G or U2 equation
/ AorBP
1. Ug(en) Young’s modulus G/B uE(af’) _ chg‘é‘r‘
2. Ug(on) residual strain G/B ugr(of) _ chrsE

a . . N ) .
“G” indicates a Gaussian distribution and “U” indicates a uniform distribution

b .
Type A or Type B analysis
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Stress gradient: A combined standard uncertainty equation that was used previously for stress gradient in Data Analysis Sheet
YM.2 [13] is as follows:

_ 2 2
uCoQZ - \/uE(og) +uSQ(09) J (X10)

where Ug(qg) is due to the measurement uncertainty of E, and where usg(og) is due to the measurement uncertainty of sg. A
number following the subscript “og” in “Ucsg” indicates the Young’s modulus data analysis sheet that is used to obtain the

combined standard uncertainty value. Therefore, ucoge implies that Data Analysis Sheet YM.2 is used. In determining the
combined standard uncertainty, a Type B evaluation [21-23] (i.e., one that uses means other than the statistical Type A analysis)
is used for each source of uncertainty. Table X2 gives the equation for both uncertainty components.

The first uncertainty component in Eq. (X10) and listed in Table X2 is ug(sg), which is determined from the minimum and
maximum stress gradient values (namely, ogmin and ogmax, respectively). Assuming a Gaussian distribution, ug(cg) is calculated

using the equation given in Table X2 where ucg2 is the combined standard uncertainty of the Young’s modulus measurement as
given in Sec. 2.4.2 using Data Analysis Sheet YM.2.

The second uncertainty component in Eq. (X10) and listed in Table X2 is Usg(og), Which is determined from the minimum and
maximum stress gradient values (namely, ogmin and ogmax, respectively). Assuming a Gaussian distribution, Usg(sg) is

calculated using the equation given in Table X2 where ucsg3 is the combined standard uncertainty of the strain gradient
measurement as given in Sec. 4.4 using Data Analysis Sheet SG.3.

Eq. (X10) can be shown to be equivalent to Eq. (X7) if ucg2 is equated with uces and if the values for Young’s modulus are the
same (in other words if feorrection 1S Set equal to 0 Hz in Data Analysis Sheet YM.3).

The combined standard uncertainty equation for u.g; (obtained using Data Analysis Sheet YM.1 [34,35]) is similar to Eq.
(X10), however the calculation of the first component, Ug(sg), Uses Ucg1 instead of ucez.

Table X2. (Residual) Stress Gradient Uncertainty Equations [10]

source of uncertainty G or U2 equation
/ AorB®
1 u Young’s modulus G/B _
E(og) Ue(og) = Uee2Sy
2. U strain gradient G/B _
sg(og) Usy(og) = chggE

a . . . . .
“G” indicates a Gaussian distribution and “U” indicates a uniform distribution

b .
Type A or Type B analysis

7.3 Using the MEMS 5-in-1 to Verify Residual Stress and Stress Gradient Measurements

To compare your residual stress and stress gradient measurements with NIST measurements, you will need to provide the
optional inputs to Table 4 (in addition to Table 1 and Table 2) in Data Analysis Sheet YM.3. (This data analysis sheet is
accessible via the URL specified in the reference [13], a reproduction of which is given in Appendix 1.) This data analysis sheet
is used for Young’s modulus measurements in Sec. 2. Two inputs to Table 4 (namely, & and uc43) come from the outputs of
Data Analysis Sheet RS.3 (see Sec. 3) and the other two inputs to Table 4 (namely, sq and ucsq3) come from the outputs of Data
Analysis Sheet SG.3 (see Sec. 4).

Therefore, as specified in Sec. 2.6, to perform the calculations, enter the data into Data Analysis Sheet YM.3 as follows:

1. Press the “Reset this form” button located near the middle of the data analysis sheet. (One of these buttons is
located near the top of the data analysis sheet and the other is located near the middle of the data analysis sheet.)
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Fill out Table 1, Table 2, and Table 4.

3. Press the “Calculate and Verify” button to obtain the results for the cantilever. (One of these buttons is located
near the top of the data analysis sheet and the other is located near the middle of the data analysis sheet.)

4. Verify the data by checking to see that all the pertinent boxes in the verification section at the bottom of the data
analysis sheet say “ok”. If one or more of the boxes say “wait,” address the issue, if necessary, by modifying the
inputs and recalculating.

5. Print out the completed data analysis sheet to compare both the inputs and outputs with those on the NIST-

supplied data analysis sheet.

Compare the measurements: The MEMS 5-in-1 is accompanied by a Report of Investigation. This Report of Investigation
specifies an effective residual stress value, oy, an effective stress gradient value, oy, and their corresponding expanded

uncertainty values, namely Uy and Ugg, respectively, (with k=2 in both cases) intending to approximate a 95 % level of
confidence. It is your responsibility to determine an appropriate criterion for acceptance, such as given below:

2 2

DOf - ‘Gr(customer) —0y| = \/U or (customer) T us, (X11)
2 2

Dog - ‘O-g (customer) — Fg ‘ < \/Uag(customer) +U og (X12)

where Dy, is the absolute value of the difference between your residual stress value, or(customer), and the residual stress value on
the RM Report of Investigation, oy, and where U customer) IS your expanded uncertainty value and Ug, is the expanded
uncertainty on the RM Report of Investigation. Similarly, D, is the absolute value of the difference between your stress
gradient value, og(customer), and the stress gradient value on the RM Report of Investigation, ag, and where Ugg(customer) IS your

expanded uncertainty value and U, is the expanded uncertainty on the RM Report of Investigation. If your measured values for
residual stress and stress gradient (as obtained in the newly filled out Data Analysis Sheet YM.3) satisfies your criterion for
acceptance and there are no pertinent “wait” statements at the bottom of your Data Analysis Sheet YM.3, you can consider
yourself to be appropriately measuring residual stress and stress gradient according to the SEMI MS4 Young’s modulus
standard test method [1] according to your criterion for acceptance.

An effective residual stress and an effective stress gradient are reported since an effective Young’s modulus value is used in the
parametric calculations (due to deviations from the ideal geometry and/or composition of the cantilevers as specified in Sec.
2.6). In addition, effective values of residual strain (as specified in Sec. 3.6) and strain gradient (as specified in Sec. 4.6) may
also be used in the calculation of residual stress and stress gradient, respectively. When you use SEMI standard test method
MS4 [1], ASTM standard test method E 2245 [2], and ASTM standard test method E 2246 [3] with your own test structures,
you must be cognizant of the geometry and composition of your test structures because these test methods assume an ideal
geometry and composition, implying that you would be obtaining “effective” values if the geometry and/or composition of your
test structures deviate from the ideal.

Any questions concerning the measurements, analysis, or comparison can be directed to mems-support@nist.gov.
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8 Thickness

Thickness is defined as the height in the z-direction of one or more designated thin-film layers. Step height test structures can
be used to obtain inputs to thickness calculations. Thickness measurements are an aid in the design and fabrication of MEMS
devices [31-32] and ICs [30].

In this section, the NIST-developed thickness test structures on RM 8096 and RM 8097, as shown in Fig. 1 and Figs. 2(a and b)
in the Introduction, are given in Sec. 8.1. Then, Sec. 8.2 discusses the calibration procedure for thickness measurements, Sec.
8.3 discusses the use of Data Analysis Sheet T.1 to obtain the composite oxide beam thickness for RM 8096 chips, and Sec. 8.4
discusses the use of Data Analysis Sheet T.3.a to obtain the polyl or poly2 thickness for RM 8097 chips. Following this, Sec.
8.5 describes how to use the MEMS 5-in-1 to verify thickness measurements.

8.1 Thickness Test Structures

Thickness measurements for RM 8096, as depicted in Fig. 1, are taken in the fourth grouping of test structures, as shown in Fig.
T1(a). For RM 8097, depicted in Figs. 2(a and b), thickness measurements are taken from the thickness test structures, as shown
in Fig. T1(b), located in the sixth grouping.
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Figure T1. The test structures used for thickness measurements on (a) RM 8096, fabricated on a multi-user 1.5 gm CMOS

process [8] followed by a bulk-micromachining etch, as depicted in Fig. 1, and (b) RM 8097, fabricated using a polysilicon
multi-user surface-micromachining MEMS process [9] with a backside etch, as depicted in Figs. 2(a and b).
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For RM 8096: The thickness of the SiO, beam, tsjo2, is obtained for RM 8096 thickness measurements. This is the thickness of
the composite oxide beam used in Sec. 2 through Sec. 4 for Young’s modulus, residual strain, and strain gradient measurements,
respectively, however, the oxide beam thickness is only a required input for Young’s modulus and residual strain calculations in
Data Analysis Sheet YM.3 and Data Analysis Sheet RS.3, respectively [13]. As shown in Fig. T2, four oxide thicknesses (t1, ta,
ts3, and t;) sum together to obtain tsjo2. Fig. T2 also includes a more descriptive nomenclature for these thicknesses as defined
and used in [6].

Before the post-processing of the RM 8096 chips, bulk silicon is directly beneath the bottommost oxide layer of thickness t; in
Fig. T2. During the post-processing XeF, etch (as specified in Sec. 1.4.1), any exposed silicon beside the designed cantilevers
and fixed-fixed beams as well as beneath these beams is etched away. Therefore, the bottommost oxide layer in the designed

cantilevers and fixed-fixed beams is of thickness t1, as shown in Fig. T2. Also before the post-processing, a silicon nitride cap
is on top of the topmost oxide layer shown in Fig. T2. During the post-processing CF,+O, etch (as specified in Sec. 1.4.1), this
nitride cap is removed so that the topmost oxide layer is of thickness t4. Therefore, the oxide beam thickness is comprised of the
four oxide thicknesses given in Fig. T2. Consult [6] for additional specifics associated with the process and these four SiO,

layers.
$ = 1)

1: t3= timd(glpmd)

tsioz =it Lt 3t 1y
1: t2 = Tomd(imdrfox)

$ t1 = ox(pmaisub)

Figure T2. The four SiO, thicknesses that comprise the composite oxide beam thickness

There are four distinct thickness test structures (also called step height test structures in Sec. 5) on RM 8096 shown in Fig. T1(a)
(with three occurrences of each structure). The four test structures are given in Fig. T3, from which six step height
measurements are obtained. These six measurements can be used in calculations to determine the thickness of the composite
oxide beams for the determination of Young’s modulus and residual strain in the first and second groupings of test structures (as
specified in Secs. 2 and 3, respectively). The arrow(s) at the top of each test structure locate(s) the step(s) to be measured. As
seen in this figure, one measurement is made on the first and third step height test structures and two measurements are made on
the second and fourth step height test structures in order to obtain the composite beam oxide thickness. The fourth test structure
(associated with the fifth and sixth arrows) does not have a reflective top surface for each platform and as such is intended to be
used with a stylus profilometer (or comparable instrument) as specified in Table T1. (If the stylus makes its initial contact with
the sample surface on top of the oxide between the third and fourth test structures, indentations in the sample surface are not
expected.) Table T1 also includes details associated with the test structures. Cross sections for the test structures shown in Fig.
T3 are given in Fig. T4 through Fig. T7, respectively. The design dimensions for these test structures are given in Table SH1 (in
Sec. 5).

GTYLUS
l4 oii1] 1Yy 51 b6

Figure T3. For RM 8096, four step height test structures used to obtain step height measurements.
Measurements from the test structures shown above can be used to determine the thickness of the composite oxide beams.
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Table T1. For RM 8096, the Measurements and Test Structures Used to Obtain the Composite Oxide Beam Thickness

Measurement # | Test Structure® Step® Cross section Measuring
Instrument
1 1% steplas see Fig. T4 optical interferometer
or comparable instrument
2 2" step2,a see Fig. T5 optical interferometer
or comparable instrument
3 2" stepler see Fig. T5 optical interferometer
or comparable instrument
4 31 stepleh see Fig. T6 optical interferometer
or comparable instrument
5 4" step3ag(n) see Fig. T7 stylus profilometer
or comparable instrument
6 4" step3gc(0) © see Fig. T7 stylus profilometer
or comparable instrument

& As given by the arrows in Fig. T3.

b Designates one of the four test structures depicted in Fig. T3.

© The names of these steps match the names of similar steps in the Certification Plus grouping of test structures on this chip as given in [6].

 The “(n)” indicates this measurement is taken after the chip is post processed using n cycles of a XeF, etch [6]. The trailing “~  indicates that the
nitride cap has been removed.

¢ The “(0) indicates this measurement is taken before the chip is post processed, implying that the nitride cap is still present [6].

The first step height test structure (shown in Fig. T3) is a metal2 (m2)-over-polyl (p1) step going from active area (aa) to field
oxide (fox) as can be seen in the cross section given in Fig. T4. The name of this step (steplas) and the other steps in this
grouping of step height test structures are such that they match the names of similar steps for the thickness test structures (given
in the Certification Plus grouping of test structures on this chip) from which the thicknesses of all the layers in the process can
be obtained using the electro-physical technique [6]. Consult the reference [6] for more details.

The reference platform around three of the four sides of this first step height test structure (and the other test structures in Fig.
T3) consists of the deposited oxides sandwiched between active area and metal?2.

stepd ap

!

L.,

aa fox pl m2

Figure T4. The cross section of the first step height test structure shown in Fig. T3.

The cross section of the second step height test structure (shown in Fig. T3) from which step2,, and steplgr are obtained is
given in Fig. T5. The cross section of the third step height test structure from which steplgy is obtained is given in Fig. T6.
And, the cross section of the fourth step height test structure from which step3,s(n)” is obtained using a stylus profilometer (or
comparable instrument) is given in Fig. T7. This same test structure is used at NIST to obtain step3zc(0) before the chip is post
processed.

139



Steples  Sleplgr

o

aa fox ml m2

Figure T5. The cross section of the second step height test structure shown in Fig. T3.
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Figure T6. The cross section of the third step height test structure shown in Fig. T3.
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Figure T7. The cross section of the fourth step height test structure shown in Fig. T3.
(The label “x” refers to the presence of an oxide and/or nitride layer,
depending upon when the measurement is taken.)
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aa ml m2 X

For RM 8097: The polyl and poly?2 thickness test structures are shown in Fig. T1(b) with one of the polyl cantilevers given in
Fig. T8(a). The poly2 cantilevers have a similar design. To obtain the thickness of this polyl cantilever (or a poly2 cantilever)
using the optomechanical technique [7], stiction is required. Stiction is defined as the adhesion between the portion of a
structural layer that is intended to be freestanding and its underlying layer. As can be seen in Figs. T8(b and c), the cantilever
beam in Fig. T8(a) is adhered to the top of the underlying layer. (The dimension J in Fig. T8(b) is depicted in Fig. T9 as the
positive vertical distance between the bottom of the suspended structural layer and the top of the underlying layer, which takes
into consideration the roughness of each surface, any residue present between the adhering elements, and a tilting component in
the y-direction.)
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Figure T8. For a polyl cantilever shown in Fig. T1(b), (a) a design rendition,
(b) a cross section showing the cantilever adhered to the top of the underlying layer, and
(c) a 2D data trace [such as Trace a, b, or ¢ in (a)] taken along the length of this cantilever.®*

8 Copyright, ASTM International, 100 Barr Harbor Drive, West Conshohocken, PA 19428, USA. Reproduced via permissions
with ASTM International.
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Figure T9. A schematic illustration, along the width of the cantilever where it has adhered to the top of the
underlying layer, depicting the component parts of dimension J in Fig. T8(b).

There are two arrays of cantilevers, as can be seen in Fig. T1(b). Table T2 specifies the configurations for these cantilevers.
The top array consists of 15 polyl cantilevers and the bottom array consists of twelve poly2 cantilevers. As can barely be seen
in this figure, the design length for a cantilever is given next to the second of three iterations of the same length cantilever. Both
the polyl and the poly2 arrays are designed with polyO0 as the underlying layer. This is the layer to which a cantilever exhibiting
stiction adheres. The polyO layer is designed to encompass an entire array of cantilevers and, to aid in the thickness
measurements, it extends at least 50 um beyond each anchor on the opposite side of the anchor than the side from which the
cantilever extends [as shown in Fig. T8(a) for one cantilever]. As also shown in Fig. T8(a), the anchor is designed to be 50 um
by 50 um in order to obtain a sufficient amount of data in this region.

Table T2. Cantilever Configurations for Thickness Measurements on RM 8097.

Structural Layer | Orientation | Width Length Quantity of Beams
(pm) (pm)
polyl 0° 20 600, 650, 700, 750, 800 three of each length
(or 15 beams)
poly2 0° 20 650, 700, 750, 800 three of each length
(or 12 beams)

There may be instances where the cantilevers in the in-plane length grouping of test structures in Fig. L1(b) would provide
better stiction data than the cantilevers in Fig. T1(b). Therefore, be alert to any comments reflecting this in the applicable data
analysis sheet provided with an RM.

8.2 Calibration Procedures for Thickness Measurements

For RM 8096: On RM 8096, thickness measurements are taken on step height test structures. Therefore, see Sec. 5.2 in the step
height section for calibration in the z-direction.

For RM 8097: On RM 8097, thickness measurements are taken on cantilevers that have adhered to the top of the underlying
layer. In particular, a step height measurement is taken from the top of the poly0 layer to the top of the anchor, preferably using
a stylus profilometer (or comparable instrument). Then, using an optical interferometer (or comparable instrument), a step
height measurement is taken a) from the top of the anchor to the top of the portion of the cantilever that has adhered to the top of
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the underlying layer and/or b) from the top of the portion of the cantilever that has adhered to the top of the underlying layer to
the top of the underlying layer. For the polyl (or especially the thinner poly2) layer being examined, measurements should be
taken to ensure the appropriate objective is used such that secondary fringes are not an issue, for example when measuring the
portion of the beam that has adhered to the top of the underlying layer. If secondary fringes are an issue, a higher magnification
objective (e.g., a 50x objective as opposed to a 10x objective) should be used with an appropriate field of view converter.

To calibrate both instruments in the z-direction, see Sec. 5.2 for step height measurements. The NIST-supplied data will use an
optical interferometer for all the thickness measurements to maintain the integrity of the RM since indentations can be created
when the stylus makes contact with the sample surface.

8.3 Using Data Analysis Sheet T.1

Data Analysis Sheet T.1 uses electrical and physical techniques [6] to calculate the thickness of the composite oxide beams on
RM 8096. The electrical techniques use capacitance values for the dielectric layers and sheet resistance and resistivity values
for the metal2 layer. The physical technique is the step height procedure discussed in Sec. 5. Let us look at each of the four
tables given in Data Analysis Sheet T.1 (a reproduction of which is given in Appendix 6) one at a time.

For Table 1 in Appendix 6, the first five step heights [namely, steplag, step2.a, stepler, steplgn, and step3ag(n)7] in Fig. T4
through Fig. T7 and their combined standard uncertainty values, ucsH, are requested from the four step height test structures
given in Fig. T3. These five values are obtained from Data Analysis Sheet SH.1.a as discussed in Sec. 5. The sixth requested
step height in Table 1 of Appendix 6 is step3gc(0). The NIST-supplied values for step3gc(0) and its combined standard
uncertainty on Data Analysis Sheet T.1, which accompanies RM 8096, should be used since step3gc(0) is a measurement taken

before the post processing. Also requested in Table 1 is a residual one sigma uncertainty component, uyes, for each step height.
This component is a place holder to describe additional sources of uncertainty that may become apparent during the
measurement. It can be set equal to zero (i.e., ures=0) such that the combined standard uncertainty value for each step height,
Ucsteps IS the value obtained from Data Analysis Sheet SH.1.a. In other words:

2 2
ucstep: ucSHla +ures :ucSHla ' (Tl)

A number (or a number and a letter) following the subscript “SH” in “UcsH™ indicates the data analysis sheet that is used to
obtain the combined standard uncertainty value. Therefore, ucsHi1a implies that Data Analysis Sheet SH.1.a is used.

At the top of Table 2 in Appendix 6, o is requested where o is the estimated standard deviation of the value stated for the
permittivity of SiO2, esio2 (Where &si02=34.5 aF/um). Then, in Table 2, select values of capacitance per unit area (C3) and their
standard deviations (oc,), as specified in the first column of Table T3, are obtained from the semiconductor fabrication service
[8]. [The NIST-supplied data on Data Analysis Sheet T.1 that accompanies RM 8096 should be used for these entries.] The
corresponding thicknesses (t), as specified in the second column of Table T3, are calculated using the following equation:

t=650,/C, . (T2)

The combined standard uncertainty values for these thicknesses (Uctca) are obtained by applying the propagation of uncertainty
technique (as presented in Appendix 8) to Eq. (T2) for uncorrelated parameters in a multiplicative relationship. The one sigma
uncertainty of the value of the thickness, oica (which can be equated here with the combined standard uncertainty for the
thickness, Uctca) can be written as follows:

2 2
o O
= - £ Pca
uctCa - GtCa =1 +

Esio2 C

a

(T3)

where each uncertainty component is obtained using a Type B analysis. If a residual component is added, the equation can be
written as follows:®

% This uncertainty equation is different than the one presented in reference [6].
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2 2 2
O O O
— _ £ Ca resCa
uctCa - GtCa =t + + (T4)

gSiOZ Ca rres

where (orescallres) represents the relative uncertainty due to a residual component (which is typically assumed to be zero).

Table T3. For RM 8096, the Inputs Requested for Table 2 of Data Analysis Sheet T.1

Obtain For a calculation of

Czand oca the corresponding thickness® using

for the following: t=¢g00 /Ca
pl-to-substrate (sub) tox(p1/sub)elec

pl-tO-aanb tthin(p1/aan)elec

m1-to-sub [tfox,m1(pmd/sub)* tomd(m1/fox)elec

m1-to-aan tpmd(m1/aan)elec

m2-to-sub [tfox,m2(pmd/sub)* tpmd (imd/fox) +timd(m2/pmd)]elec

m2-to-aan [tpmd(imd/aan)*timd(m2/pmd)]elec

& Consult the reference [6] for a detailed description of the nomenclature used.
b Polyl-to-active area with an n-implant

For Table 3 in Appendix 6, the metal2 (m2) thickness, timaelec, IS calculated using the following equation:

P
t(mZ)eIec = Ri ! (T5)

S

where R (the sheet resistance) and p (the resistivity) are obtained from the semiconductor fabrication service [8]. [The NIST-
supplied data on Data Analysis Sheet T.1 that accompanies RM 8096 should be used for these entries.] The combined standard
uncertainty value for this thickness (uctrs) is obtained by applying the propagation of uncertainty technique (as presented in
Appendix 8) to Eq. (T5) for uncorrelated parameters in a multiplicative relationship. The one sigma uncertainty of the value of

the thickness, atrs (which can be equated here with the combined standard uncertainty for the thickness, uctrs) can be written as
follows:

2 2

o o

uctRs =Ors =1 (_p) + & ) (T6)
P R,

where ogs (the standard deviation of the sheet resistance) and o), (the standard deviation of the resistivity) are obtained from the
semiconductor fabrication service [8]. [The NIST-supplied data on Data Analysis Sheet T.1 that accompanies RM 8096 should
be used for these entries.] Each uncertainty component is obtained using a Type B analysis. If a residual component is added,
the equation can be written as follows:®®

2 2 2
) (0} (0}
_ _ P Rs resRs
Ucirs = Oirs =t (_j + R + ) (T7)
P 5 P

% This uncertainty equation is different than the one presented in reference [6].
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where (oresrs/I'res) represents the relative uncertainty due to a residual component (which is typically assumed to be zero).

To discuss Table 4 in Appendix 6, let us turn our attention to Table T4, which includes the composite oxide beam thickness,
tsio2, and the four SiO; thicknesses it is comprised of [namely, tfox(pmd/sub), tomd(imd/fox), timd(gl/pmd), and t(g|),67 as given by ty, to,
t3, and t4 as shown in Fig. T2]. Note in Table T4 that t; can be calculated four different ways as given by tia, t1p, t1c, and tig.
This table also includes the equations [6] used to obtain these thicknesses. These equations have been rewritten in this table

using a simplified notation (capital letters) for the thicknesses or step heights as given in Table T5. It is assumed that these
thicknesses or step heights are uncorrelated and that the standard deviations are known. As shown in Table T4, the thickness of

the oxide beam, tsjo2, is given by Z, in the equation that follows:

L=ty =t +t, +t; +t, =X +Y (T8)
where
X = tS +t4 _timd(m2/m1)elec =B+C-D+E (T9)
and where Y can be calculated in one of the following four possible ways:
Y1 =14+, +timd(m2/m1)elec =M, (T10)
Y2 — tlc +t2 +timd(m2/ml)alec =A+K - L: (T11)
Y3 =1, +1, +timd(m2/m1)9|ec =A-J+0, (T12)
or
Y4 = t1a +t2 +timd(m2/m1)9lec = A+ F + O, (T13)
where
O:G—H+IHI - 1)
Table T4. For RM 8096, the Four SiO, Oxide Thicknesses That Compose the Oxide Beam
Thickness® Equation®
1a | t1a=tfox(pmdssub) tla = SteplEF +t1p|us =F +t1p|us
tl plus :tfox(pllsub)elec - SteplAB +t1p|us3 =G-H +t1p|us3
t1p|u33 = [SteplAB /(tthin(pllaan)elec _tfox(pllsub)elec )]tthin(pllaan)elec = HI /(I _G)
o t,=F+G-—H+HI/(1-G)
1b | t1p=trox(pmassub) tlb = _SteplGH +tlp|us =-J +t1p|us
sty =—=J +G—H+HI /(1 -G)

87 Consult the reference [6] for a detailed description of the nomenclature used.
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1c | tye=t — — —K—
Lc= ox(pmd/sub) tlc - [tfox,ml(pmd/sub) +tpmd(ml/ fox)]elec tpmd(ml/aan)elec =K-L

1d | ty4=t — _
1d=ox(pmd/sub) tld_[tfox,mZ(pmd/sub)+tpmd(imd/fox)+timd(m2/pmd)]elec [tpmd(imd/aan)+timd(m2/pmd)]elec

=M-A

1 t1 ty = the thickness (i.e., t1a, t1p, t1ic, Or t1g) with the smallest value for ug

2 | to=toma( — — — A—
2~ pmd(imd/fox) t2 _[tpmd(imd/aan) +timd(m2/pmd)]elec timd(m2/m1)elec =A timd(m2/ml)e|ec

3 =t; _ —
t=timd(gl/pmd) 1:3 - t(m2)elec + Step?’BC (0) - Step 2rA + timd(m2/m1)e|ec =B+C-D +timd(m2/ml)elec

Y1 wtey | t, =step3,,(n) =E

tsio2 taio, =t +4L, +t,+t, =2

% Consult the reference [6] as needed.

Table T5. Simplified Notation for Thicknesses or Step Heights and Their Standard Deviations

Thickness or Step Height® Simplified | Standard
Notation Deviation
1 A
[tpmd(imd/aan) +timd(m2/ pmd)]elec o
2 t B Os
(m2)elec
3| step3,. (0) c o
4| step2,, D o
5 _ E OE
step3,z (N)
6 | stepl, F o
7 t G oG
fox(pl/sub)elec
8 | stepl,g H o
9 t I O
thin(pl/aan)elec
10 SteplGH J o)
11 K
[t fox,m1(pmd/sub) +1 pmd(m1/ fox) ]elec x
12 t L OL
pmd(m1/aan)elec
13 M
[t fox,m2( pmd/sub) +t pmd (imd / fox) + timd (m2/ pmd) ]elec o

a
Consult the reference [6] as needed.

Table T6 presents these equations for O, X, Yy, Ya, Y3, Y4, and the four possible calculations of Z (namely, Z;, Z,, Zs, and Z,)
along with the equations to calculate the standard deviation values. (Table 4 in Appendix 6 provides the calculation results.)
For all of the standard deviation calculations (except for op), the propagation of uncertainty technique [21-23] (a brief overview
of which is given in Appendix 8) is used for uncorrelated parameters in an additive relationship.
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Table T6. Standard Deviations for Select Calculations

Thickness Standard deviation
or Step Height

1 Hl

O M T | _ i T ., 6 (GH)?

0 (IG)G(IG)H(IG)'

| X=B+C-D+E :\/a§+0'§+0§+0'é
3

Y, =M Oy, =0y,

Y1V =AK-L | oy, =yoi+ot +ot

51Y,=A-1+0

[ 2 2 2
Oy3 = GA+GJ+O'O

6 2 2 2
Y4:A+F+O Oy, = O'i-}-o'é-{-o'é

7 _
Zl_X+Y1 0_21:VO_>2<+J$1

_ 2 2 2 2 2
_\/GB +GC +GD +GE +O'M

8 _
ZZ_X+Y2 0'22:\/0->Z< +O_$2

_ 2 2 2 2 2 2 2
2 —\/O'A+GB+GC+O'D+GE+GK +0.

z
9 _ 2 2
Z3_X+Y3 O3 =40x t0y3

_ 2 2 2 2 2 2 2
3 —\/O'A-l-O'B+GC +O0p +0g +0; +0,

z
10 _ [ 2 2
=K+, Oz4 = Ox T 0y,

_ 2 2 2 2 2 2 2
—\/O'A+GB +0¢c +op +0g +0f +05

The equation for O [see Eq. (T14)] contains what we are assuming are uncorrelated input parameters in a relationship that is not
solely additive or multiplicative. Therefore, as given in Appendix 8, the partial derivatives are found such that oo can be

calculated as follows:

00l , [e0T , [0 ,
Oo=4|==| Oc+|=—| 0oy +| =] 0
oG oH ol ’
where
o0 HI
—=1l+—— =
oG (1 —G)?
0 _ G
oH 1-G
and
20 GH
al (1-G)?
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so that

HI 2 G’ (GH)
o, = Cet+———0h+————01 , (T19)

(|) (1-6)* " (1-G)*

After equating ov1, 075, 0%3, and oz, in Table T6 with uz, Uz, Uzz, and Uz, respectively, the smallest of the combined standard
uncertainty values Uz, Uz, Uzz, and Uz, is called ugio,. The corresponding Z value (namely, Z;, Z,, Zs, or Z,, respectively) is
chosen to represent tsio;.

For RM 8096 that uses Data Analysis Sheet T.1, the expanded uncertainty is Usjo2, as calculated using the following equation:

Usioz = KUesioy = 2Ucsio; (T20)
where the k value of 2 gives an expanded uncertainty approximating a 95 % level of confidence.

Reporting results [21-23]: If it is assumed that the estimated values of the uncertainty components are approximately
Gaussianly distributed with approximate combined standard uncertainty ucsio,, the composite oxide beam thickness is believed

to lie in the interval tsjo2 * Ucsioz (coverage factor k=1) representing a level of confidence of approximately 68 %.

8.4 Using Data Analysis Sheet T.3.a

Data Analysis Sheet T.3.a uses the optomechanical technique [7] to calculate the polyl or poly2 thickness on RM 8097 three
different ways to obtain o;, a;i, and a;;; [shown in Fig. T8(b)]. The thickness (e, a, or ajii) with the smallest uncertainty is the
chosen thickness unless one of the thicknesses is preselected to be the chosen thickness.

The optomechanical technique uses a cantilever test structure [such as shown in Fig. T8(a) for poly1] that has adhered to the top
of the underlying poly0 layer, as can be seen in Figs. T8(b and c). ASTM standard test method E 2246 [3] can be used to
determine if the cantilever is exhibiting stiction. Once assured that the cantilever is exhibiting stiction, one, two, or three step
height measurements are made using SEMI standard test method MS2 [4]; therefore, Sec. 5 can be consulted, as appropriate, for
measurement and calculation details.

For the three step height measurements (A, B, and C), data from three 2D data traces are used to calculate A, data from three 2D
data traces are used to calculate B, and data from three 2D data traces are used to calculate C, as shown in Fig. T8(b). However,
for the measurement of C, the three data traces can be perpendicular to those shown in Fig. T8(a).

This technique recommends a stylus measurement for the measurement of A, and an optical measurement for the measurements
of B and C for a lower combined standard uncertainty value than if an optical instrument were used for all three measurements.
The NIST-supplied data will use an optical interferometer for all the measurements to maintain the integrity of the RM since
indentations can be created when the stylus makes contact with the sample surface.

Let us look at each of the seven tables (i.e., Tables 1, 2, 3, 4, 5a, 5b, and 5c¢) given in Data Analysis Sheet T.3.a (a reproduction
of which is given in Appendix 7) one at a time. In these tables, the trailing N subscript to specific parameters is A when
referring to the measurement of A, B when referring to the measurement of B, and C when referring to the measurement of C.

For Table 1 in Appendix 7, the first two inputs given below are used to specify the environmental conditions:
1. The input tempy (i.e., input #1) specifies the temperature during the measurement.
2. The input relative humidityy (i.e., input #2) specifies the relative humidity during the measurement.

Referring to Fig. T1(b), the next five inputs given below are used to locate the target test structure on RM 8097:%
1. The input mat (i.e., input #3) is used to identify if the target test structure is in the upper polyl array [that is given
the designation P1 in Fig. T1(b)] or in the lower poly2 array (that is given the designation P2).

%8 There may be instances where the cantilevers in the in-plane length grouping of test structures in Fig. L1(b) would provide better stiction data than the
cantilevers in Fig. T1(b). Therefore, be alert to any comments reflecting this in the applicable data analysis sheet provided with an RM.
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2. The input test structure (i.e., input #4) specifies the test structure to be measured. The upper and lower arrays in
Fig. T1(b) consist of only cantilevers. Therefore, the radio button for cantilever should be selected.

3. The input design length (i.e., input #5) specifies the design length of the target test structure. As can barely be
seen in Fig. T1(b), the design length is specified to the left of the anchor of the second of three identically designed
cantilevers. The possible polyl and poly2 design lengths are given in Table T2.

4. The input which (i.e., input #6) specifies which cantilever of the given length is the target test structure. Since
there are three instances of each cantilever, the radio button corresponding to “first,” “second,” or “third” is used to
locate the target test structure, where “first” corresponds to the topmost cantilever in the array that has the given
length.

5. The input orient (i.e., input #7) specifies the orientation of the target test structure. The orientation is 0° for all of
the cantilevers in Fig. T1(b).

The next three inputs as given below are for general information and reminders to the user:
1. The input magy (i.e., input #8) specifies the magnification used for the measurement of A, B, or C, as appropriate.
2. The input aligny (i.e., input #9) specifies whether or not the data obtained have been aligned properly [4]. The
purpose of this input is to remind the user to align the test structure, with respect to the optics of the instrument,
before taking a measurement.

3. The input levely (i.e., input #10) specifies whether or not the data have been leveled. The purpose of this input is
to remind the user to level the data before recording a measurement.

The next nine inputs, in Table 1 of Appendix 7, are associated with the calibration in the z-direction of the instrument(s) used to
measure A, B, and C. (A stylus profilometer is recommended for the measurement of A, and an optical interferometer is
recommended for the measurement of B and/or C; however, the NIST-supplied data use an optical interferometer for all the
measurements to maintain the integrity of the RM since indentations can be created when the stylus makes contact with the
sample surface.) Consult Sec 5.2 for details associated with these inputs which follow:

1. Theinput certy (i.e., input #11),
The input ogertn (i.€., input #12),
The input ogaven (i.€., input #13),

The input ZGaveN (i.e., input #14),
The input ogsamen (i.€., input #15),

The input zesameN (i.e., input #16),

The input zgrifn (i-€., input #17),
The input calyy (i.e., input #18), and
9. Theinput zjipn (i.e., input #19),
where once again N is A when associated with the measurement of A, B when associated with the measurement of B, and C
when associated with the measurement of C.

N o g b~ Wb

The remaining eight inputs in Table 1 of Appendix 7 are associated with the processing of RM 8097. (The NIST-supplied data
on Data Analysis Sheet T.3.a that accompanies RM 8097 can be used for the first five inputs.) A description of the eight
inputs® is given in Data Analysis Sheet T.3.a [13], a reproduction of which is given in Appendix 7, and repeated below:
1. The input orepeat(samp)N (i-€., input #20) specifies the relative step height repeatability standard deviation as
obtained from step height test structures fabricated in a process similar to that used to fabricate the sample.
2. Theinput H (i.e., input #21) specifies the anchor etch depth, as shown in Fig. T8(b), if known (otherwise input 0.0
pum).
3. The input AH (i.e., input #22) specifies the range of the anchor etch depth (if known), otherwise input 0.0 pum.
4. The input Jegt (i.€., input #23) is an estimated value for the dimension J (if known) [7], as shown in Fig. T8(b). If
it is not known, 0.0 pm should be inputted.
5. The input ucgest (i.e., input #24) is an estimated value for the combined standard uncertainty of Jest (if known);
otherwise 0.0 um should be inputted.
6. The input sroughx (i.€., input #25) is the uncalibrated surface roughness of platX, shown in Fig. T8(a), calculated as
the smallest of all the measured values obtained for Spiatxt1 and Spiatxi2, as discussed below. (Consult the
Definition of Symbols Section, if needed.) However, if the surfaces of platX, platY, and platZ all have identical

%9 Consult the Definition of Symbols section, if needed.
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compositions, then it is calculated as the smallest of all the values obtained for Spjatxt1, Splatxt2, Splatytl, Splatyt2,

Splatzt1, and Spiatzt2 IN Which case Sroughx=SroughY=Sroughz-

7. The input sroughy (i.e., input #26) is the uncalibrated surface roughness of platY, shown in Fig. T8(a), calculated as
the smallest of all the measured values obtained for sSparyt1 and Splatyt2, as discussed below. (Consult the
Definition of Symbols Section, if needed.) However, if the surfaces of platX, platY, and platZ all have identical
compositions, then it is calculated as the smallest of all the values obtained for Spjatxt1, Splatxt2, Splatytl, Splatyt2,

Splatzt1, and Spiatzt2 in Which case Sroughx=SroughY=Sroughz-
8. The input sroughz (i.e., input #27) is the uncalibrated surface roughness of platZ, shown in Fig. T8(a), calculated as

the smallest of all the measured values obtained for spaizt1 and Splatzt2, as discussed below. (Consult the
Definition of Symbols Section, if needed.) However, if the surfaces of platX, platY, and platZ all have identical

compositions, then it is calculated as the smallest of all the values obtained for Spjatxt1, Splatxt2, Splatytl, Splatyt2,
Splatzt1, and Spiatzt2 in Which case Sroughx=SroughY=Sroughz-

For Table 2 in Appendix 7, input #28 called Fate of A is used to force the selection of «;, as shown in Fig. T8(b), for the
thickness of the polyl or poly2 layer (as calculated using A and H). Fate of A can also be used to disregard a; as a possible
thickness or let the software select the thickness (ai, @i, Or ;i) by the smallest uncertainty value. If Fate of A is greater than or
equal to zero, the rest of the table should be filled out. In this table, the uncalibrated inputs are requested from platX and platy,
as shown in Fig. T8(a) using SEMI standard test method MS2 [4]. In particular, both the platform height and standard deviation
values are requested from Trace a, Trace b, and Trace c, where the data are leveled and zeroed with respect to the top of the
underlying poly0 layer. Therefore, for the measurements of A taken with a stylus profilometer, the uncalibrated inputs platXal,
platXbl, platXcl, splatxal, Splatxbl, and Spiatxc1 are requested from platX and the uncalibrated inputs platYal, platYbl, platYcl,

SplatYal, Splatybl, and Splatyc1 are requested from platy.

For Table 3 in Appendix 7, input #41 called Fate of B is used to force the selection of aj, as shown in Fig. T8(b), for the
thickness of the polyl or poly2 layer (as calculated using A, B, and Je). It can also be used to disregard «; as a possible
thickness or let the software select the thickness (a;, i, Or a;;). If Fate of B is greater than or equal to zero, the rest of the table
should be filled out. For the measurements of B taken with an optical interferometer, the uncalibrated inputs platYa2, platYb2,
platYc2, Spiatya2, Splatyb2, and Splatyc2 are requested from platY and the uncalibrated inputs platZal, platZbl, platZcl, spjatza1,
Splatzbl, and Splatzc1 are requested from platZ. If an interferometric microscope is used for the measurements of A and B, the

platYt and spjaty; data for both measurements can be the same (e.g., platYal=platYa2 and Spjatya1=Splatya2) if the measurements
of platXt, platYt, platZt, and the corresponding standard deviations are obtained from the same data trace.

For Table 4 in Appendix 7, input #54 called Fate of C is used to force the selection of «;;, as shown in Fig. T8(b), for the
thickness of the polyl or poly?2 layer (as calculated using C and Jes). For example, if the anchor etch depth is unknown (making
it difficult to calculate «;) it is typically best to obtain the thickness a;;; via a measurement of C. Fate of C can also be used to
disregard o;;; as a possible thickness or let the software select the thickness (a;, aii, Or a;ii). |If Fate of C is greater than or equal to
zero, the rest of the table should be filled out. These uncalibrated platform height and standard deviations are taken with an
optical interferometer and the data traces can be taken perpendicular to those shown in Fig. T8(a).

For Table 5a in Appendix 7, calibrated values for Aa, Ap, Ac, Ba, Bp, Be, Ca, Cp, and Cg are calculated using the following
equations: ™

A =(platYtl— platxt1)cal,,, (T21)
B, = (platZt1- platYt2)cal ;, (T22)
C, = (platZt2 — platXt 2)cal ., and (T23)

where t is the data trace (i.e., Trace a, Trace b, or Trace c) being considered. Also, the following standard deviations are
calculated:

0 These equations are similar to those found in Sec. 5 for step height measurements.

150



(S platXal +S platxXbl +S pIatXcl)

SplatXlave = Cale 3 ! (T24)
(S platyal +S platyhl +S pIathl)
spIatYlave = Cale 3 ! (TZS)
(s +5 +S e )
_ platya2 platYb2 platYc2
SpIatY2ave - Cal zB 3 ! (T26)
S +S +S
splatZ]_ave — CalzB ( platZal pI;thl pIathl) , (T27)
S +S +S
S azzave = cal ( platza2 pI;thZ plathZ) “and (T28)
S +S +S
Sp|atx2a\,e — Ca.l . ( platXa2 pla:l):xbz pIatXcZ) ) (T29)

For Table 5b in Appendix 7, A, B, C, and their combined standard uncertainty values (namely, UcsHA, UcsHB, and Ucshc,
respectively) are calculated using the following equations™ (where N is A when referring to the measurement of A, B when
referring to the measurement of B, and C when referring to the measurement of C):

N = (Na+ Ny +Ne)  ang (T30)
3
2 2 2 2 2 2 2 2

ucSHN = \/uLstepN + qutepN +ucertN + ucaIN +urepeat(shs)N +udriftN + uIinearN + Urepeat(samp)N ' (T31)
h u =./s? —(cal S, ony)’ + 52 —(cal .S, ) T32
where LstepA — platXlave zA¥roughX platYlave zA¥roughY ! ( )
u =./s? —(cal 48, ny)? + 52 —(cal &S,y nz)’ T33
LstepB platY2ave zB~roughY platZlave zB~roughz ! ( )
u = /s’ —(cal .S, np)” + S —(cal .S, uny)’ T34
LstepC — platZ2ave zC~roughZ platX2ave zC>roughX ’ ( )
Uwstepn = OwistepN — STDEV(N,,N,,N.) (T35)

O N
Ugerpy = |—— T36
“ cert,, =

o N

_ 6aveN
Uan =[—Z | . (T37)
6aveN
o N

— 6sameN
urepeat(shs)N | = ) (T38)

ZGsameN

™ These equations are similar to those found in Sec. 5 for step height measurements.
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_ (ZdriftNCaI ZN ) N ‘

driftN = 2\/§C€I’tN ‘ : (T39)
Ulinearn = % , and (T40)
urepeat(samp)N = Grepeat(samp)N ‘ N‘ : (T41)
Then, in Table 5¢ of Appendix 7, the following calculations are made [7]:
Cate =A+B and U = YUin +Use (T42)
J=B-H and u, =u%.s +UZ, where Uy, =AH /6 (T43)

— 2 2
o, =A+H and u_, =Jud,, +U2 | (Ta4)
_ _ _ [ 2
aii _Ccalc ‘]est and LIC(zii - ucCcaIc +chest ,and (T45)

—C_ _ [iy2 2
Qi =C ‘]est and Ucgi = yUceshe T Uggest - (T46)
The thickness of the suspended polyl or poly2 layer, ¢, is taken to be the value specified for «;, aj, or aij (whichever has the

smallest combined standard uncertainty value, uc,) unless the Fate of A, Fate of B, or Fate of C was predetermined in Tables 2,
3, and/or 4, respectively, of Appendix 7. Also, each of the standard uncertainty components is obtained using a Type B

analysis, except for UwstepN, UcalN; Urepeat(shs)N, @Nd Urepeat(samp)N, Which use a Type A analysis.
For RM 8097 using Data Analysis Sheet T.3.a, the expanded uncertainty is U, as calculated using the following equation:

U, =ku, =2u, (T47)

a
where the k value of 2 gives an expanded uncertainty approximating a 95 % level of confidence.

Reporting results [21-23]: If it is assumed that the estimated values of the uncertainty components are approximately
Gaussianly distributed with approximate combined standard uncertainty uc,, the thickness is believed to lie in the interval « +
Uc (expansion factor k=1) representing a level of confidence of approximately 68 %.

8.5 Using the MEMS 5-in-1 to Verify Thickness Measurements

To compare your thickness measurements with NIST measurements, you will need to fill out Data Analysis Sheet T.1 or T.3.a
when using RM 8096 or RM 8097, respectively. These data analysis sheets are accessible via the URL specified in the
reference [13], and reproductions of them are given in Appendix 6 and Appendix 7, respectively. After calibrating the
instrument, locating the test structure, taking the measurements, and performing the calculations, the data on your completed
form can be compared with the data on the RM Report of Investigation and the completed data analysis sheet supplied with the
MEMS 5-in-1. Details of the procedure are given below.
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Calibrate the instrument: Calibrate the instrument(s) as given in Sec. 8.2. For Data Analysis Sheet T.1, consult Sec. 5.6 for
specifics associated with Data Analysis Sheet SH.1.a. For Data Analysis Sheet T.3.a, see Sec. 8.4 for the inputs requested for
the measurement of A, the measurement of B, and the measurement of C.

Locate the target test structure: For RM 8096, as shown in Fig. 1, thickness measurements are taken on the step height test
structures given in the fourth grouping of test structures, which is shown in Fig. T1(a). For RM 8097, as shown in Figs. 2(a and
b), thickness measurements are taken on the cantilever test structures, as shown in Fig. T1(b), that are located within the
Certification Plus grouping of test structures. The specific test structure to be measured (on RM 8096 or RM 8097) can be
deduced from the data entered on the NIST-supplied Data Analysis Sheet T.1 or T.3.a, respectively, which accompanies the
RM.

For RM 8096, the target test structure in Fig. T1(a) can be found as follows:

1. Five data analysis sheets for step height measurements are used to obtain the first five step height inputs [namely,
steplag, Step2.a, stepler, steplgh, and step3as(n)] for Data Analysis Sheet T.1. See Sec. 5.6 for specifics. For
these step height inputs, any one of the three instances of the applicable test structure can be measured. The Data
Analysis Sheet SH.1.a that accompanies the RM may contain the data used to calculate one of these step heights.
Therefore, to locate the specific test structure used for that measurement, consult that data analysis sheet. For the
sixth step height input, namely step3gc(0), the NIST-supplied value is used since this is a measurement taken
before the post-processing.

For RM 8097, see Sec. 8.4 for the inputs to Table 1 of Appendix 7 that are used to locate the target test structure in Fig. T1(b).
Be aware that there may be instances where the cantilevers in the in-plane length grouping of test structures in Fig. L1(b) would
provide better stiction data than the cantilevers in Fig. T1(b). Therefore, be alert to any comments reflecting this in the
applicable data analysis sheet provided with the RM.

Take the measurements: For RM 8096, the first five step heights [namely, steplag, Step2a, stepler, steplcn, and step3as(n)” ]
are measured from the four step height test structures in Fig. T3 and inputted in Data Analysis Sheet T.1. Recall that step3ag(n)”
is taken with a stylus profilometer (or comparable instrument). Then, the NIST-supplied value for the sixth step height [namely,
step3gc(0)] is inputted since this is a measurement taken before the chip is etched. Also, NIST-supplied data can be used for the
Table 2 and Table 3 inputs. Consult Sec. 8.1 and Sec. 5.6 for the step height measurements taken for Data Analysis Sheet T.1.

For RM 8097, using SEMI standard test method MS2 [4], a stylus profilometer is recommended to measure A, as shown in Fig.
T8(b), using three 2D data traces, as shown in Fig. T8(a); however the stylus measurement should not go beyond the anchor and
on to the cantilever because it could damage the test structure. The data are leveled and zeroed with respect to the top of the

underlying polyO layer. For Data Analysis Sheet T.3.a, uncalibrated measurements of platXal, platXbl, platXcl, Spjatxa,
Splatxbl, and Spiatxc1 are requested from platX. For platY uncalibrated measurements of platYal, platYbl, platYcl, Spjatvai,
Splatyb1, and Spiatyc1 are requested.

Then, using SEMI standard test method MS2 [4], an optical interferometer is used to measure B, as shown in Fig. T8(b), using
the highest magnification objective that is available and feasible especially if secondary fringes may be an issue. The data are
once again leveled and zeroed with respect to the top of the underlying poly0 layer, and Trace a, Trace b, and Trace ¢, as shown

in Fig. T8(a) are obtained. For Data Analysis Sheet T.3.a, uncalibrated measurements of platYa2, platYb2, platYc2, spiatva2,
Splatyb2, and Spiatyc2 are requested from platY and for platZ uncalibrated measurements of platZal, platZbl, platZcl, Spjatzai,
Splatzb1, @nd Spjatzc1 are requested.

An optical interferometer is used to measure C, as shown in Fig. T8(b), using an objective (such as a 50x objective as opposed
to a 10x objective, with an appropriate field of view converter) that is useful if secondary fringes may be an issue (for example,
for a thin poly2 layer). The data are leveled and zeroed with respect to the top of the underlying polyO layer and three data
traces are obtained along the top of the pegged portion of the beam shown in Fig. T8(b) or perpendicular to the traces shown in
Fig. T8(a). Uncalibrated measurements of platZa2, platzb2, platZc2, spiatza2, Splatzb2, and Splatzc2 are requested from platZ and

for platX, uncalibrated measurements of platXa2, platXb2, platXc2, spjatxa2, Splatxb2, and Splatxc2 are requested.
The NIST-supplied data on Data Analysis Sheet T.3.a were obtained using an optical interferometer for any measurements taken

of A, B, and C to maintain the integrity of the RM since indentations can be created when the stylus makes contact with the
sample surface.
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Data Analysis Sheet T.3.a also requests the following process specific data: orepeat(samp)N: H, 4H, Jest, UcJest: SroughX: Srough,

and sroughz, of which the first five values can be obtained from the NIST-supplied Data Analysis Sheet T.3.a that accompanies
RM 8097.

Perform the calculations: Enter the data into Data Analysis Sheet T.1 or T.3.a as follows:

1. Press the “Reset this form” button located near the top and/or middle of the data analysis sheet.

2. Supply the appropriate inputs to Tables 1 through 3 for Data Analysis Sheet T.1 and the inputs to Tables 1 through
4 for Data Analysis Sheet T.3.a.

3. Press the “Calculate and Verify” button (also located near the top and/or middle of the data analysis sheet) to
obtain the results.

4. Verify the data by checking to see that all the pertinent boxes in the verification section at the bottom of the data
analysis sheet say “ok”. If one or more of the boxes say “wait,” address the issue, if necessary, by modifying the
inputs and recalculating.

5. Print out the completed data analysis sheet to compare both the inputs and outputs with those on the NIST-
supplied data analysis sheet.

Compare the measurements: The MEMS 5-in-1 is accompanied by a Report of Investigation. This Report of Investigation

specifies a thickness value (tsjoz for RM 8096 and « for RM 8097) and the expanded uncertainty (Usjo2 for RM 8096 and U,
for RM 8097) with k=2 intending to approximate a 95 % level of confidence. It is your responsibility to determine an
appropriate criterion for acceptance, such as given below:

2 2
DSiOZ = ‘tSiOZ(customer) _tSiOZ‘ < \/U SiO2(customer) +U Sio2 (T43)

2 2
Da = ‘a(customer) - a‘ < \/U a(customer) + Ua , (T44)

where Ds;jo2 is the absolute value of the difference between your composite oxide beam thickness value, tsio2(customer), and the
thickness value on the RM Report of Investigation, tsio2, and where Usjo2(customer) IS Your expanded uncertainty value and
Usio2 is the expanded uncertainty on the RM Report of Investigation. Similarly, D, is the absolute value of the difference
between your polyl (or poly2) thickness value, a(customer), and the thickness value on the RM Report of Investigation, a, and

where Ugcustomer) is your expanded uncertainty value and U, is the expanded uncertainty on the RM Report of Investigation. If
your measured thickness value (as obtained in the newly filled out Data Analysis Sheet T.1 or T.3.a, respectively) satisfies your
criterion for acceptance and there are no pertinent “wait” statements at the bottom of your Data Analysis Sheet T.1 or T.3.a, you
can consider yourself to be appropriately measuring the composite oxide beam thickness or the polyl (or poly2) thickness,
respectively, according to the SEMI MS2 standard test method [4] according to your criterion for acceptance.

Any questions concerning the measurements, analysis, or comparison can be directed to mems-support@nist.gov.
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9 Summary

The MEMS 5-in-1 is a reference device sold as a NIST Reference Material (RM) that can be of benefit to MEMS designers,
equipment manufacturers, and IC and MEMS foundry service providers. The purpose of the MEMS 5-in-1 is to allow users to
compare their in-house measurements with NIST measurements using five ASTM and SEMI documentary standard test
methods, thereby validating their use of the standard test methods. The five standard test methods [1-5] are for measuring
Young’s modulus, residual strain, strain gradient, step height, and in-plane length, respectively. Additional measurements for
comparison include residual stress, stress gradient, and beam thickness. (The calculations for residual stress and stress gradient
are provided in the Young’s modulus standard test method and the beam thickness calculations rely upon step height
measurements.) Therefore, eight measurements can be compared using five standard test methods. The calculations are
performed on-line using the data analysis sheets (reproductions of which are given in Appendices 1 through 7) accessible via the
NIST MEMS Calculator Website [13].

In summary, we present the following:
e A knowledge base that has been developed for the user to take measurements on the MEMS 5-in-1 and verify them with
NIST measurements.

Therefore, the proven skill set obtained from the proper use of the MEMS 5-in-1:

e Enables the user to take similar measurements on similarly (or differently) processed test structures. (When a material
property is extracted from measurements taken on a test structure, the user must have an understanding of the geometry
and composition of the test structure in order to obtain meaningful results. In other words, an “effective” value may be
obtained as opposed to a “true” value if there are deviations from the ideal geometry and/or composition of the test
structure.)

e Enables measurements to be meaningfully compared between laboratories on similarly (or differently) processed test
structures where differences among community member’s measurements have been tightened due to the use of a
generally accepted standard test method with the RM used as a tool to verify the proper use of the applicable standard
test method. (Once again, when a material property is extracted from measurements taken on a test structure, the user
must have an understanding of the geometry and composition of the test structure in order to determine whether a “true”
or “effective” value has been obtained.)

From an applications point of view, these measurements can be used:

e To trouble-shoot a process, to improve yield and track failure sources to speed development. For example, high values
of residual stress (a MEMS 5-in-1 parameter) lead to failure mechanics in ICs such as electromigration, stress migration,
and delamination. Therefore, this method of characterizing residual stress can be of interest for IC process development
and monitoring.

e To characterize or validate a process by providing material and dimensional properties.

e To facilitate communications between suppliers and customers.

e To calibrate an instrument with measurements traceable to a national standard (i.e., the NIST measurements on the RM).
It should be noted that, for example, other physical step height standards are available with lower uncertainty values and
those would provide a more accurate calibration.

Therefore, the MEMS 5-in-1 (as described in the remaining paragraphs) can be considered a stepping stone that provides the
groundwork for all sorts of comparisons and applications.

There are two RMs available for purchase (RM 8096 and RM 8097). RM 8096 is the MEMS 5-in-1 fabricated on a multi-user
1.5 um CMOS process [8] followed by a bulk-micromachining etch, as shown in Fig. 1. For this RM, the material properties of
the composite oxide layer are measured. RM 8097 is the MEMS 5-in-1 fabricated using a polysilicon multi-user surface-
micromachining MEMS process [9] with a backside etch, as shown in Figs. 2(a and b). For this RM, the material properties of
the first or second polysilicon layer are measured.

Each MEMS 5-in-1 is accompanied by a Report of Investigation, data analysis sheets, the five standard test methods [1-5], and
this NIST Special Publication, SP 260. For a current example of the RM 8096 and 8097 Reports of Investigation (each of which
typically includes the eight NIST measurements for comparison) see the Data and Information Files link on https://www-
s.nist.gov/srmors/view_detail.cfm?srm=8096 and https://www-s.nist.gov/srmors/view_detail.cfm?srm=8097, respectively. The
data analysis sheets that accompany the MEMS 5-in-1 include the raw data used at NIST to obtain the measurements on the
Report of Investigation. In Sec. 2.6, 3.6, 4.6, 5.6, 6.6, 7.3, or 8.5 of this SP 260 for the parameter of interest, the user is
instructed to follow the procedures in the applicable ASTM or SEMI standard test method in the taking of the measurements on
the same test structures that NIST measurements were taken. The user’s measurements can then be compared with the NIST
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measurements supplied on the RM Report of Investigation (and the data analysis sheets) to facilitate the validation of the use of
the documentary standard test methods.

This SP 260 provides overall use and background information for the MEMS 5-in-1 (RM 8096 and RM 8097). Sec. 1 of this SP
260 provides details associated with the following:
e  The instruments:
o Specifications for the optical vibrometer, stroboscopic interferometer, or comparable instrument used for
Young’s modulus measurements and a validation procedure for frequency measurements, and
o Specifications for the optical interferometer or comparable instrument used for residual strain, strain gradient,
step height, and in-plane length measurements and a validation procedure for height and length measurements.
e  The contents of the MEMS 5-in-1:
o For RM 8096, and
o For RM 8097.

e The classification of the RM 8096 chips,

e The post processing of the RM 8096 and RM 8097 chips,
e  The pre-package inspection (including the classification of the RM 8097 chips),
e The packaging of the MEMS 5-in-1,

e NIST measurements taken on the MEMS 5-in-1,

e The RM Report of Investigation,

e Traceability,

e Material available for the MEMS 5-in-1,

e  Storage and handling,

e Measurement conditions and procedures for the customer,
e Homogeneity of the RMs,

e  Stability tests, and

e Length of certification.

Then, Sec. 2 through Sec. 6 discuss the test structures, the calibration and measurement procedures, the uncertainty analysis, the
round robin results, and how the user can use the MEMS 5-in-1 to verify their in-house measurements for the following standard
test methods, associated parameters, and data analysis sheets:
e SEMI standard test method MS4 for Young’s modulus measurements using Data Analysis Sheet YM.3 (a reproduction
of Data Analysis Sheet YM.3 is given in Appendix 1),
e ASTM standard test method E 2245 for residual strain measurements using Data Analysis Sheet RS.3 (a reproduction
of Data Analysis Sheet RS.3 is given in Appendix 2),
e ASTM standard test method E 2246 for strain gradient measurements using Data Analysis Sheet SG.3 (a reproduction
of Data Analysis Sheet SG.3 is given in Appendix 3),
e SEMI standard test method MS2 for step height measurements using Data Analysis Sheet SH.1.a (a reproduction of
Data Analysis Sheet SH.1.a is given in Appendix 4), and
e ASTM standard test method E 2244 for in-plane length measurements using Data Analysis Sheet L.0 (a reproduction of
Data Analysis Sheet L.0 is given in Appendix 5).

Section 7 of this SP 260 provides the user with details concerning residual stress and stress gradient calculations. These
calculations can be performed in Data Analysis Sheet YM.3. And finally, Sec. 8 provides the user with details concerning
thickness calculations. For RM 8096, the electro-physical technique [6] as presented in this section is used with Data Analysis
Sheet T.1 (a reproduction of which is given in Appendix 6). For RM 8097, the optomechanical technique [7] as presented in
this section is used with Data Analysis Sheet T.3.a (a reproduction of which is given in Appendix 7).

The NIST SRM Program Office [19] can be contacted (http://www.nist.gov/srm/) to purchase a MEMS 5-in-1 and
accompanying material.
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Appendix 1 — Data Analysis Sheet YM.3 as of the Writing of This SP 260

Data Analysis Sheet YM.3

Data analysis sheet for determining the Young's modulus value of a thin film layer
for use with the MEMS 5-in-1 RMs

resonance
frequency=7

b) -
Figure YM.3.1. For CMOS cantilever a) a design rendition and b) a cross section

To obtain the following measurements, consult SEMI standard test method MS4 entitled
"Test Method for Young's Modulus Measurements of Thin, Reflecting Films Based on the
Frequency of Beams in Resonance."

Input Sample Data Reset this form
Calculate and Verify Clear Outputs
date (optional) = ‘ o/ ‘ 18 / | 2
- ‘ April 7th Data

identifying words (optional)
- ‘ dual beam laser vibrometer

instrument used (optional)

fabrication facility/process (optional) = | 15ummos process
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test chip name (optional)
test chip number (optional)
root filename (optional) = |
comments (optional) = |

_ | RM 8096 Monitor 6106.1

_ ‘ s/n 0001

[Table 1 - Preliminary INPUTS

Description

‘ 211

1 |[temp= C the temperature during measurement (should be held constant)
5 relative ‘ . the relative humidity during measurement (if not known, enter
humidity= % -1)
3 ||mag= \ 20 x the magnification
polyl C
-~
4 |lmat= poly2 . the composition of the thin film layer
SiO;
other ©
5* |p= 22 g/cm® |[the density of the thin film layer
6 |o,= ‘ 0.05 g/lem® the one sigma uncertainty of the value of p
7 |lu= 184 x107° Ns/m?|[the viscosity of the ambient surrounding the cantilever
8* ||W= \ 28.0 um the suspended beam width
o* |lt= 25846 the thickness of the thin film layer
B pm (as found using Data Sheet T.1 or Data Sheet T.3)
10 o= [ o.1088 the one sigma uncertainty of the value of t
thick (as found using Data Sheet T.1 or Data Sheet T.3)
11 o= ‘ 200 the gap depth (distance between the bottom of the suspended
gap™ pm beam and the underlying layer)
14|l = ‘ s the initial estimate for the Young's modulus value of the thin
init= GPa |ifilm layer
S used for calibrating the time base of the instrument: the
13 |[finstrument= ‘ 102400001 114 frequency setting for the calibration measurements (or the
manufacturer's specification for the clock frequency)
used for calibrating the time base of the instrument: the
14 e = " 102.30043 calibrated average frequency of the calibration measurements
meter MHz (or the calibrated average clock frequency) taken with a
frequency meter
15 ||Ometer= ‘ 1 Hz used for calibrating the time base of the instrument: the
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standard deviation of the frequency measurements taken with
the frequency meter

16

Ucertf =

Hz

used for calibrating the time base of the instrument: the
certified uncertainty of the frequency measurements as
specified on the frequency meter's certificate

* The five starred entries in this table are required inputs for the calculations in the Preliminary

Estimates Table.

Table 2 - Cantilever

INPUTS Description
17 {[name= RMcantilever |(the cantilever name (optional)
oo ©
90 ©
18 |jorient= [180° © the orientation of the cantilever
2700 ©
other *
19%*||Lcan= 300 the suspended cantilever length
first _
second
. -
third ) indicates which cantilever on the test chip, where "first"
20 |\whichcan=|\fourth  © corresponds to the topmost cantilever in the column or array that
] - has the specified length?
fifth
sixth _
other *
21 ||o= | 0.2 um the one sigma uncertainty of the value of Lcan
oo llf = | 125 the uncalibrated frequency resolution for the given set of
resol™ Hz  limeasurement conditions
the first uncalibrated, damped resonance frequency measurement
o3l .= | 24, 642% (or the first uncalibrated, undamped resonance frequency
measl KHZ  Imeasurement, for example, if the measurements were performed in
a vacuum)
onle = | 24.627% the second uncalibrated, damped resonance frequency measurement
meas2 KHZ ||(or the second uncalibrated, undamped resonance frequency
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measurement, for example, if the measurements were performed in
a vacuum)

the third uncalibrated, damped resonance frequency measurement
| 2464 (or the third uncalibrated, undamped resonance frequency

KHZ imeasurement, for example, if the measurements were performed in
a vacuum)

25 |([fmeass=

26 |(fcorrection= | 0 kHz |[the correction term for the cantilever's resonance frequency

the uncertainty in the cantilever's resonance frequency due to a non-

= 0 ) S
27 | osuppor | kHZ lideal support (or attachment conditions)

the uncertainty in the cantilever's resonance frequency due to

- 0
28 | Ocanitever | kHZ  |lgeometry and/or composition deviations from the ideal

* The starred entry in this table is a required input for the calculations in the Preliminary
Estimates Table.

Table 3 - Fixed-Fixed Beam INPUTS Description
(if cantilever not available) P
29 |[name2= the fixed-fixed beam name (optional)
o ©
30 ||orient2=  |lgge the orientation of the fixed-fixed beam
other @
31*||Lssp= um the suspended fixed-fixed beam length
first :
second
third  © indicates which fixed-fixed beam on the test chip, where
32 ||whichffb= ~ "first" corresponds to the topmost fixed-fixed beam in the
fourth column or array that has the specified length?
fith *
other
_ the average uncalibrated resonance frequency of the
33 o™= kHz fixed-fixed beam

* The starred entry in this table is a required input for the calculations in the Preliminary
Estimates Table.
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| Table 4 - Optional INPUTS

For residual stress

calculations: Description
the residual strain of the thin film layer
34|er= || 265604906  |(as found using ASTM E 2245 and Data Sheet RS.3 for compressive

residual strain)

35|u,,,= || 10032 x10-°

the combined standard uncertainty value for residual strain
(as found using Data Sheet RS.3 for compressive residual strain)

For stress gradient
calculations:

89054 _1
m

the strain gradient of the thin film layer
(as found using ASTM E 2246 and Data Sheet SG.3)

37 Ucsg= 55.56 mfl

the combined standard uncertainty value for strain gradient
(as found using Data Sheet SG.3)

Input Sample Data

Calculate Estimates

Reset this form

Clear Outputs

Table 5 - Preliminary

ESTIMATES* Description
gl = [[2s2 = SQRT[Eini/ (38.330 p Lean')]
Soje kHz (the estimated resonance frequency of the cantilever)

= SQRT[Einitt* / (0.946 p Lin")]
39|(fvinitni= | Infinity | 117 (the estimated upper bound for the resonance frequency of
L the fixed-fixed beam)

= SQRT[Einit t° / (4.864 p Liw")]
40|(frvinitio= | Infinity | 117 (the estimated lower bound for the resonance frequency of
] the fixed-fixed beam)
slo= |[sse = Wt*SQRT(p Einit) / (24 ¢t Lean’)
] (the estimated Q-factor)

={1-SQRT[1-1/ (4 Q*)]}*100 % should be < 2 %
2|pgi= || 00097 % (the estimated percent difference between the damped and
] undamped resonance frequency of the cantilever)

* The seven starred inputs in the first three tables are required for the calculations in this table.

Calculate and Verify

Clear Outputs
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OUTPUTS:

|Tab|e 6 - Frequency calculations:

Description

43

44

cali=

‘ 0.9999945

= fmeter / Tinstrument

(the calibration factor for a frequency measurement)

fmeasave=

24.6365
‘ kHz

=AVE [fmeasly fmeas2, fmeasS]CaIf

(the average calibrated damped resonance frequency of the
cantilever, fiampedave, OF the average calibrated undamped
resonance frequency of the cantilever if, for example, the
measurements were performed in a vacuum)

fundamped1:

24.643¢
kHz

= faampear / SQRT[1-1/(4Q7)] where fuampes =frneasa (caly)

(the first calibrated undamped resonance frequency calculated
from the cantilever's first damped resonance frequency
measurement, if applicable)

fundamped2:

‘ 24.628: kHz

= faampedz/ SQRT[1-1/(4Q%)] where faampedz=Frmeasz2(cal)
(the second calibrated undamped resonance frequency
calculated from the cantilever's second damped resonance
frequency measurement, if applicable)

fundamped3:

24.640¢
‘ kHz

= faampeds /| SQRT[1-1/(4Q7)] where fuampess=freasa(cals)

(the third calibrated undamped resonance frequency calculated
from the cantilever's third damped resonance frequency
measurement, if applicable)

fundampedave:

24.637¢
kHz

= AVE [fundampedl, fundampedz, fundampedS]
(the average calibrated undamped resonance frequency of the

cantilever assuming freas1, fmeas2, and fmeass from the second
table are damped resonance frequencies)

Ofundamped—

0.0080

kHz

= STDEV (fundampedl, fundampedz, fundampedS)
(the one sigma uncertainty of the value of fyngampedave @SSUMING

fmeas1, fmeas2, @Nd freass from the second table are damped
resonance frequencies)

fcan -

24.637¢
‘ kHz

= fundampedave + fcorrection

(the modified resonance frequency of the cantilever for use if
feast, fmeas2, aNd freass from the second table are damped
resonance frequencies)

fmeasavenew=

24.636E
‘ kHz

= fmeasave + fcorrection

(the modified resonance frequency of the cantilever for use if
fneast, fmeas2, and fneass from the second table are undamped
resonance frequencies)
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1. Young's modulus calculation (as obtained from the cantilever assuming clamped-free
boundary
conditions):

a. E=38.330p fean” Lean /2= GPa
(Use this value if fneas1, fmeas2, @nd freass in the second table are damped
resonance frequencies.)

62.1

b. E= 38'330meeasavenew2 Lcan4/ = ‘ 621 GPa
(Use this value if fneast, fmeas2, @Nd fineass in the second table are undamped
resonance frequencies.)

C. Uce = oe = E SQRT[(0,/p)? + 4(01canlfean)? + 16(01/Lean)? + A(omic/t)’] =! > GPa"

0.087 =
orog/ E=

where  orcan/fean = SQF\)T[(O'fundamped/fcan)2 + (O'fresollfcem)2

+ (O'freqcaI/fcan)z"' (0'support/fcan)2 + (Ucantilever/fcan)z],
otresol = fresol Cals / [2SQRT(3)],

— 2 2
and Ofreqcal — fundampedave [SQRT(O'meter + Ucertf ) / 1:meter]

o = 0.02272 Type B

0.0420¢

o/t =1 " Type B

o/l = | 00006 Type B
otundamped/fean = |_o000ss- Type A
fresoll fean = lm Type B
S (X
rompordfoan = 2202000 Type B

Ocantilever/fean = 0000000 Type B

“assUMES freast, fmeasz, aNd fmeass iN the second table are damped resonance frequencies

Ug=2U; = | 1083 Gpg (expanded uncertainty)
U = 16.25 GPa

d E-Ue= ‘ 124 Gpa (a lower bound for E)
E+Ue= ‘ 2% Gpa (an upper bound for E)

(assuming fmeast, fmeas2, and frmeass in the second table are damped resonance
frequencies)

e. Report the results as follows: If it is assumed that the estimated values of the
uncertainty components are approximately Gaussianly distributed with approximate
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combined standard uncertainty ucg, the Young's modulus value is believed to lie in
the interval E + uce (expansion factor k=1) representing a level of confidence of

approximately 68 %.

2. Young's modulus calculation (as obtained from a fixed-fixed beam...not recommended):

a. Esimple = 4.864p (fffb calf)2 Lffb4/ t2 = | 00 GPa
(as obtained from the fixed-fixed beam assuming simply-
supported boundary conditions for both supports)

b. Eclamped = 0.946 p ( fir caly)? L' /t2=1 ®°  GPa
(as obtained from the fixed-fixed beam assuming
clamped-clamped boundary conditions)

c. E= (Esimple + Eclamped) /2

_‘ 0.0

GPa  (use this value, if must)

d. Ug = (Esimple — Eclamped) / 6 = | %0 GPa (as obtained from a Type B analysis)

e. Report the results as follows: If it is assumed that the estimated value of the

standard uncertainty, Ug, is approximately Gaussianly distributed, the Young's modulus
value is believed to lie in the interval E £ ug (expansion factor k=1) representing a level of
confidence of approximately 68 %.

Table 7 - Optional OUTPUTS (using E and uce from the cantilever and assuming freast, fmeas2, and
fmeas3 IN the second table are damped resonance frequencies)

| For residual stress: || Description
=F¢
= -164.84 ro o
2 or | MPa  |\(the residual stress of the thin film layer)
= |ov| SQRT[(o& / E)* + (0, / &)°]
53||Ucer= | 15673 \pa  |[(the combined standard uncertainty value for residual stress
] where o, is equated with u..,)
54|04 I |or|= | 0.095 where o, is equated with u.,,
55|loe / E = | 0.087 as obtained from this data sheet
560,/ |ar|= | 0,038 where o, is equated with u... and where & and u,,,- were obtained from
] Data Sheet RS.3
572u.,,= || 3134 vpa | Usr _ _
T a |lthe expanded uncertainty for residual stress
58|j3u.,= || 47018 MPa |three times the combined standard uncertainty for residual stress

168




59||o—U,,= || -196.19 MPa |[@ lower bound for o;
60||o-+U,,= || 13350 MPa |[an upper bound for oy
For stress gradient: ||
61llo.= 55271.¢ = E s ' o
] g GPa/m (the stress gradient of the thin film layer)
= 04 SQRT[(0e / E)* + (05g / Sg)°]
62||Ucoe= 59284 5 pa/mlI(the combined standard uncertainty value for stress gradient
] where oy IS equated with Ucsg)
63||00g | og= ||| 0-107 where o, is equated With U
64||oe / E = ||| 0.087 as obtained from this data sheet
] _ where oy is equated with ucsy and where sqand ucsy Were obtained
BS||oa/ 8a= || 002 from Data Sheet SG.3
— =
= 11856.¢ og
f 2cog GPa/miithe expanded uncertainty for stress gradient
67|3Ucoe= 177852 5 pa/mifthree times the combined standard uncertainty for stress gradient
68||0g—Use= ||| ****>C5pa/mia lower bound for gy
69|log+Ue= || 871?87 5pa/mllan upper bound for g4

Modify the input data, given the information supplied in any flagged statement below, if
applicable, then recalculate:

o
=

Please provide inputs to Tables 1 and 2 for calculations using data from a cantilever.

~

The value for temp should be between 19.4 °C and 21.6 °C, inclusive.

~

The value for relative humidity (if known) should be between 0 % and 60 %, inclusive.

w ait

If applicable, please provide inputs to Table 3, p, W, t, and E;y;; for calculations using
data from a fixed-fixed beam.

The value for mag should be greater than or equal to 20x.

~

The value for p should be between 1.00 g/cm® and 5.00 g/cm?®.

o
=

The value for ¢, should be between 0.0 g/cm?® and 0.10 g/cm®,

o
=

The value for x should be between 0.70x10™> Ns/m?and 3.0x10™> Ns/m?.

~

The value for W should be greater than t and less than Lcan.

[y
Slo o ~|o|o| & w v

EREEEEEERE

w ait

If L is inputted, the value for W should be greater than t and less than L.
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~

The value for t should be between 0.000 pm and 10.000 um.

o
~

The value for oyick should be between 0.0 um and 0.3 um.

o
~

Squeeze film damping expected for the cantilever since dga, < W/ 3.

o
=

The value for E;j,j; should be between 10 GPa and 300 GPa.

o

The values for ometer and Ucerts Should be between 0.0 Hz and 25.0 Hz, inclusive.

(@)

The value for L¢a, should be between 0 um and 1000 um.

=~

The value for o, should be between 0.0 um and 2.0 um.

The value for freso Should be between 0 Hz and 50 Hz.

o
=

The values for fieas1, fmeas?, and fmeass Should be between 5.00 kHz and 300.0 kHz.

[e]
=

The value for feorrection Should be between -10 kHz and 10 kHz, inclusive.

o
=

The values for osypport aNd ocantitever Should be between 0 kHz and 10 kHz, inclusive.

If inputted, the value for L, should be between 0 um and 1000 um.

If inputted, the value for fx, should be between 5.0 kHz and 1200 kHz.

o
~

If inputted, the value for ¢ should be between —4500x10® and 4500x10~° and not equal
to 0.0.

o
=

If inputted, the value for u,, should be between 0.0 and 300.0x10°°.

o
~

If inputted, the value for sy should be between 0.0 m™*and 1500.0 m™.

o
=

If inputted, the value for ucsy should be between 0.0 m™and 100.0 m™.

~

The ValUGS for fmeas]_, fmeasz, and fmea53 are nOt Wlthln 20 kHZ Of fcammt

If inputted, the value for f¢, should be between fipinitio and frpinithi-

(@)

The value for pgisr should be between 0 % and 2 %.

[e]

The value for cal; should be between 0.9990 and 1.0010.

o
=

The value for oyndamped Should be between 0.0 kHz and 0.5 kHz, inclusive.

o
=

The value of E obtained from the cantilever should be within 50 GPa of Ejyjt.

[e]
=

The value of uce obtained from the cantilever should be between 0 GPa and 50 GPa.

BEIEIEEEEEEEEEEEEEEEEEEEEEE

If applicable, the value of E obtained from the fixed-fixed beam should be within 70
GPa of Einit-
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— |If applicable, the value of ug obtained from the fixed-fixed beam should be between 0
361 & |Gpa and 70 GPa.

Return to Main MEMS Calculator Page.

Email questions or comments to mems-support@nist.gov.

NIST is an agency of the U.S. Commerce Department.
The Semiconductor and Dimensional Metrology Division is within the Physical Measurement Laboratory.
The MEMS Measurement Science and Services Project is within the Microelectronics Device Integration Group.

Date created: 6/5/2006
Last updated: 5/18/2012
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Appendix 2 — Data Analysis Sheet RS.3 as of the Writing of This SP 260

Data Analysis Sheet RS.3

Data analysis sheet for residual strain measurements for use with the MEMS 5-in-1 RMs

; I ;

Figure RS.3.1. Top view of a fixed-fixed beam used to measure residual strain.

To obtain the following measurements, consult ASTM standard test method E 2245 entitled
"Standard Test Method for Residual Strain Measurements of Thin, Reflecting Films
Using an Optical Interferometer.”

Input Sample Data Reset this form
Calculate and Verify Clear Outputs
date (optional) = | 05/| 18 / ‘ 12

identifying words (Optional) - | March 16th data

i H interf Tt
instrument used (optional) = | Merferomeer

fabrication facility/process (optional) = | 1.5 umCMOS process

‘ RM 8096 Monitor 6106.1

test chip name (optional) =

test chip number (optional) = | sinooor

filename of 3-D data set (optional) = |

filename of 2-D data traces (optional) =
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comments (optional) = |

[Table 1 - Preliminary ESTIMATES

Description

1
2

Lo ][> |

temperature during measurement (should be

- 211 °
temp ‘ C held constant)
relative ‘ 51 relative humidity during measurement (if not
humidity = % known, enter -1)
Polyr ©
Poly2 ©
stacked Polyl and Poly2 O
material = sio, material
sic2 ©
sic-3 ¢
other
t= ‘ 2.5846 um beam thickness
design length = ‘ 200 design length
design width
design width = ‘ 40 um (needed for test structure identification
purposes only)
first
second © indicates which fixed-fixed beam on the test
which beam? ) o chip, where "first" corresponds to the topmost
©(third fixed-fixed beam in the column or array that has
fourth & the specified length?
other
magnification =||| 2° % magnification
00 ©
orientation = [lgge orientation of the fixed-fixed beam on the chip
other O
cal, = ‘W x-calip(atiqn factor (for the given
magnification)
rulery = ‘ 253 um maximum field of view in the x-direction for
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18

20

the given magnification (as measured on the
screen of the interferometric microscope)

Oxcal —

‘ 0.333

one sigma uncertainty in a ruler measurement
(for the given magnification)

Xres =

‘ 0.394775

um

uncalibrated resolution of the interferometric
microscope in the x-direction (for the given
magnification)

caly =

‘ 1.00478

y-calibration factor (for the given
magnification)

cal, =

‘ 0.99266

z-calibration factor (for the given
magnification)

cert =

‘ 4.64

um

certified value of physical step height standard
used for calibration

Ocert —

‘ 0.006

um

certified one sigma uncertainty of the certified
physical step height standard used for
calibration

OBsame —

0.0593

um

maximum of two uncalibrated values (osame1
and osamez) Where osamer IS the standard deviation
of six measurements taken at the same location
on the physical step height standard before the
data session and osame2 IS the standard deviation
of six measurements taken at this same location
after the data session

Zgsame=

4.6663

um

uncalibrated average of the six calibration
measurements used to calculate oesame

Zgrift =

0.0011

um

uncalibrated drift in the calibration data [i.e.,
the uncalibrated positive difference between the
average of the six measurements taken before
the data session at the same location on the
physical step height standard and the average of
the six measurements taken after the data
session at this same location]

Zjin =

%

maximum relative deviation from linearity over
the instrument's total scan range, as quoted by
the instrument manufacturer (typically less than
3 %)

Zyes =

‘ 0.001

um

calibrated resolution of the interferometer in the
z-direction

Ol repeat(samp)'—

‘ 1.1565

um

in-plane length repeatability standard deviation
(for the given magnification of the given
interferometric microscope) as obtained for the
same or a similar type of measurement and
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taken on test structures with transitional edges
that face each other

relative residual strain repeatability standard

2allo _ ‘72.49 . deviation obtained from fixed-fixed beam test
repeat{sam) % structures fabricated in a process similar to that

L used to fabricate the sample

25||9ercorrection= o relative residual strain correction term

calibrated peak-to-valley roughness of a flat and
leveled surface of the sample material and
26||Riave = ‘ 0.11947 um calculated as the average of three or more
measurements, each measurement of which is
taken from a different 2-D data trace

calibrated surface roughness of a flat and
leveled surface of the sample material and
27||Rave = 001733 im calculated as the average of three or more
measurements, each measurement of which is
taken from a different 2-D data trace

in-plane length correction term for the given
_ type of in-plane length measurement taken on
28||Lofrset = 20%  m similar structures when using similar
calculations and for a given magnification of a
given interferometric microscope

3 |
(o]

aligned? Yes®  Nof alignment ensured ?

leveled? ves®  No© data leveled ?

L8 |
o

) ) Is this fixed-fixed beam exhibiting stiction ?
31|jstiction? Yes'  No™ (If it is exhibiting stiction, do not fill out the
remainder of this form.)

EER R
’

|Tab|e 2 - INPUTS (uncalibrated values from Traces a’, a, e, and ¢e) || Notes °

|Trace a' inputs:

1<n2,<4
(quppera' > Xluppera‘)

32 Xluppera' = 23.6865 “m nla' = 1 1 S nla‘ S 4
2

33|[X2uppera = 228.969 um N2,

i

34 Ya = 126.72
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Trace a inputs:

§| XLuppera = 23.6865 pm nl,= 1 1<nl, <4
36|(X2yppera = 229364 N2, = > 1<n2,<4
u (quppera > Xluppera)

[Trace e inputs: |

§| XLuppere = 22.5022 um nle = 1 1<nl.<4
38[[x2uppere = 226,601 . n2, = lil 1<n2.<4
H (X2uppere > XLyppere)

[Trace e’ inputs: |

39 Xluppere' = 22.8969 “‘m nle‘ = 1 1 S nle' S 4
40|[X2uppere: = 226.601 um N2y = 1 1<n2:<4

| (X2uppere' > XLuppere)
41|lye = B2 Va > Ve

"Where Xuppert 1S the uncalibrated x-value that most appropriately locates the upper corner of the
transitional edge (Edge 1 or Edge 2) using Trace "t"

“The values for n1; and n2; indicate the data point uncertainties associated with the chosen value
for Xuppert With the subscript "t" referring to the data trace. In other words, if it is easy to identify
one point that accurately locates the upper corner of the transitional edge, the maximum
uncertainty associated with the identification of this point is nixescaly, where n=1.

“Where v, and ye are the uncalibrated y-values associated with Traces a' and €', respectively.

[Table 3 - INPUTS (uncalibrated values from Trace b) I Notes
42 = | 20 21p = | -0.30069 um (XLave < XaF )

68.296 2.31704 (inflection point)
f XoF = pm LoF = ‘ pm ( X1k < XoF < X3F)

[ 110202 [ 547039 (most deflected point)
ﬁxm:_ Hm 23':_‘ m (X1s = XsF ; 215 = Z3F )
45los =1 1% um 5= M um (inflection point)

210.02 -0.5755 (X3s < X2ave)
ﬁ X = Hm 235 ~ Hm (X15 < Xps < X3s)

176




[Table 4 - INPUTS (uncalibrated values from Trace c) |

Notes

47|y, = | 20267 um 2p = ‘ 0.232907 um (XLave < XF )
48 _ | 68.206 B ‘ 251054 (inflection point)
Xor = K i Hm ( X1k < XoF < X3F)
; _ | 121.985 _ ‘ 5 54831 (most deflected point)
|8~ Hm Z3F = Hm ( X1s = XaF ; Z15 = Z3F )
SOllos =1 %% um Zps = 2% im (inflection point)
| 21002 _ | -0.40049 ( X3s < X2ave )
E Xas = Hm Zss = ((X15 < Xos < X35)

[Table 5 - INPUTS (uncalibrated values from Trace d) I

Notes

2 xop = | 40267 um 21p = ‘ 0.309133 (XLave < XaF )

53 _ | 68.296 _ ‘ 257527 (inflection point)

P K £oF = Hm ( X1F < XoF < X3F)

54 | 12238 B ‘ 559466 (most deflected point)

C e Hm ZeF = Hm ( X1s = X3F ; Z15 = Z3F )

E Xos =1 %% um Zos =) 21 ym (inflection point)
215.152 -0.57715 (X35 < X2ave )

T Xes = Hm 235 = (X5 < X25 < X35)

Input Sample Data

Calculate and Verify

Reset this form

Clear Outputs

|Tab|e 6 - OUTPUTS (for in-plane length) ||

Notes

Xlave =

o

23.1930

= (Xluppera' + Xluppera + Xluppere"' Xluppere') 14

=

X2ave =

227.8838

pum
li

= (X2uppera' + X2uppera t X2upperet quppere') /4
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59||Lmeasa: = | 205.8840 = (quppera' - Xluppera‘) caly
60 Lmeasa = | 206.2801 pm = (quppera - Xluppera) Calx
61 Lmease = 204.6968 um = (X2uppere - Xluppere) Calx
62||Lmease = 204.3010 wm = (X2uppel’e' - Xluppere') Ca|x
63 Lmeas = 205.2905 pm = (l—measa' + I—measa + I—mease + I—mease‘ ) /4
] = tan '[Ax caly / (Ay caly )]
0.00777 . where Ay =y, — Ve and
o | radians it 11, +n1y) < (N2, +n2e) then
%= = AX = AXl = Xlu era’ — Xlu ere'
‘ 0.44511 : PP P
° if (N1y+nle) > (N24+n2¢) then
L AX = AX2 = X2uppera' - X2uppere'
66|/l = 228.55 um | = (X2ave caly— f) cos(a) + f
] li =aligned length
67||Laiigned = 205.28 um _y _gf 9
68||L = ‘ 207.92 pm = Laligned + Loffset
] = one endpoint along the v-axis
69|[V1leng = 21.94 um (the axis parallel to the length of the fixed-fixed beam)
| =f — Loffset/ 2
70lvo. . = lizzg 6 = the other endpoint along the v-axis
end — )

= | + Lofret/ 2

71

|Uncertainty Outputs (for in-plane length):

= ( Limaxt — LminL ) /6
Limint= Lmeasmin COS(OC)"'Loffset
I—measmin = (Lmeasmina'+|—measmina

+|—measmine+|—measmine')/4
Lmeasmint = Lmeast—(N1t+N2¢) Xres Caly

UL = 0.32993 um
Lmaxt= Lmeasmax COS(c)+Loffset
measmax = (Lmeasmaxa*Lmeasmaxa
+Lmeasmaxe Lmeasmaxe’)/4
L measmaxt = Lmeast+(N1t+N2;) Xres Caly
UL repeat(L) = 0.94218 {m = Orepeat(L) cos(a)
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] = STDEV(Lmeasa', Lmeasar Lmease,
L Lmease') COS(OL)
73||Uxcal = 027020 um = ( Oxcal | rulery ) Limeas COS(OC)
= |(|—maxalign - I—minalign) /(2 SQRT(3))|
where I—maxalign = Lmeas Cos(amax) + Loffset
and I—minalign = I—meas Cos(amin) + I—of“fset
74|ULatign = 000715 | m amin = tan ™ [ Ax calc/ (Ay caly)
— 2 Xres Caly/ (Ay caly) ]
amax = tan™' [ Ax calc/ (Ay caly)
L + 2 Xres Caly/ (Ay caly) ]
75||[ULoffset = 0.87733 wm = |Loffset | / 3
76 ULrepeat(samp) = | 1.15650 = Ol repeat(samp)’
] = SQRT [ULL2 + ULre eat(L)2 + uLxcal2
+ uLalign + Upoffset T ULrepeat(samp) ]
TTue. = 1.78236 um (Each of the standard uncertainty components is
obtained using a Type B analysis, except for Uy repeat()
L] and ULrepeat(samp), WhICh use a Type A ana|ySiS)

[Table 7 - OUTPUTS (for residual strain)

|| Notes

D|Points|| Trace b || Trace c || Trace d ||

78|lg = | 3000 | 2038 | 2038 g = (Xure Caly— ) cos(a) + f
E h= ‘ 68.49 um ‘ 68.49 um ‘ 68.49 um h = (Xort cal— f) cos(a) + f
80lli = ‘ 119.57 ‘ 122.34 ‘ 122.74 I = (Xart caly—f) cos(a) + f
O pm pm pm = (X1t caly— f) cos(a) + f
i j = ‘ 175.79Mm ‘ 175.79um ‘ 175.79um i = (Xost Caly— f) cos(a) + f
g K = ‘ 210.63 ‘ 210.63um ‘ 215.78Mm K = (Xast Cal— ) cos(a) + f
- ‘ =

83||s= s=1 (for downward bending fixed-fixed beams) |[from Trace c

L s = —1 (for upward bending fixed-fixed beams)

8:4 Ar= | | 291287 " | 3.09912 " | 310434 um ||use for plotting

85||wqg = 0.25882 0.79183 0.80913 use for plotting
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86||As = | | 310592 " | 319376 " | 308741 um_ |[use for plotting

87||wss = 5.91306 5.73172 6.10606 use for plotting

88||Ver = \ 70.81270 | 67.55319 ‘ 67.27628 um v-value of first inflection point

% Ves = || | 17217945 um | 175.88337 um | 172.03560 um [v-value of second inflection point
o rro  o1em 200  oiro e residual strain assuming a zero

90llerg = ||| -2135.682: .6 ||| -2158.399: .~ ¢||| -2169.580C , ~6 || > : - ’

e | <107 | <107 *10™" llaxial-compressive, critical force
oo " orom ear o orns residual strain assuming a non-zero

91lle = -2677.607: -6 -2623.546¢ -6 -2666.961: -6 g i o !

" | 107 | <107 *10™" laxial-compressive, critical force

I = average residual strain value
R2ller = | -2656.038¢ 1076 from Traces b, ¢, and d
- (USE THIS VALUE)

|Tab|e 8 - Preliminary uncertainty OUTPUTS (for residual strain)

93 ||uw = | 2863781 | 16
L | Trace b | Trace I Trace d
94 |luy = | 17.11441 x10-° | 17.04015 X108 | 1540851 10°6
95 ||Uzrest = 051766 446 052226 106 | 046116 10
96 ||Uycart = 6.98460 116 684381 106 ‘WXIO‘G
97 |[Ugrest = 5.92652 | 416 BITIEL 106 ‘leo_e
98 ||Uravet = 517923 106 | sama1 105 | 461400 10
99 {[Ungiser = 3052395 106 3082681 ;16 | 2710112 10
100|Ucery = 549345 106 555355 106 ‘5.58Tx10_6
10 |Urepeatishs)t = 53.98698 ;16 5457763 116 ‘WXIO‘G
102||Ugrifte = 028861 416 020177 106 | 029322 10
103||Ujineart = 2452808 )6 2479642 ;16 \Mxlo_s
104{|Ucorrectiont = 0.00000 416 0.00000 16 | 000000 106
105||Urepeat(sampyt = 66.67242 | 116 65.32631 116 ‘mx 105
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ucart =

100.73447

x107°

100.48540

99.83772 _
x107®

x107

Table 9 - Uncertainty OUTPUTS (for residual strain)
Averaging the values from Traces b, ¢, and d, where applicable

on eaoa] due to variations across width of beam (using data
= 28.63781 _6
107)uw | x 10 from Traces b, ¢, and d)
1655103 due to the measurement uncertainty of L
- 16.55103 -6 ) i '
108)ju. | x 10 but not including Upcar
0 s0036 due to the resolution of the interferometer in the z-
= 0.50036 _6
109) Uzres | x 10 direction
110||Uycal = ‘ 6.92946 1076 due to the calibration in the x-direction
111l = ‘76.50364 & due to the resolution of the interferometric
XTes x 10 microscope in the x-direction
112||URave = | 5.00622 x 1078 due to the sample's surface roughness
113||Unoise = ‘ 29.513%6 176 due to interferometric noise
e ea0rr due to the uncertainty of the value of the physical
= 5.54277 6 -
114) Ucert | x 10 step height standard
[ £447160 due to the repeatability of a measurement taken on
= 54.47169 6 . X
115} Urepeartsns) | x 10 the physical step height standard
116||Ugri = | oze120 1078 due to the amount of drift during the data session
117||[Uinear = ‘ 24.74830 1076 due to the deviation from linearity of the data scan
000000 due to the uncertainty of the relative residual strain
— 0.00000 6
118)Ucorrection ‘ x 10 correction term
66 13535 due to the uncertainty of residual strain
- 66.13535 -6 ..
119) Urepeattsarp) | x 10 repeatability measurements
120 Ucer = ‘ 100.35253 X 10_6 = (ucgrb + Ucere + ucard) / 3

- 2 2 2 2 2 2 2
Ucer = SQRT[UW + UL™ + Ugres + Uxcal + Uxres T Urave” T Unoise t Ucert

2

+ Urepeat(shs) + Udritt” + Ulinear T+ Ucorrection2 + Urepeat(samp) ]
(Each of the standard uncertainty components is obtained using a Type B analysis,
except for uw and  Urepeat(samp), Which use a Type A analysis.)
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121)|ucer = | 10032496 1078 combined standard uncertainty
122|2Ucer = Uy = ’m x 107° expanded uncertainty

123 3chr = 300.97487 % 10—6

124|le, — U, = ~2856.688:, 16 a lower bound for &

125|le, + Uy = ~2455.388¢, )6 an upper bound for &

Report the results as follows: If it is assumed that the estimated values of the uncertainty
components are approximately Gaussianly distributed with approximate combined standard
uncertainty Uc.r, the residual strain is believed to lie in the interval & * uc. (expansion factor k=1)
representing a level of confidence of approximately 68%.

Modify the input data, given the information supplied in any flagged statement below, if
applicable, then recalculate:

o
=

Please fill out the entire form.

ok  |The value for temp should be between 19.4 °C and 21.6 °C, inclusive.

~

(o]

The value for relative humidity (if known) should be between 0 % and 60 %, inclusive.

=~

(o]

The value for t should be between 0.000 um and 10.000 um.

o

The value for the design length should be between 0 um and 1000 um.

wait |The measured value for L is more than 3uc. from the design length.

The value for the design width should be between 0 pym and 60 pm.

Is the magnification appropriate given the design length ?

=

Magnifications at or less than 2.5x shall not be used.

~

Is 0.95 < caly < 1.05 but not equal to "1"? If not, recheck your x-calibration.
Is 0.95 < caly < 1.05 but not equal to "1"? If not, recheck your y-calibration.

o
ey

The value for rulery should be between 0 um and 1500 um.

=~

o]

The value for oyca should be between 0 um and 4 um.

=

(o]

The value for X5 should be between 0 pm and 2.00 pum.

ok |Is0.95 < cal, < 1.05 but not equal to "1"? If not, recheck your z-calibration.

~

(o]

The value for cert should be greater than 0 um and less than 25 um.

EEEEEREEREEEEERE

o

k  |The value for ocert should be between 0 pm and 0.100 pm.
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17.
18.
19.
20.
21.

22.

23.
24,
25.
26.
27.
28.
29.
30.
31.
32.
33.
34.
35.
36.
37.
38.
39.

40.

41.

o
~

The value for ogsame Should be between 0 pm and 0.200 pm.

The value for zgsame Should be between (cert—0.150 um)/cal, and (cert+0.150 pum)/cal.,.

The value for zgis should be between 0 um and 0.100 um.

=~

The value for z;;, should be between 0 % and 5 %.

(@)

The value for zyes should be greater than 0 um and less than or equal to 0.005 um.

=

The value for o repeat(sampy should be greater than or equal to 0 um and less than or equal
to 5 um.

=~

The value for orepeat(samp) Should be greater than 0 % and less than or equal to 20 %.

o
~

The value for d,.correciion ShOuld be between —0.3 and 0.3.

o
~

The value for Riaye should be between 0 pm and 0.500 um and greater than Raye.

o

The value for Raye should be between 0 pum and 0.050 pm.

o

The value for Lot Should be between —20.0 um and 20.0 pm, inclusive.

(@)

Alignment has not been ensured.

~

Data has not been leveled.

=~

The fixed-fixed beam is exhibiting stiction.

o
=

X2uppert Should be greater than XLyppert.

o
~

Yo Should be greater than ye.

nl; and n2; should be between 1 and 4, inclusive.

o
=

o should be between —2° and 2°.

=~

In Traces b, c, and d, the value for s is not the same.

~

X1ave should be < xq¢ in all traces.

(@)

X3s should be < x2... in all traces.

o

In all traces, make sure ( XiF < X < X3F ).

o
=

In all traces, make sure ( X1s < Xas < X35 ).

o
~

EREEEEERREEEREEEREREEREEE

For Trace b, | [N —Ver ] | = 2317 um. This should be <5 pum.

If it is not, choose (X2r, z2¢) such that h is closer to Ve = 7081 um

l.e., such that x,r is closer to [(ver—f)/cosa + T ] /caly= 7060 pm.

[e]

:

For Trace b, | [ —Ves ]| = 4608 um. This should be <5 pum.

If it is not, choose (Xzs, Zos) Such that j is closer to Ves =| " um
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l.e., such that xos is closer to [(Ves—f)/cosa + f] /cal=) *"*®um

For Tracec, |[h—Vee] | = 054 um. This should be < 5 pum.

42. ok \If it is not, choose (Xar, zF) such that h is closer to ver =| *"*°um
67.35
pm

:

l.e., such that xF is closer to [(Ver—f)/cosa + f ] /cal,=

For Tracec, | [ —Ves] | = 0091 um. This should be <5 pm.

43| o lif it is not, choose (Xzs, Zos) Such that j is closer to Ves =| *">®pim
175.3
pm

:

l.e., such that X,s is closer to [(Ves—f)/cosa + ] /caly=

For Trace d, | [n —vee ]| =! ***® um. This should be <5 pm.

44.1] ok 1if it is not, choose (Xzr, Zo¢) such that h is closer to ver =| *"*"um
67.08
pm

:

l.e., such that X, is closer to [(ver—f)/cosa + f] /cal,=

For Traced, | [ —Ves] | = 3753 um. This should be <5 pm.

45.|| ok 1f it is not, choose (Xzs, Zss) such that j is closer to Ves =/ *"*®um
171.5
um

!

l.e., such that x,s is closer to [(Ves—f)/cosa + ] /cal,=

Return to Main MEMS Calculator Page.

Email questions or comments to mems-support@nist.gov.

NIST is an agency of the U.S. Commerce Department.
The Semiconductor and Dimensional Metrology Division is within the Physical Measurement Laboratory.
The MEMS Measurement Science and Services Project is within the Microelectronics Device Integration Group.

Date created: 12/4/2000
Last updated: 5/18/2012
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Appendix 3 — Data Analysis Sheet SG.3 as of the Writing of This SP 260

Data Analysis Sheet SG.3

Data analysis sheet for strain gradient measurements for use with the MEMS 5-in-1 RMs
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Figure SG.3.1. Top view of a cantilever test structure used to measure strain gradient.

To obtain the following measurements, consult ASTM standard test method E 2246 entitled
"Standard Test Method for Strain Gradient Measurements of Thin, Reflecting Films
Using an Optical Interferometer.”

Input Sample Data Reset this form

Calculate and Verify Clear Outputs

date (optional):l 05| 18 /] 12
identifying words (optional) =

I March 16th data

i H interf Tt
instrument used (optional) = | Merterometer

fabrication facility/process (optional) = | 15 umCNOS process

RM 8096 Monitor 6106.1

test chip name (optional) =

test chip number (optional) = | ‘simooo1

filename of 3-D data set (optional) = I

185



filename of 2-D data traces (optional) = ‘

comments (optional) = |

Table 1 - Preliminary ESTIMATES

Description

temp =

211 oo

temperature during measurement (should be
held constant)

relative

1
2 |Ihumidity =

51.0
%

relative humidity during measurement (if not
known, enter -1)

3 ||material =

Polyr ©
Poly2 O

stacked Poly1 and Poly?2 O

sio, *
sic2 ©
sic3 ©
other C

material

4 ||design length =

| 200
pm

design length

5 ||design width =

40 um

design width
(needed for test structure identification
purposes only)

first C
second O
third indicates which cantilever on the test chip,
6 l\which cantilever? - where "first" corresponds to the topmost
‘||fourth _ cantilever in the column or array that has the
fifth specified length?
sixth ©
] other C
7 [magnification = 25 x magnification
00
8 ||orientation = 90° orientation of the cantilever on the chip
180°
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17

19

20

270° °
other ¢

cal, =

1.00293

x-calibration factor (for the given
magnification)

rulery =

N
[

3

=
=i

maximum field of view in the x-direction for
the given magnification (as measured on the
screen of the interferometric microscope)

Oxcal —

0.333

=
=i

one sigma uncertainty in a ruler measurement
(for the given magnification)

Xres =

0.394775

=
8

uncalibrated resolution of the interferometric
microscope in the x-direction (for the given
magnification)

cal, =

1.00478

y-calibration factor (for the given
magnification)

cal, =

0.99266

LE IR

z-calibration factor (for the given
magnification)

cert =

4.64

=
8

certified value of physical step height standard
used for calibration

Ocert —

0.006

;

certified one sigma uncertainty of the certified
physical step height standard used for
calibration

OBsame —

0.0593

i

maximum of two uncalibrated values (same1
and osamez) Where ogame 1S the standard
deviation of six measurements taken at the
same location on the physical step height
standard before the data session and osame2 1S
the standard deviation of six measurements
taken at this same location after the data
session

Zgsame =

4.6663

;

uncalibrated average of the six calibration
measurements used to calculate ossame

Zgrift =

0.0011

i

uncalibrated drift in the calibration data [i.e.,
the uncalibrated positive difference between
the average of the six measurements taken
before the data session at the same location on
the physical step height standard and the
average of the six measurements taken after
the data session at this same location]

Zjin =

)

%

maximum relative deviation from linearity
over the instrument's total scan range, as
quoted by the instrument manufacturer
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(typically less than 3 %)

Zyes =

0.001

;

calibrated resolution of the interferometer in
the z-direction

3.02

relative strain gradient repeatability standard
deviation as obtained from cantilever test

Orepeat(sarmp)= % structures fabricated in a process similar to
L that used to fabricate the sample
_ strain gradient correction term for the given
23||Sqcorrection = -1

design length of the cantilever

T

calibrated peak-to-valley roughness of a flat
and leveled surface of the sample material and

24|[Riave = 0.11947 calculated as the average of three or more
measurements, each measurement of which is

] taken from a different 2-D data trace
calibrated surface roughness of a flat and
leveled surface of the sample material and

25||Rave = 001733\ im calculated as the average of three or more
measurements, each measurement of which is

] taken from a different 2-D data trace

26|\aligned? ves®  No© alignment ensured ?

27|/leveled? ves®  No© data leveled ?

] ) ) Is this cantilever exhibiting stiction ?

28||stiction? Yes®  No™ (If it is exhibiting stiction, do not fill out the

remainder of this form.)

* k% k%%

|Tab|e 2 - INPUTS (uncalibrated values from Tracesaande) '

L

||Trace a inputs:

||Trace e inputs:

29|[XLyppert = ‘ 8.29027 um 8.29027 um
30/|n1. = T 2 um
] (for informational purposes only) ||(for informational purposes only)
31y = | 12435 um 1858

"Where X1yppert 1S the uncalibrated x-value that most appropriately locates the upper point of
transitional Edge 1 using Trace "t"
““The values for n1; indicate the data point uncertainty associated with the chosen value for
XLuppert With the subscript "t" referring to the data trace. In other words, if it is easy to identify
one point that accurately locates the upper point of transitional Edge 1, the maximum uncertainty
associated with the identification

of this point is nlix.scaly, where n1=1.
““Where y; is the uncalibrated y-value associated with Trace "t" such that y, > Ve
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|Tab|e 3 - INPUTS (uncalibrated values from Traces b, ¢, and d) ||

Notes

|Trace b inputs:

2 | o R ET olon <20
i, | e BT <)
s, o T o <)
|

|Trace c inputs:

o, < o BRET o <)
% Xp = ‘Wum Zo = Wum (XLave < X2)
; Yo = ‘ 150.014 um 73 = 8.23269 um (xLave < X3)
|

|Trace d inputs:

38|y, =| L7 e (XLave < X1)
39| Y = | 99.0884 um 7, = | 294302 um (XLave < X2)
5 X3 = ‘Wum Z3 = IS'ZZTHm (XLave < X3)

Calculate and Verify

Input Sample Data

Reset this form

Clear Outputs

43

[Table 4 - OUTPUTS | Notes
Xlave = 8.2903 Hm = (Xluppera + Xluppere) / 2
. - -1
B ‘ 000000 1o = tail [Ax caly/ (Ay caly)]
o= ‘W AX =X1yppera — XLuppere
° AY =Ya — Ve
‘ * from Trace ¢
s =1 (for downward bending cantilevers or
S= if data was taken from the bottom of an upward bending cantilever)
s = —1 (for upward bending cantilevers unless
data was taken from the bottom of an upward bending cantilever)
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[Table 5 - OUTPUTS

| Notes

| || Trace b || Tracec || Traced ||

f g= ‘ 49.0955 um 50.2833 um ‘ 51.8670 um || (X1 caly—f) coso + f

f h= ‘ 100.5668 um 100.5668 um ‘ 99.3787 um - (X2t calx— D cosa + f

ﬂ i = ‘ 150.4535 um 150.4535 um ‘ 150.4535 um ||F (xat cal,— ) coso + f

| || Trace b || Tracec || Traced ||

48||Ri = ‘ 12001 107966 ‘ uriee Rint Is the radius of the circle

| H E K describing the shape of the

49|Im = ‘ 10.17 m 10.58 ‘ 5.36 topmost surface of the cantilever

™ p pm pm .

— and (m, n) are the coordinates of
—_— —_— the origin of that circle. These

50||n = | 112035 107873\ im | 17114 values are used to plot the function

] with the data.

51|sq: = 8921323 -1 \ 9262199 - 8532464 -1 |lstrain gradient

] = average strain gradient value

52||sq = 890.5329 -1 from Traces b, ¢, and d

- (USE THIS VALUE)

|Tab|e 6 - Preliminary Uncertainty OUTPUTS

53||uw = | 365131

D| | Trace b [ Trace [ Trace d
54|Uravet = lmmfl Wm* Wm,l
55| [Unoiset = | 262212 [ 268102 [ o7
56| Uscalt = [ 23207 [ 2416 (2220
57||Ucerte = Wmfl qu Wm*
58||Urepeat(shs)t = | 111067 m! | 115128 m! | 106186 m™!
59||Udrifit = Wm—l Wm—l Wm_l
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61||Uzrest = | 04447 i | 04548 i | 04706 -1
62||Uyrest = 11.2180 mfl 11.7428 m’l 11.1434 m,l
63||Ucorrectiont = 0.0000 m™! 0.0000 m! 0.0000 m™!
64|Urepeat(samp)t = 26.9424 m! 27.9718 m-! 25.7680 m!
65 chgt = ‘ 55.2086 mfl ‘ 56.2210 mfl ‘ 55.2804 mf]

Table 7 - Uncertainty OUTPUTS
Averaging the values from Traces b, ¢, and d, where applicable

66|juw = | 365131 m! due to variations across width of beam

67||Urave = ‘ 45692 -1 due to sample's surface roughness

68||Unoise = ‘ 26.9299 -1 due to interferometric noise

69 |Uxcal = ‘ 23197 4! due to calibration in the x-direction

] _ ‘—1 1274 - due to uncertainty of the value of the physical step height
70 uCEI’t - i m 1

] standard

71l — ‘—11.0794 4 due to the repeatability of a measurement taken on the
| [repeattsh) m physical step height standard

72||Ugrift = ‘ 00592 -1 due to the amount of drift during the data session
73||Utinear = ‘ 50387 41 due to the deviation from linearity of the data scan

] _ ‘70 1567 - due to the resolution of the interferometer in the z-

74 ques - . m 1 - .

] direction

75|y, = ‘711.3681 . due to the resolution of the interferometric microscope in
") xres m the x-direction

76||Ucorrection = ‘ 00000 -1 due to the uncertainty of the correction term

) _ ‘726 804l | due to the uncertainty of strain gradient repeatability

z Hrepeat(samp) = ' m measurements

78 Ucsgave = ‘ 55.5700 m! = (chgb + Ucsge + chgd) /3

uCSQ

SZQRT[UW + URave + Unmse + chal + Ucert + Urepeat(shs)
+ Ugrirt. + uIlnear + Uzres + eres + Ucorrectlon + Urepeat(samp) ]

(Each of the standard uncertainty components is obtained using a Type B analysis,
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except for uw and Urepeatsamp), Which use a Type A analysis.)

79|[Ucsg = 555588 -1 combined standard uncertainty

80[[2Ucsg = Ugg = 1111176 -1 expanded uncertainty

166.6764 -1
m

82||sg — Usg = 7794182 -1 a lower bound for sy

REED

83|sg + Usg = 1001.6505 -1 an upper bound for sy

Report the results as follows: If it is assumed that the estimated values of the uncertainty
components are approximately Gaussianly distributed with approximate combined standard
uncertainty ucsg, the strain gradient is believed to lie in the interval sq £ Ucsq (€Xpansion factor
k=1) representing a level of confidence of approximately 68%.

Modify the input data, given the information supplied in any flagged statement below, if
applicable, then recalculate:

o
ey

Please fill out the entire form.

ok |The value for temp should be between 19.4 °C and 21.6 °C, inclusive.

ok  |The value for relative humidity (if known) should be between 0 % and 60 %, inclusive.

o
~

The value for the design length should be between 0 um and 1000 um.

(@)

Is the magnification appropriate given the design length ?

o

Magnifications at or less than 2.5% shall not be used.

Is 0.95 < caly < 1.05 but not equal to "1"? If not, recheck your x-calibration.
Is 0.95 < caly < 1.05 but not equal to "1"? If not, recheck your y-calibration.

o
ey

1
2
3
4
? ok |The value for the design width should be between 0 um and 60 pum.
6
7
8
9.

The value for rulery should be between 0 pm and 1500 pm.

[N
o ¢
o

The value for oycq should be between 0 um and 4 pum.

=

11.| o The value for Xqes should be between 0 um and 2.00 um.

12.|| ok |Is0.95 < cal, < 1.05 but not equal to "1"? If not, recheck your z-calibration.

~

13.|| ok | The value for cert should be greater than 0 um and less than 25 um.

14.|| ok |The value for ocert should be between 0 um and 0.100 pum.

EEEEEEEEIEEEEERE

[
o
o

k  |The value for ggsame Should be between 0 um and 0.200 pum.
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16.

17.
18.
19,
20.
21,
22.
23.
24.
25.
26.
27.
28.
29.
30.
31
32.
33.

(@)
=

The value for zgsame Should be between (cert — 0.150 um) /cal, and (cert + 0.150 um)
cal,.

o
=

The value for zgis should be between 0 pum and 0.100 pm.

o
=

The value for z;;, should be between 0 % and 5 %.

(@)

The value for zyes should be greater than 0 um and less than or equal to 0.005 um.

(@)

The value for orepeatsamp) Should be greater than 0 % and less than or equal to 25 %.

=~

The values for s should be greater than 0.0 m™, so increase Sycorrection-

=~

The value for Riaye should be between 0 pm and 0.500 um and greater than Ryye.

o
~

The value for Ryye should be between 0 pum and 0.050 pm.

o
~

Alignment has not been ensured.

Data has not been leveled.

o
=

The cantilever is exhibiting stiction.

~

Ya Should be greater than ye.

~

nl; should be between 1 and 4, inclusive.

o

o should be between —2° and 2°.

o

In Trace b, the values of X1, X2, and X3 should be > x1,ve.

o
~

In Trace c, the values of x1, X», and x3 should be > x1 .

o
~

In Trace d, the values of x1, X, and x3 should be > x1.e.

BEEEREREEEEEEEEREIE

o
=

In Traces b, ¢, and d, the value for s is not the same.

Return to Main MEMS Calculator Page.

Email questions or comments to mems-support@nist.gov.

NIST is an agency of the U.S. Commerce Department.
The Semiconductor and Dimensional Metrology Division is within the Physical Measurement Laboratory.

The MEMS Measurement Science and Services Project is within the Microelectronics Device Integration Group.

Date created: 12/4/2000
Last updated: 5/18/2012
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Appendix 4 — Data Analysis Sheet SH.1.a as of the Writing of This SP 260

Data Analysis Sheet SH.1.a

Data analysis sheet for step height measurements from one step height test structure
for use with the MEMS 5-in-1 RMs

stepls5=" referance

platform

Platiorm A
Plztform B

a)
stepl 45=7? <
platlB "
plaiid
-
b) aa fox pl m? gl

Figure SH.1.a.1. For a CMOS step height test structure: a) a design rendition and b) a cross-
section.

To obtain the following measurements, consult SEMI standard test method MS2 entitled
"Test Method for Step Height Measurements of Thin Films."

Input Sample Data Reset this form

Calculate and Verify Clear Outputs
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date (optional):‘ 05 /| 18 /| 22
| March 16th data

identifying words (optional)

i i interf t
instrument used (Optlonal) — | interferometer

fabrication facility (optional) = | 1.5 umEMOS process

‘ RM 8096 Monitor 6106.1

test chip name (optional) =

test chip number (optional) = | ®"%"

filename of 3-D data set (optional) = ‘

comments (optional) =

[Table 1 - Preliminary INPUTS

| Data Set Prelims || Description
1 [ltemp = 21 o temperature during measurement (should be held
) constant)
relative 510 relative humidity during measurement (if not known,
2 e : %
| |[humidity = enter -1)
MUMPs ©
{: -
3 ||proc = CMOS which process?
other
first ©
second
H r- - - - -
third For CMOS RM chips, which of the six step height
4 |which = fourth ©  |[measurements?
) - For MUMPs chips, which quad?
fifth
sixth C
H other ©
Irst For CMOS chips, which iteration of the test structure
5 |\which2= second © [where "first" corresponds to the topmost test structure
third ~ [lin the column?
ir
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L~

= =
= (=)

12

14

NA
oo
90°
orient = 180° & orientation of the test structure on the test chip
270° ¢
other *
mag = 250 o magnification
align = es . alignment ensured?
No
@
level = es ~ data leveled?
No
certified value of physical step height standard used
= 4.640 -u v
cert pm for calibration
oo = ["o.006 certified one sigma uncertainty of the certified
pm physical step height standard used for calibration
maximum of two uncalibrated values (obefore aNd Gafter)
where auefore 1S the standard deviation of six
Coae = o079 measurements taken across the physical step height
Hm standard before the data session and oaer is the
standard deviation of six measurements taken across
the physical step height standard after the data session
. 26969 uncalibrated average of the six calibration
bave pm measurements used to calculate csave
maximum of two uncalibrated values (osame1 and
Osame2) Where osames IS the standard deviation of six
measurements taken on the physical step height
O6same= 0.0593 um standard at the same location before the data session
and osame2 1S the standard deviation of six
measurements taken at this same location after the data
session
- |74.6663 uncalibrated average of the six calibration
bame pm measurements used to calculate gsame
uncalibrated drift in the calibration data (i.e., the
Zarift = 0.0011 um uncalibrated positive difference between the average

of the six measurements taken before the data session
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at the same location on the physical step height
standard and the average of the six measurements
taken after the data session at this same location)

17||cal, = 0.9926¢ the z-calibration factor (for the given magnification)
] if applicable, the maximum relative deviation from
18|z = |71.0 % linearity over the instrument's total scan range, as

quoted by the instrument manufacturer (typically less
than 3 %)

19 Orepeat(samp)—

%

step height relative repeatability standard deviation
obtained from step height test structures fabricated in a
process similar to that used to fabricate the sample

20 SroughNX =

0.0071
pm

uncalibrated surface roughness of platNX measured as
the smallest of all the values obtained for

Splatnxt. (However, if the surfaces of platNX, platNY,
and platNr all have identical compositions, then it is
measured as the smallest of all the values obtained for
SplatNxt, Splatnvts @Nd Spiainrpt IN Which case
SroughNXeroughNY-)

21{[Sroughny =

0.0071
pm

uncalibrated surface roughness of platNY measured as
the smallest of all the values obtained for

Splatnyt. (However, if the surfaces of platNX, platNY,
and platNr all have identical compositions, then it is
measured as the smallest of all the values obtained for
SplatNxt: Splathvts @Nd Spianrpt IN Which case

SroughNX:SroughNY-)

Input Sample Data

Calculate and Verify

Nomenclature:

Reset this form

Clear Outputs

N refers to the test structure number (1, 2, 3, etc.),
Xand Y refer to the platform letter (A, B, C, etc.),

r indicates a reference platform,

D directionally indicates which reference platform, and
t indicates which data trace (a, b, or c).
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|Tab|e 2 - Platform INPUTS and CALCULATIONS

|Uncalibrated PLATFORM INPUTS (in pm)||Calibrated CALCULATIONS (in pm)|

1{|platNXa = lm 7 ||platNYa = ‘ 0.8959 || 13 stepNxya = ‘ 0.475
E platNXb = m ? platNYb = ‘ 1.0603 || 14 stepNxyp = ‘ 0.504
E platNXc = |T355 E platNYc = ‘ 0.8899 || 15 stepNxyc = ‘ 0.451
E SplatNxa = |m E SplatNYa = ‘0.0103

E SplatNXb = lm E SplatNYb = ‘ 0.0133 || 16 SplatNXave = ‘ 0.0199
g SplatNXc = lm E SplatNYe = ‘0-0187 17 SplatNYave = ‘0.0140

NOTE 1: stepNxy: = cal, (platNYt—platNXt)

NOTE 2: SplatNXave = Calz AVE(SpIatNXm SpIatNXb, SplatNXc)
NOTE 3: SpIatNYave = Ca-Iz AVE(SpIatNYa, SpIatNYb, SplatNYc)

[Table 3 - Calibrated OUTPUTS (in pm)

I:HStepNXY”ULStep ”UWstep ||Ucert ||Ucal ||Urepeat(shs)||udrift ||Ulinear ||Urepeat(samp)||UcSH |
E“ 0.507 ‘ 0.0222 ‘ 0.0767 | 0.0007 | 0.0073 ‘ 0.0064< | 0.0000% | 0.0029 ‘ 0.0200 ‘ 0.0829

NOTE 4:
NOTE 5:
NOTE 6:
NOTE 7:
NOTE 8:
NOTE 9:

Ucert = |ocert StepNxy / cert]|
Ucal = |0'6ave stepNxy / Z6ave|
Urepeat(shs) = |06same StEPNxy / Zgsamel

stepNxy = AVE(stepNxya, StepNxyb, StepNxyc)

ULstep = SQRT{[SpIatNXaveZ_ (Calz SroughNX)Z] + [SplatNYavez_ (Calz SroughNY)Z]}
Uwstep = Tstephxy = S T DEV/(StepNxya, StepNxyp, StepNxvc)

NOTE 10: ugritt = |(zarirc cal,) stepNxy / [2(1.732) cert]|

NOTE 11: Ujinear = |Ziin StepNxy / (1.732)|
NoOTE 12: Urepeat(samp) = O'repeatgsamp) |Ste2pNXY|

. - 2 2 2 2 2 2
NOTE 13: UcsH = SQRT(ULstep +UWstep FUcert +Ucal +Urepeat(shs) FUgritt FUlinear +Urepeat(samp) )
(Each of the standard uncertainty components is obtained using a Type B analysis,

eXCept fOf UWstep, uCah Urepeat(shs), and Urepeat(samp) WhICh use a Type A ana'ySiS)

Usy = 2UcsH = 01659 um  (expanded uncertainty)

3UcSH - 0.2488

stepNxy —Usy = 03410 um (a lower bound for stepNxy)

0.6727

stepNxy + Usy = pm
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Report the results as follows: If it is assumed that the estimated values of the uncertainty
components are approximately Gaussianly distributed with approximate combined standard
uncertainty ucsy, the step height is believed to lie in the interval stepNxy + ucsy (expansion factor
k=1) representing a level of confidence of approximately 68%.

Modify the input data, given the information supplied in any flagged statement below, if applicable,
then recalculate:

1.
2.

11.
12.
13.
14.

15.

16.
17.
18.
19.
20.
21.

o
~

(@]
~

(@)
=

ok

(o] ] ]
~ =~

~

o
=~

(@] o
~ ~

o
=~ ~

] ]

B IR I R A A 1 O R I I I R AR

o
=

(=] o
~ ~

o
~

Please completely fill out the Preliminary Inputs Table.

The value for temp should be between 19.4 °C and 21.6 °C, inclusive.

The value for relative humidity (if known) should be between 0 % and 60 %,
inclusive.

Is the magnification appropriately greater than 2.5x?

Alignment has not been ensured.

Data has not been leveled.

The value for cert should be between 0.000 um and 15.000 um.

The value for ¢t should be between 0.000 um and 0.100 um.

The values for ggave and ogsame should be between 0.000 um and 0.200 um.

The values for zgave and zZssame Should be between (cert — 0.150 um)/cal, and (cert +
0.150 um)/cal.,.

The value for zyi should be between 0.000 um and 0.100 um, inclusive.
The value for cal, should be between 0.900 and 1.100, but not equal to 1.000.
The value for zj;, should be between 0.0 % and 5.0 %, inclusive.

The value for orepeat(samp) Should be between 0.0 % and 10.0 %, inclusive.

The values for Sroughnx and Sroughny should be greater than 0.0 pm and less than or equal
to the smallest measured value for Spjainx: and Spiamyt, respectively.

All the platform inputs have not been provided.

More platform inputs are required for standard deviation calculations.

The values for platNXt and platNYt should be between —2.500 pm and 2.500 pm.
The values for Spjanxt and Spiamyt should be between 0.00 pm and 0.100 um, inclusive.
The value for stepNxy should be between —2.500 um and 2.500 pum.

The values for Upsiep and Uwstep should be less than 0.200 pm.
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Return to Main MEMS Calculator Page.

Email questions or comments to mems-support@nist.gov.

NIST is an agency of the U.S. Commerce Department.
The Semiconductor and Dimensional Metrology Division is within the Physical Measurement Laboratory.
The MEMS Measurement Science and Services Project is within the Microelectronics Device Integration Group.

Date created: 3/4/2006
Last updated: 5/18/2012
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Appendix 5 — Data Analysis Sheet L.0 as of the Writing of This SP 260

Data Analysis Sheet L.0

Data analysis sheet for in-plane length measurements for use with the
MEMS 5-in-1 RMs

¥
_____________ I poly0
_____________ &

. polvl X

_____________ e B rolvl anchor to polv0

""" X

Edge 1 Edge?

Figure L.0.1. Top view of a fixed-fixed beam test structure depicting an example
measurement to be made between Edges 1 and 2.

To obtain the following measurements, consult ASTM standard test method E 2244 entitled,
"Standard Test Method for In-Plane Length Measurements of Thin, Reflecting Films
Using an Optical Interferometer.”

Input Sample Data Reset this form
Calculate and Verify Clear Outputs
date (optional) = | o/ ‘ 18 /| 12

identifying words (optional) = | Merch 16, 2011 dara

| interferometer

instrument used (optional) =

fabrication facility/process (optional) = | 15umomos process

| RM 8096 Monitor 6106.1

test chip name (optional) =

test chip number (optional) = |S’”0001

filename of 3-D data set (optional) = |

filename of 2-D data trace (optional) =

comments (optional) =
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Description

[Table 1 - Preliminary ESTIMATES

‘ 21.1

temperature during measurement (should be

temp = °C held constant)
relative ‘ 51 relative humidity during measurement (if not
humidity = % known, enter -1)
Polyl ©
Poly2 ©
stacked Polyl and Poly2 O
o Metall © i
material = . material
Metal2
sic-2 ©
sic-3 ©
other *
type of measurement:
~ Loo= outside edge-to-outside edge length
Loo measurement,
L S Lii = inside edge-to-inside edge length
type = " ~ measurement
Lio Lio,= inside edge-to-outside edge length
L C measurement
o Loi = outside edge-to-inside edge length
measurement
design length =|f| 200 wm design length
first - N .
o indicates which iteration of the test structure
. second where "first" corresponds to the topmost or
which? - i
third  ° leftmost test structure in the colum_n or array of
- the same material that has the specified length?
other
magnification =||| 25 % magnification
o ¢
orientation = [lgge  © orientation on the chip
other *
caly = 1.00293 x-calibration factor (for the given magnification)
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10|[ruler, =

‘ 253
um

maximum field of view in the x-direction for the
given magnification (as measured on the screen
of the interferometric microscope)

11{|oycal =

‘ 0.333
um

one sigma uncertainty in a ruler measurement
(for the given magnification)

‘ 0.394775
um

uncalibrated resolution of the interferometric
microscope in the x-direction (for the given
magnification)

caly, =

‘ 1.004775

y-calibration factor (for the given magnification)

cal, =

‘ 0.99266

z-calibration factor (for the given magnification)

15|(Lofrset =

‘ 2.632
um

in-plane length correction term for the given
magnification of the given interferometric
microscope and associated with a given type of
in-plane length measurement taken on similar
structures when using similar calculations

(If the transitional edges face the same direction,
Loftser=0 pm.)

16 Orepeat(samp)’ —

1.1565
um

in-plane length repeatability standard deviation
(for the given magnification) as obtained from
test structures fabricated in a process similar to
that used to fabricate the sample and for the
same or a similar type of measurement

17||laligned?

Yes @ No

alignment ensured ?

18||leveled?

ves®  No

data leveled ?

[Table 2 - INPUTS (uncalibrated values) | Notes” ™™™ |
|Trace a' inputs: |
19 Xluppera' = | 13.4223 nla' = ‘ 1 1 S nla' S 4
] 1<n2;<4
20lIx2 = 211.204 n2.. = 1 <nZ2y; <
L uppera pm 2 ‘ (quppera' > Xluppera')

an outermost data trace
21||ya = 102.64 (used in misalignment angle,
L a, calculations)
|Trace a inputs: |
§| XLuppera = | 13.4223 nl,= 1 1<nl,<4
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1<n2,<4
(quppera > Xluppera)

I
i

]

% X2uppera = 211.204 N2,

[Trace e inputs:

§| XLuppere = 13.0276 um nle = ‘ 2 1<nl.<4
1<n2.<4
- 211.204 — 1 <nZe <

§| X2uppere um n2e ‘ (quppere > Xluppere)

[Trace e’ inputs:

26 Xluppere' = 13.4223 nle‘ = ‘ 1 1 S nle‘ S 4

=
=i

27|(X2uppere = 211.204 n2e= | 1 1<n2:<4
(X2uppere > XLyppere?)

an outermost data trace
28llv.. = 2856 (used in misalignment angle,
Ve pm a, calculations)

Ya > Ve

T

"Where Xuppert 1S the uncalibrated x-value that most appropriately locates the upper corner of the
transitional edge (Edge 1 or Edge 2) using Trace "t"

“The values for n1; and n2; indicate the data point uncertainties associated with the chosen value
for Xuppert With the subscript "t" referring to the data trace. In other words, if it is easy to identify
one point that accurately locates the upper corner of transitional Edge 1, the maximum
uncertainty associated with the identification of this point is n1ix.scaly, where n1;=1.

““Where y. and ye are the uncalibrated y-values associated with Traces a' and €', respectively.
““Four 2-D data traces are typically used to obtain an in-plane length measurement such that
each trace can be used for both Edge 1 and Edge 2. However, if the measurement is such that
eight 2-D data traces are required (four for Edge 1 and four for Edge 2), call the data traces
associated with Edge 1 a', a, e, and e' and the data traces associated with Edge 2 aa’, aa, ee, and
ee'. Therefore, throughout this data sheet, replace X2yppera With X2ypperaa's X2uppera With X2ypperaa,
X2uppere With X2ypperee, X2uppere' With X2yppereer, N22 With N2aa, N23 With N2a,, N2 With N2, and n2¢
With N2 And, if nly + nle > N2 + N2, also enter y,y and yee in the above table instead of .
and ye, respectively.

" If the transitional edges face the same direction and have similar slopes and magnitudes, the
values locating the lower corner of each transitional edge are entered instead of the upper values,
if the uncertainties associated with the lower corner are typically less than the uncertainties
associated with the upper corner. If this is the case, throughout this data sheet, replace all
occurrences of "upper” with "lower."

Input Sample Data Reset this form

Calculate and Verify Clear Outputs
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| Equation

|Tab|e 3 - OUTPUTS (calibrated values)

29||Limeasa = 198.36 um Limeasa' = (quppera' - X1uppera‘ ) caly
30||Lmeasa = 198.36 um Lmeasa = (quppera - Xluppera ) caly
31||Lmease = 198.76 um Lmease = (quppere - Xluppere ) caly
32 Lmease' = | 198.36 um Lmease' = (quppere' - Xluppere' ) CaIx
33||Lmeas = 19846 um meas = (Lmeasa' + Lmeasa + Lmease + Lmease’)/4
a = tan '[Ax caly / (Ay caly )]
where Ay = Y — Yo and
34l = 00000 odians |[if (nly +nle) < (N24 +n2¢) then
B 0.0000 o AX = AXl = Xluppera' - Xluppere‘
if (nly+nle) > (N24+n2¢) then
AX = AXZ = X2uppera‘ - X2uppere‘
35||Lalign = 198.46 pm Latign = Lmeas COS a
] in plane length
36l = 201.09
| pm L = Laiign + Loffset
|Uncertainty calculations:
UL = ( Lmaxe — Lmin ) / 6
Lmint= Lmeasmin COS(at)+Loffset
I—meas,min = (Lmeasmina""l—measmina
+|—measmine+|—measmine‘) /14
37|lu. = 0.297 um Limeasmint = Lmeast— (N1t+N2¢) Xres Caly

Lmaxt= Lmeasmax COS(et)+Loffset
Lmeasmax = (Lmeasmaxa+Lmeasmaxa

+L measmaxet Lmeasmaxe?) / 4
Lmeasmaxt = Lmeastt (N1t+N24) Xres Caly

38||Urepeat() = 0.198

Urepeat(L) = Orepeat(L) COS(c1)
:STDEV(Lmeasa'v Lmeasa; Lmease,
Lmease?) COS(a)

39 Uscar = ozt | m

Uxcal = (0xcal / rulery) Lmeas COS(ax)

T

40 Ualign = 0.000 um

Ualign = |(|—maxalign - Lminalign)/(ZSQRT(S))l )
with
I—minali,qn: I—meas Cos(Ofmin) + Loffset,
Lmaxation= Lmeas COS(0tmax) + Loffset,
amin = tan "[Ax caly / (Ay caly )

— 2Xes Caly/ (Ay caly )],
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LIS A]

44
45

46
47

amax = tan T[Ax caly / (Ay caly )
+ 2Xes Caly/ (Ay caly )]

Uoffset =

0.877 Uoffset = |Loffset | /3

Urepeat(samp) =

T

=
8

1157 Urepeat(samp) = Orepeat(samp)’

combined standard uncertainty
— 2 2 2
Uce = SQRT [u.” + Urepeat(t) + chzzal
+ ualign + Uoffset + Urepeat(samp) ]

UeL = 1.517 pm where each of the standard uncertainty
components is obtained using a Type B analysis,
except fOf Urepeat(l_) and Urepeat(samp), WhICh use a
statistical Type A analysis

2uq. = UL 3.035 um expanded uncertainty

3UcL = 4.552 um three times the combined standard uncertainty

L-U.= 198057\ im a lower bound for L

L+U.= 204.127 an upper bound for L

=
=i

Report the results as follows: If it is assumed that the estimated values of the uncertainty
components are approximately Gaussianly distributed with approximate combined standard
uncertainty uc, the in-plane length is believed to lie in the interval L + uc_ (expansion factor k=1)
representing a level of confidence of approximately 68%.

Modify the input data, given the information supplied in any flagged statement below, if
applicable, then recalculate:

1.

Please fill out the entire form.

The value for temp should be between 19.4 °C and 21.6 °C, inclusive.

The value for relative humidity (if known) should be between 0 % and 60 %, inclusive.

The design length should be between 0 um and 1050 um.

The measured value for L is more than 3uc. from the design length.

Is the magnification appropriate given the design length ?

N wDd

Magnifications at or less than 2.5% shall not be used.

Is 0.95 < caly < 1.05 but not equal to "1" ? If not, recheck your x-calibration.
Is 0.95 < caly < 1.05 but not equal to "1" ? If not, recheck your y-calibration.

fEIEEEEEEE

The value for ruler, should be between 0 um and 1500 pum.
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o
e

10. The value for oycq should be between 0 um and 4 pum.

11.

o
=~

The value for Xqes should be between 0 pm and 2.00 pum.

o
~

12. Is 0.95 < cal, < 1.05 but not equal to "1" ? If not, recheck your z-calibration.

o
=

13. The value for Lt Should be between —9.0 um and 9.0 um, inclusive.

o
e

14. The value for orepeat(sampy should be between 0 um and 5 pm, inclusive.

o
=~

15. Alignment has not been ensured.

16. Data has not been leveled.

o
=

17. X2uppert Should be greater than XLyppert.

o
e

18. The measured values for x1,ppert should be within 5 um of their average.

o
=~

19. The measured values for x2ppert should be within 5 um of their average.

o
~

20. Yo Should be greater than ye.

o
=

21. nl; and n2; should be between 1 and 4, inclusive.

o
e

22. o should be between —2° and 2°.

EREEEEERERERE

Return to Main MEMS Calculator Page.

Email questions or comments to mems-support@nist.gov.

NIST is an agency of the U.S. Commerce Department.
The Semiconductor and Dimensional Metrology Division is within the Physical Measurement Laboratory.
The MEMS Measurement Science and Services Project is within the Microelectronics Device Integration Group.

Date created: 12/4/2000
Last updated: 5/18/2012
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Appendix 6 — Data Analysis Sheet T.1 as of the Writing of This SP 260

Data Analysis Sheet T.1

Data analysis sheet for composite oxide thickness measurements in a
commercial CMOS process for use with the MEMS 5-in-1 (RM 8096).

Y. STEP HEIGHT smus
gi1d 14 51 1E

I-PI-PI
2-0x-ml
3- M-

Y- M2- =

I

S-NCAR
B-m2-Hl

Figure T.1.1. Top view of step height test structures on a MEMS 5-in-1 RM.

To obtain the measurements in this data sheet, consult the following:

[1] J. C. Marshall and P. T. Vernier, "Electro-physical Technique for Post-fabrication
Measurements of CMOS Process Layer Thicknesses,” NIST Journal of Research,
Vol. 112, No. 5, 2007, p. 223-256.

[2] SEMI MS2, "Test Method for Step Height Measurements of Thin Films."”

Input Sample Data Reset this form
Calculate and Verify Clear Outputs
date (optional):| 05/| 18 /| 12

identifying words (optional) _ | March 10th, March 16th, and March 22nd data

instrument(s) used (optional) — | interferometer + stylus profilometer

i i il : 1.5 umCMOS
fabrication facility/process (optional) = | 15um process
. . RM 8096 Monitor 6106.1
test chip name (optional) = | nor
| s/n0001

test chip number (optional) =
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root filename of 3-D data sets (optional) = |

comments (optional) =

TABLE 1 — CALIBRATED STEP HEIGHT MEASUREMENTS”

; Step 4 Step*** | step hEight**** || UcSH**** || Ures ||chtep ***** |
| | em | em | em) | @m) |
1 1 H=steplag 0.507 | 0.082 ‘ 0 | 0.082
)| 2 D=step2,a | 0.715 | 0.085 ‘ 0 | 0.085
3] 3 F=stepler 0.423 Jooe7 |0 | 0.067
4] 4 J=steplen 0.40! 0.039 ‘ 0 | 0.039
E 5 E=step3aa(n)” 0.443 0.022 ‘ 0 | 0.022
B 6 C=step3pc(0) 0.32 0.018 o | 0018
L] | | I | | |
" Supply inputs to the columns labeled "step height," "Ucsk," and "Ures."
“The step number as labeled in Fig. T.1.1.
" The corresponding step for the test structures used with Data Sheet T.2.
" These inputs can be obtained from Data Sheet SH.1.a.
Where Ucstep = (UcSH2+ Uresz)
(where ures is @ Type B component that is typically set equal to 0)
TABLE 2 — OXIDE THICKNESS VALUES FROM CAPACITANCES "
[with ¢,=! ' aF/um]
C / t
#"!l Thickness Designation | : , I oca , lovesca e I teca |
|@F/pm?)|aF/pm?)| |L@m) || @) |
1 ||G=troxpi/sub)elec | 36 | 012 | | 09583/ 0,004
2 |[I=thinp1/aanyetec | 1106 || | 407 | | 0.0311ff 0.0001
6 ||K=[tox m1(pmdssub) +Ltomdmasiox)letec | 23 ‘ 0.09 ‘ | 15000 ‘ 0.0073
7 |IL=tomagmsaanyetec | 52 | 0.40 | | 0.6635|[| 0.0055
10 M=[ttox,m2(pmdssub) +tpmd(imdsiox) | = ‘ — ‘ - | . ‘ —
| +imd(m/ome)]eted]
11 A:[tpmd(imd/aan) +timd(m2/pmd)]elec | 27 ‘ 0.15 ‘ 0 | 1.278 ‘ 0.008

209




" Supply inputs for "Ca," "oca," "0, and "orescallres."

Where t = £si02 / Ca with &siop = 34.5 aF/um

and Ueica = t [(0,/ &si02)” + (0cal Ca)’ + (0rescal Tres) T
where each standard uncertainty component is obtained using a Type B analysis

" The numbering in this table corresponds to the numbering for the corresponding thicknesses

in Table 2 of Data Sheet T.2.

TABLE 3 — THICKNESS VALUES FOR THE INTERCONNECTS "

!
i
g

| Rs || ORs || P || Op ||O'resRs/rres|| t || UctRs|
Symbol

[@0) || @/0) [(@-pm)@-pm) Lm) || qum) |
B=tm2elec|| 00300 [|| 0.0014 || 0032 [l 0001 || 0 | 1067 || 0.080

:*Supply inputs to the columns labeled "Rs," "ors," "p," "
Wheret=p/Rs

and Ugrs = t [(Up/p)2 + (ors/ Rs)2 + (Oresrs / rres)z]

1/2

Up’" aﬂd "UresRS/ rres."

where each standard uncertainty component is obtained using a Type B analysis
With oresrs/I'res typically set equal to 0.

TABLE 4 — OXIDE THICKNESS CALCULATION

; Symbol | ! ” Ue |
L L em | @m |
|1]0=GH+HI/ (1-G)[| | oasss =
2 |[X=B+C-D+E | 04707 | 01081
By =Y | 21563 | 00251
4 |VmArkL | 21143 | 00121
B Y5=A-J+0 21171 [ 0008
6 |[v.=A+F+O0 | 21350 | 01003
7 [zi=x+Y, | 2.6269 | 01110
= | 25850 | 01088
= | 25877 [ 0438,
1:0 Z4=X+Y, | 26057 | 01537
E tsio2 = | 25850 Ucsioz = | o088
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Usioz = 2Uesioz =) 27" um  (expanded uncertainty)

3Ucsio2
tsio2 — Usioz = ‘

tsio2 + Usioz =

_| 03264
um

2357 im (a lower bound for tsioz)

28928 \im (an upper bound for tsioy)

Report the results as follows: If it is assumed that the estimated values of the uncertainty
components are approximately Gaussianly distributed with approximate combined standard
uncertainty Ucsio2, the oxide beam thickness is believed to lie in the interval tsio2

+ Ucsioz (expansion factor k=1) representing a level of confidence of approximately 68 %.

Modify the input data, given the information supplied in any flagged statement below, if applicable,
then recalculate:

1 IT Please fill out the entire form.

5 IT :l'rr;le values for the step heights in Table 1 should be between —2.500 um and 2.500

3. IT The ucsy input values in Table 1 should be between 0.0000 pm and 0.2000 pum.

4, IT The values for ure in Table 1 should be between 0.0000 pm and 0.0500 pum, inclusive.
5. |0T The value of o, for Table 2 should be between 0.0 aF/um and 0.3 aF/um, inclusive.

6. IT The values for C, in Table 2 should be between 1.0 aF/um? and 1300.0 aF/um?®.

7. | ok The values for ocain Table 2 should be between 0.00 aF/um? and 10.00 aF/um?,

8. IT The values of arescall'res in Table 2 should be between 0 and 0.05, inclusive.

9. |0T The value of Rgin Table 3 should be between 0.0100 Q/o and 0.0700 €/ o.

10. ‘ ok The value of ggrsin Table 3 should be between 0.0001 Q/o and 0.0050 Q/o.

11. loT The value of p in Table 3 should be between 0.020 Q-um and 0.040 Q-pm.

12. |T The value of g, in Table 3 should be between 0.000 Q-um and 0.005 Q-pm, inclusive.
13. \ ok The value of oresrs/Ires IN Table 3 should be between 0 and 0.05, inclusive.

14. IT All of the thicknesses in Table 4 should be between 0.00 um and 4.00 pm.

15. IT All of the values for u. in Table 4 should be between 0.00 um and 0.30 pm.

Return to Main MEMS Calculator Page.

Email questions or comments to mems-support@nist.gov.
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NIST is an agency of the U.S. Commerce Department.
The Semiconductor and Dimensional Metrology Division is within the Physical Measurement Laboratory.
The MEMS Measurement Science and Services Project is within the Microelectronics Device Integration Group.

Date created: 1/12/2009
Last updated: 5/18/2012
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Appendix 7 — Data Analysis Sheet T.3.a as of the Writing of This SP 260

Data Analysis Sheet T.3.a

Data analysis sheet for thickness measurements in a surface-micromachining MEMS
process using an optomechanical technique for use with the MEMS 5-in-1 (RM 8097).

polv(

B polyl

a [l polvl
b .

anchor to

polv(
Edge 3 Edge 1 Edge 2
2) ge ge ge L .Y

nitride

51 substrate

b)

Figure T.3.a.1. For a cantilever test structure a) a design rendition and b) a cross-sectional side
view of a pegged beam.

To obtain the measurements in this data sheet, consult the following:

[1] NIST SP 260-177, "Standard Reference Materials: User's Guide for RM 8096 and 8097:
The MEMS 5-in-1, 2013 Edition"

[2] SEMI MS2, "Test Method for Step Height Measurements of Thin Films."

NOTE: A stylus profilometer is typically used to measure A.
An optical interferometer is typically used to measure B or C.
The platforms are assumed to be reflective with no secondary fringe effect.
If secondary fringes may be an issue, a higher magnification objective (e.g., a 50x
objective) is used with an appropriate field of view converter, if applicable.
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Input Sample Data Reset this form

Calculate and Verify Clear Outputs

date (optional):‘ 05 /| 18 /| 22

identifyi : PolyMUMPs wi ith backside etch
identifying words (optional) :| y with backside etc

instrument(s) used (Optional) - ‘ interferometer

fabrication facility/process (optional) = | Mavpsos

test chip name (optional) = | RM 8097 Monitor

test chip number (optional) = | sino108

filename of data set for the measurement of A (optional) = ‘

filename of data set for the measurement of B (optional) = ‘

filename of data set for the measurement of C (optional) =

comments (optional)

_ | For C, traces w ere taken perpendicular to those in Fg. T.3.a.1.a

[Table 1 - Preliminary INPUTS

| To Measure:
Description
A 5 c b
L (optional)
] o temperature during measurement
= 20.6 0 20.6
i tempy (°C) | | | (should be held constant)
5 relat_iv_e | 250 ‘ 5 | 250 r_elative humidity during measurement
| |humidityy (%)= (if not known, enter -1)
polyl
3 ||mat= poly2 composition of the thin film layer
L] other
cantilever
test . . e bei d
.
L other
desian design length
5 g B 800.0 (needed for test structure identification
length (um)=
| purposes only)
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L ||

13

first

which test structure on the test chip

. second where "first" corresponds to the
which? - ;
third { topmost test structure in the column or
~ array that has the specified length?
other '
oo “
90° o
orient= e orientation of the test structure on the
270°
other _
magy (X)= 1250 I|o 250 |magnification
o ves * fyes®  [ves® .
aligny= . . . alignment ensured?
No No No
@ @ @
levely= Yes ~ Yes ~ Yes ~ data leveled?
No No No
certified value of physical step height
= 1.0233 0 1.0233 g .

certy (um) | ‘ | standard used for calibration
certified one sigma uncertainty of the

cortn (MM)= | 00026t || | 0 | 00026t ||certified physical step height standard
used for calibration
maximum of two uncalibrated values
(O'before and O-after) Where O'before iS the
standard deviation of six
measurements taken across the

_ physical step height standard before
= 0.0532 0 0.0532 B .

Teaven (HM) | the data session and cager is the
standard deviation of six
measurements taken across the
physical step height standard after the
data session
uncalibrated average of the six

Zeaven (tm)= | 09834 || o | 09834 |calibration measurements used to
calculate ogave
maximum of two uncalibrated values
(Usame]_ and O-samez) Where Usame]_ iS the

= 0.0917 0 0.0917 R .

Tesamen (HLm) | | | standard deviation of six

measurements taken on the physical
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17

step height standard at the same
location before the data session and
osame2 1S the standard deviation of six
measurements taken at this same
location after the data session

ZgsameN (Hm):

| 1.0354

0 1.0354

uncalibrated average of the six
calibration measurements used to
calculate osame

Zdriftn (LM)=

| 0.0008

0 0.0008

uncalibrated drift in the calibration
data (i.e., the uncalibrated positive
difference between the average of the
six measurements taken before the data
session at the same location on the
physical step height standard and the
average of the six measurements taken
after the data session at this same
location)

cal,n=

| 1.0088¢

‘ 0 | 1.0088¢

the z-calibration factor (for the given
magnification)

Ziinn (%)=

| 10

‘o |1.0

if applicable, the maximum relative
deviation from linearity over the
instrument's total scan range, as quoted
by the instrument manufacturer
(typically less than 3 %)

0 repeat(samp)N(%):

| 7.35

‘ 0 7.35

step height relative repeatability
standard deviation obtained from step
height test structures fabricated in a
process similar to that used to fabricate
the sample

H (pm)=

‘ 0.000

anchor etch depth (if known);
otherwise input 0.0 pm

AH (pm)=

‘ 0.000

range of the anchor etch depth (if
known); otherwise input 0.0 um

Jest (Um)=

‘ 0.000

estimated value for the dimension J (if
known); otherwise input 0.0 um

UcJest (Hm):

‘ 0.000

estimated value for the combined
standard uncertainty of Jeg (if known);
otherwise input 0.0 pm

SroughX (pm)=

‘ 0.002018

uncalibrated surface roughness of
platX measured as the smallest of all
the values obtained for Spjaxi and
Splaxtz. (However, if the surfaces of
platX, platY, and platZ all have
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identical compositions, then it is
measured as the smallest of all the
values obtained for Spjatx1, Splatxt2,

Splathl, Splath21 SplatZtL and SplatZtZ in
which case SroughX = SroughY = Srouth-)

uncalibrated surface roughness of
platY measured as the smallest of all
the values obtained for Spjary1 and
Splatviz. (However, if the surfaces of
platX, platY, and platZ all have
identical compositions, then it is
measured as the smallest of all the
values obtained for Spjatx1, Splatxt2,

SpIathl, SplathZ, SpIatZtl, and SpIatZtZ in
which case SroughX = SroughY = srouth-)

uncalibrated surface roughness of
platZ measured as the smallest of all
the values obtained for Spjatzt1

and Spiatze. (However, if the surfaces of
platX, platY, and platZ all have
identical compositions, then it is
measured as the smallest of all the
values obtained for Spjatxt1, Splatxt2,
SpIathla SplathZ, SpIatZtl, and SpIatZtZ in
which case SroughX = SroughY = Srouth-)

26|[Sroughy (Lm)= 0.003102

27||Sroughz (um)= 0.004236

Nomenclature:
platX refers to the height measurement taken from the top of the underlying layer,
platY refers to the height measurement taken from the top of the anchor,
platZ refers to the height measurement taken from the top of the pegged portion of the beam,
t indicates which data trace (a, b, or ¢), and
N indicates which measurement (A, B, or C).

|Tab|e 2 - MINIMUM HEIGHT MEASUREMENTS

Uncalibrated PLATFORM INPUTS
(in pm) used to find A
typically with a stylus profilometer

To force the selection of «; (as calculated
using A and H) to be the thickness, input a
ositive number.
Fate of A -1 posit . .
28 To disregard «; as a possible thickness,
input a negative number.
To let the software determine the thickness
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by the smallest uncertainty value, input

zero.
29|| platxal= | | -0ooozs8  |[35| platyal= | 1256871
30| platxbl= || | 000165 |36 platYbl= | 12508
31| platXcl= || | -0oo13s (37| platycl= | 1253881
32 SplatXal= 0.004577 38 Splatya1= IW
33 SplatXb1= 0.005181 39 Splatyb1= IW
34| spava= 0.00402 20| spare= ooz

NOTE 1: The platform height measurements are platXtl and platYtl.
NoOTE 2: The standard deviations of the platform height measurements are Spjarxt1 and Spiatvt.-

[Table 3 - DELTA HEIGHT MEASUREMENTS |
Uncalibrated PLATFORM INPUTS
(in pm) used to find B
typically with an optical interferometer
To force the selection of ¢ (as calculated
using A, B, and Jes) to be the thickness,
input a positive number.
1l Fate of B ) To disregard aiasa possible thickness,
input a negative number.
To let the software determine the thickness
by the smallest uncertainty value, input
zero.
42| platya= || | o 48| platzal= o
43| platyb2= \ 0 49 platzbl= \ 0
44| platyc2= \ 0 50 platZcl= \ 0
45 Splatya2= ‘ 0 51 Splatza1= ‘ 0
46 Splatyb2= ‘ 0 52 Splatzb1= ‘ 0
47 Splatyc2= ‘ 0 53 Splatze1= ‘ 0

NOTE 3: The platform height measurements are platYt2 and platZtl.
NOTE 4: The standard deviations of the platform height measurements are Spjatviz and Spatzt1.

|Tab|e 4 - MAXIMUM HEIGHT MEASUREMENTS |

Uncalibrated PLATFORM INPUTS
(in pm) used to find C
typically with an optical interferometer
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To force the selection of «;i (as calculated
using C and Jes) to be the thickness, input
a positive number.

l— To disregard aj; as a possible thickness,
54| FateofC ° input a negative number.
To let the software determine the thickness
by the smallest uncertainty value, input
zero.

55| platXa2= 0.000857 61 platza2= 1.330104

56 platXbZ: 0.002841 62 plathZ: 1.340218

57| platXc2= -0.0102 63 platZc2= 1.332409

58|  Splatxaz= 0.003497 64 Splatza2= 0.004236

59|  Splatxne= 0.003111 65 Splatzba= 0.004404

60||  Splatxc2= 0.002018 66 Splatze2= 0.004943

NOTE 5: The platform height measurements are platXt2 and platZt2.
NOTE 6: The standard deviations of the platform height measurements are Spjatxt2 and Spiatzto-

Input Sample Data Reset this form

Calculate and Verify Clear Outputs

[Table 5a - Calibrated OUTPUTS (in pm) |

| ||For the measurement of A: |

67 A= 1.270635 76 SplatX1ave= 0.004637

68 Ay= 1.267303 77 Splatylave= 0.003704

69 A= 1.266377

| ||For the measurement of B: |

70 B.= 0.000000 78 Splaty2ave= 0.000000

71 B,= 0.000000 79 Splatziave= 0.000000

72 B.= 0.000000

For the measurement of C:
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73 C.= 1.341051 80 Splatx2ave= 0.002901
74 Cp= 1.349253 81 Splatzzave= 0.004568
75 C.= 1.354531

NOTE 7: A= (platYtl—platXtl) cal,a
NOTE 8: B;= (platZtl—platYt2) cal,;s
NOTE 9: C;= (platZt2—platXt2) cal,c
NoTE 10: SplatXlave: Cale AVE(SpIatXal, SplatXbl, SplatXcl)
NOTE 11: SplatYlave: Cale AVE(SpIatYaL spIathl, Splathl)
NOTE 12: SplatYZave: CalzB AVE(SpIatYa21 SpIathZ, SplatYCZ)
NOTE 13: SplatZlave: CaIzB AVE(SpIatZaL spIathl, Splathl)
NOTE 14: SplatZZave: CalzC AVE(SpIatZaZ, Splath21 SpIath2)
NOTE 15: Splatxzave= Cal,c AVE(Splatxa2, Splatxb2, Splatxc2)

[Table 5b - Calibrated OUTPUTS (in pm) |
I;H N ”ULstepN”UWstepN” UcertN || UcalN ||Urepeat(shs)N|| UdriftN ||UIinearN||Urepeat(samp)N|| UcsHN |
82|y = | L1268 | 0.004 ‘ 0.002 | 0.003 | 0.068 ‘ 0.112 | 0.000 | 0.007 | 0.093 ‘ 0.161
% g = 000l 0000l 0.000(| Nan Il NaN | | Nan [ Nan | 0.000|| | 0.000 |f NaN

34 C=‘ 1348 | 0.002| o.006| 0.003 0.072| | 0119 || ooooff 0o07| | o9 | 0171

NOTE 16: N= AVE (Na, Np, N¢)
NOTE 17: Upstepa = SQRT[SpIatX1avez_(Ca|zA SroughX)2"'3platY1avez—(Ca|zA SroughY)Z]
NOTE 18: UL stepB = SQRT[SplatYZaveZ_(CaIzB SroughY)2'|'Splat21avez_(calzB Sroughz)z]
NOTE 19: uLstepC = SQRT[SpIatZZavez_(CalzC Srouth)2+Splatx2ave2_(ca|zC Sroughx)z]
NOTE 20: Uwstepn = Gwisiepn = STDEV(Na, No, No)
NOTE 21: Ucertn = |ocertn N / certy|
NOTE 22: Ucain = |6aven N / Zgaven|
NOTE 23: Urepeat(shs)N = |06samen N / Zgsamenl
NOTE 24: Ugriftn = |(Zarisen Calzn) N/ [2(1.732) certy]|
NOTE 25: Ujinearn = |ZlinN N/ (1.732)|
NOTE 26: Urepeat(samp)N = Orepeat(samp)N |N|
NOTE 27: UcsHN = SQRT(ULstepNz"'qutepN2'|'lJcertNZ"'UcaINz'HJrepeat(shs)Nz"'UdriftN2
FUfinearn™+ Urepeat(samp)Nz)
(Each of the uncertainty components is obtained using a Type B analysis, except for
UwstepN, UcalN, Urepeat(shs)N, @Nd Urepeatsampyn Which use a Type A analysis.)

| Table 5¢ - Calibrated OUTPUTS (in pm) |

85 || Ceate = 1.2681 Ucceale = NaN
86| J= 0.0000 Ug = NaN
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87| a= | 12681 Ueyi = | 0.1615

89 || aii= 1.3483 Uegiii = 0.1718

90 a= 1.3483 Ucg = 0.1718

NOTE28: Cealc =A+ B and Ucccate = SQRT (UcsHa” + Ucshp®)

NOTE29: J=B —H and Uy=SQRT(Uesne” + Ue?) Where Ug=AH /6

NOTE30: ¢ =A+H and Ucsi = SQRT (Uesha® + Ucr?)

NOTE 31: @i = Ceaic —Jest @NA  Uggii = SQRT(UCCcaIc2 + UcJestz)

NOTE 32: @4ii = C —Jest and Ucyiii = SQRT(UCSHC2 + UcJestz)

NOTE 33: Where ucy and Ucgest are Type B components.

NOTE 34: The thickness of the suspended layer, «, is the value specified for &, i, or aiii,
whichever has the smallest combined standard uncertainty value, unless Fate of
A, Fate of B, and/or Fate of C was predetermined in Tables 2, 3, and/or 4.

U,=2Uc, = 03437 um  (expanded uncertainty)

0.5155
3Ucy = um
1.0046
a—U,= ‘ um  (a lower bound for )

a+U,= 16919 um  (an upper bound for &)

Report the results as follows: If it is assumed that the estimated values of the uncertainty

components are approximately Gaussianly distributed with approximate combined standard
uncertainty U, the thickness is believed to lie in the interval « + uc, (expansion factor k=1)
representing a level of confidence of approximately 68 %.

Modify the input data, given the information supplied in any flagged statement below, if applicable,
then recalculate:

Please fill out the Preliminary Inputs Table for the measurements of A, B, and/or C and
specify Fate of A, Fate of B, and Fate of C in Tables 2, 3, and 4.

2. | ok The values for tempy should be between 19.4 °C and 21.6 °C, inclusive.

1,‘ok

3. \ ok The values for relative humidityy (if known) should be between 0 % and 60 %, inclusive.

The value for the design length should be greater than 0 um and less than or equal to
1000 pm.

5. \ ok Are the magnifications appropriately greater than 2.5x?

4.‘ok

6a. \ ok Alignment has not been ensured for the measurement of A.
6b. \ ok Alignment has not been ensured for the measurement of B.

6c.| ok Alignment has not been ensured for the measurement of C.
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7a. \ ok
7b.‘ ok
1cC. \ ok
8. ‘ ok
9. ‘ ok
10.| ok
11.] ok
12.] ok
13.] ok
14.] ok
15.| ok
16.] ok
17.] ok
18.| ok
19.] ok
20. | ok
21.‘ ok
22.| ok
23.| ok
24. | ok
25.| ok
26. | ok
27.| ok
28.| ok

Data has not been leveled for the measurement of A.

Data has not been leveled for the measurement of B.

Data has not been leveled for the measurement of C.

The values for certy should be between 0.000 pm and 15.000 um.

The values for ocery should be between 0.000 um and 0.100 um.

The values for osaven and oesamen should be between 0.000 um and 0.200 um, inclusive.

The values for Zsaen and Zssamen Should be between (certy — 0.150 um)/cal,y and (certy
+0.150 pm)/cal,y and not equal to 0.0 pm.

The values for zgiry should be between 0.000 um and 0.100 um, inclusive.
The values for cal,y should be between 0.900 and 1.100, but not equal to 1.000.
The values for zji, should be between 0.0 % and 5.0 %, inclusive.

The values for oyepearsampyn Should be between 0.0 % and 10.0 %, inclusive.

The values for H and 4H should be greater than or equal to 0.0 um and less than 0.50 pm
if Fate of A in Table 2 is greater than or equal to zero. The values for Jes;, and Ucgest
should be greater than or equal to 0.0 um and less than 0.50 um if Fate of B or Fate of C
in Tables 3 and 4, respectively, is greater than or equal to zero.

The values for Sroughx, Sroughy, @Nd Sroughz should be greater than 0.0 um and less than or
equal to the smallest measured value for Spjarxt1, Splatxt2, Splatvt1, Splatvt2, Splatzt1, @Nd Spiatzto,
respectively.

Only one of the three values for Fate of A, Fate of B, and Fate of C can be positive.
All three values for Fate of A, Fate of B, and Fate of C cannot be less than zero.
The platform heights have not been provided.

More platform heights are required for standard deviation calculations.

The platform heights (platXtl, platXt2, platYtl, platYt2, platZtl, and platZt2) should be
between —2.500 pm and 2.500 um.

More platform standard deviations are needed.

The values for Spjatxt1, Splatxt2, Splatyt1, Splatvt2, Splatzt1,aNd Splazz should be between 0.00 pm
and 0.050 pum, inclusive.

The values for N should be between —2.500 um and 2.500 um.
The values for Upsepn and Uwstepn should be less than 0.100 pm.

The value for J should be greater than or equal to 0.0 um. If not, most likely the value
for H is too large.

The value for « should be between A and C, inclusive.
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Return to Main MEMS Calculator Page.

Email questions or comments to mems-support@nist.gov.

NIST is an agency of the U.S. Commerce Department.
The Semiconductor and Dimensional Metrology Division is within the Physical Measurement Laboratory.
The MEMS Measurement Science and Services Project is within the Microelectronics Device Integration Group.

Date created: 2/10/2008
Last updated: 5/18/2012
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Appendix 8 — Overview of Propagation of Uncertainty Technique

The propagation of uncertainty technique [21-23] is used to obtain combined standard uncertainty values. Using this technique,
the combined standard uncertainty (which we are equating here with the standard deviation) for a function, f, consisting of
uncorrelated input parameters, can be calculated using the following equation:

U, =0, = -, (A8-1)
where y = f(X1, X2,..., XN).
In the special case of uncorrelated input parameters x and y in an additive relationship, as in:
Z=aX+ by , (A8-2)
where a and b are constants, Eq. (A8-1) can be rewritten as follows:
0, =y(a0,)’ +(bs,)" (Ae-3)
In the special case of uncorrelated input parameters x and y in a multiplicative relationship, as in:
z=ax"y" (A8-4)

where a, n, and m are constants, Eq. (A8-1) can be rewritten as follows:

2

2 2
o
(ﬁ) :nz[ﬁj e 2| .
Z X y

224



	1-SP.260.177.2013.Cover.Title.r10
	2-SP.260.177.2013.TOC.etc.r10
	3-SP.260.177.2013.Abstract.r10
	4-SP.260.177.2013.Intro.r10
	5-SP.260.177.2013.Meas.r10
	6a-SP.260.177.2013.Append.1.YM.r11
	6a-SP.260.177.2013.Append.2.RS.r11
	6a-SP.260.177.2013.Append.3.SG.r11
	6a-SP.260.177.2013.Append.4.SH.r11
	6a-SP.260.177.2013.Append.5.L.0.r11
	6a-SP.260.177.2013.Append.6.T.1.r11
	6a-SP.260.177.2013.Append.7.T.3.r11
	6b-SP.260.177.2013.Append.8.Unc.r11

