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We report measurements and modeling of an ion source that is based on ionization of a laser-cooled

atomic beam. We show a high brightness and a low energy spread, suitable for use in next-generation,

high-resolution focused ion beam systems. Our measurements of total ion current as a function

of ionization conditions support an analytical model that also predicts the cross-sectional current

density and spatial distribution of ions created in the source. The model predicts a peak brightness of

2 � 107 A m�2 sr�1 eV�1 and an energy spread less than 0.34 eV. The model is also combined with

Monte-Carlo simulations of the inter-ion Coulomb forces to show that the source can be operated at

several picoamperes with a brightness above 1� 107 A m�2 sr�1 eV�1. We estimate that when

combined with a conventional ion focusing column, an ion source with these properties could focus a

1 pA beam into a spot smaller than 1 nm. A total current greater than 5 nA was measured in a lower-

brightness configuration of the ion source, demonstrating the possibility of a high current mode of

operation.VC 2013 Author(s). All article content, except where otherwise noted, is licensed under a
Creative Commons Attribution 3.0 Unported License. [http://dx.doi.org/10.1063/1.4816248]

I. INTRODUCTION

Focused ion beams (FIBs) are used for a variety of nano-

machining, sample preparation, and sample analysis tasks.

Modern FIBs are able to remove material at the nanoscale

through sputtering, or add material through beam-activated

chemistry when used with a precursor gas.1 FIBs also enable

spatially resolved elemental analysis using secondary ion

mass spectrometry (SIMS),2 as well as high-resolution imag-

ing with unique contrast and surface sensitivity capabilities.3

Since the performance of FIBs is determined primarily by

the system’s ion source, a new source that provides increased

brightness, reduced energy spread, and an ionic species that

minimizes sub-surface damage is highly desirable.

The most commonly used FIB ion source today is

the liquid metal ion source (LMIS). With a brightness4 of

106 A m�2 sr�1 eV�1 and an energy spread of a few electron

volts,5 the LMIS can deliver approximately 1 pA into a 5 nm

to 10 nm spot at a 30 keV beam energy. The LMIS can also

provide a few tens of nanoamperes into a wider area for

larger scale material removal. The gallium LMIS is the most

commonly used because of its simplicity and robustness,

although gallium ions are not ideal for a number applications

because of their tendency to contaminate or otherwise

destroy the sample. Another source that performs very well

in imaging applications is the gas field ion source (GFIS),6

which produces a few-picoampere helium ion beam that can

be focused to a sub-nanometer probe size.

Recently, a new type of ion source that makes use of photo-

ionized, laser-cooled gasses has emerged, promising high

brightness, low energy spread, and a wide choice of ionic spe-

cies. Several proposals for such a source have been discussed,7–9

and realizations, referred to as a magneto-optical trap ion source

(MOTIS) or ultracold ion source (UCIS), have been

described.10,11 Complete FIB systems with chromium12 and lith-

ium ions13 have also been constructed.

In a laser-cooled photoionization source, the high bright-

ness is achieved through the extraordinarily cold, microkelvin-

range temperatures attainable through laser cooling. These

cold temperatures result in a very small angular spread in the

ion beam, making possible a high brightness without shrinking

the source size to very small dimensions. However, there is a

disadvantage when a magneto-optical trap (MOT) is used in

the ion source. As discussed in Ref. 14, a low temperature in

the MOT results in a low diffusion rate for the cold atoms, lim-

iting the rate at which the ionization region can be refilled with

neutral atoms as ion current is created. The resulting trade-off

between low angular spread and beam current imposes a

brightness limit on this type of ion source.

Here, we present results from measurements and model-

ing of a laser-cooled ion source that may offer improved

performance for precision nanomachining and fabrication

work. The design avoids the brightness limitations of the

MOTIS by ionizing a cold, slow atomic beam that is trans-

versely compressed and cooled to microkelvin temperatures.

Providing a steady flux of neutral atoms avoids the diffusion

limit, allowing much higher ion currents, while laser cooling

in the transverse direction provides the cold temperatures

necessary for a high brightness, as long as the atom beam

axis is well-aligned with the ion beam axis. Cesium was cho-

sen for our demonstration because it is the heaviest of the

easily laser-coolable atomic species, yielding efficient sput-

tering and minimizing lateral straggle damage and range in
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many target materials. It also may offer additional analytical

capabilities by improving the performance of site-specific

SIMS.15

II. EXPERIMENT

The creation of a high-flux, neutral atomic beam by laser

cooling and compression has been discussed in the literature

previously.16–18 In our system, shown schematically in Figure 1,

a slow atomic beam is generated by combining a two-

dimensional MOT with a retroreflected laser beam along the

third axis (pusher beam). The pusher beam imparts momentum

to the cold atoms along the axis of the 2D-MOT, creating a

beam of atoms with reasonably well-defined velocity which

exits through a small hole in the retroreflecting mirror. This con-

figuration has been referred to as a 2Dþ-MOT,19 and is similar

to a “low velocity intense source” (LVIS).20 The chamber

containing the 2Dþ-MOT is filled with cesium vapor. In our

realization, the atomic beam from this source has a total inte-

grated flux of up to 5 � 1010 s�1, a transverse temperature of

typically 5 mK, and a mean axial velocity between 6 m/s and

14 m/s depending on the power used in the pusher beam. These

beam parameters were measured by observing absorption and

fluorescence from an on-resonance probe laser beam. We note

that the kinetic energy associated with the axial velocity of

the beam amounts to about 70 leV, and hence contributes

negligibly to the energy of the ion beam.

In order to increase the intensity of the atomic beam, we

use a magneto-optical compressor (MOC)16 to capture the

beam produced by the 2Dþ-MOT and reduce its radial size.

The MOC is a 2D-MOT with a magnetic field gradient that

increases along the atom beam axis. Inside our MOC the peak

field gradient is approximately 0.5 T/m. By imaging the fluo-

rescence from a probe laser beam crossing the atom beam at

the exit of the MOC, we found that atoms are captured into

the MOC with near unit efficiency, and the beam has a nearly

Gaussian density distribution with a one-sigma radius of

approximately 60 lm along both axes. Observing the fluores-

cence at two locations along the beam allowed us to determine

the transverse temperature of the atoms exiting the MOC, and

this was found to be between 100 lK and 150 lK depending

on the detuning and total power used in the MOC beams.

To further reduce the transverse temperature, we apply a

two-dimensional rþ � r� optical molasses21 to the atomic

beam exiting the MOC. Because stray magnetic fields can

reduce the cooling efficiency of optical molasses, our system

includes a sheet of high-magnetic-permeability material placed

directly after the MOC. This shielding diverts the magnetic

field lines emerging from the MOC, creating a nearly field-

free region. Measurements on the atomic beam emerging from

the optical molasses showed a temperature of (306 10)lK.22

This measurement has a large uncertainty because at these

temperatures the atomic beam spreads very slowly as a func-

tion of axial position, making the distance required to observe

appreciable broadening very long. The length of our vacuum

chamber prevented a more precise measurement. Additionally,

the temperatures for the two transverse axes were not precisely

the same, and the measured temperature was found to be

highly sensitive to small changes in the axial position of the

molasses beams. We believe that this sensitivity is due to

residual stray magnetic fields from the MOC interfering with

the operation of the molasses.

The compressed, cooled atomic beam next enters the ioni-

zation region which is bounded by two flat plates with aper-

tures. Potentials applied to the plates create a nearly uniform

electric field which accelerates ions through the aperture in the

lower plate and into a Faraday cup. Between the plates, two

crossed laser beams are tightly focused with their foci overlap-

ping at the center of the atomic beam (see Figure 2). One laser

is tuned to the Cs 6S1/2 (F ¼ 4) � 6P3/2 (F ¼ 5) cycling transi-

tion near 852 nm and has a one-standard-deviation radius of

(2.256 0.20) lm. The other beam is tuned near 508 nm and

FIG. 1. Schematic of the cold atomic beam ion source, showing the four

stages of ion beam production: 2D magneto-optical trap with pusher beam

(2Dþ-MOT), magneto-optical compressor, optical molasses, and ionization.

FIG. 2. Ionization laser geometry, showing the overlapping 852 nm resonant

driving laser and 508 nm ionization laser.
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has a one-standard-deviation radius of (1.756 0.20) lm. The

508 nm beam photoionizes the atoms by driving them from the

upper state of the cycling transition to just above the ionization

threshold, creating ions with minimal additional heating. We

note that the two lasers can also be intentionally defocused so

that their overlap volume is larger, making a larger beam with

more ion current. The spatial profiles and power levels of these

laser beams were characterized using scanning-slit and

calibrated-photodiode measurements. We also measured the

saturation intensity for the 852 nm cycling transition, using an

absorption measurement of the laser passing through the

atomic beam. The saturation intensity value is needed for the

model as described below.

III. MODEL

In order to predict the suitability of an ion source for

high-resolution focusing, the most important parameters are

the normalized brightness and the energy spread. Together

with knowledge of the aberration coefficients of the focusing

optics, these allow us to estimate attainable values of the

spot size and current. However, when an ion source has a

high brightness, direct measurement becomes quite difficult

because it is challenging to measure the small angular diver-

gences characteristic of these laser-cooled sources. To arrive

at estimates of the ion beam brightness in our source we

have chosen to rely on a combination of measurements per-

formed on the atomic beam and ionization lasers, measure-

ments of the total ion current, and detailed modeling of the

ionization process and beam formation, including the effects

of Coulomb interactions between the ions. Because the proc-

esses of laser excitation and ionization of isolated neutral

atoms are well-understood,23 and because the measurements

involved are the sort that can be performed with good accu-

racy and precision, we expect our modeling to generate good

predictions of brightness and energy spread. Comparisons of

model predictions for total beam current as a function of ex-

citation and ionization laser powers provide confidence that

the modeling is correct.

The model, with no adjustable parameters, takes as input

the measured neutral atom beam geometry and flux together

with the ionization laser beam intensity distributions and pre-

dicts the three-dimensional ion current density distribution

Jðx; y; zÞ. The integration of this distribution over the trans-

verse coordinates x and y yields the total current in the beam

at a point z, which is then compared with the observed cur-

rent as a test of the model. We note that the total current is a

function of z because ions are being created as the neutral

atoms pass through the ionization region. The current density

distribution is also used to derive the ion current creation

probability density Pðx; y; zÞ, which is then input into a

Monte-Carlo calculation of the inter-ion Coulomb interac-

tions, making it possible to predict any deleterious effects on

the brightness at high beam currents. Pðx; y; zÞ also allows us

to calculate where in the potential ions are created, and thus

to determine the distribution of ion kinetic energies in the

beam after acceleration.

The model begins with the assumption that the neutral

atom beam entering the ionization volume is well approximated

by a collimated Gaussian beam propagating in the z-direc-
tion. This assumption is consistent with our observations of

the atomic beam, and is appropriate given the low transverse

temperature of the atomic beam and the relatively short z-
extent of the ionization volume. We write the initial neutral

atom flux U0ðx; yÞ in terms of the integrated flux F and the

standard deviation rA as

U0ðx; yÞ ¼ F

2pr2A
exp � x2 þ y2

2r2A

( )
: (1)

With the assumption of perfect collimation, we can treat the

ionization process as a quasi-one-dimensional problem, with

neutral atoms entering the ionization region and eventually

being converted to ions with some integrated probability as

they travel along z. With a further assumption that all atoms

travel with a single velocity v, justified because the atomic

beam in our source has a velocity spread Dv=v of approxi-

mately 0.2 or less, we can write a differential equation for

the ion beam current density

dJðx; y; zÞ
dz

¼ e

v
Rionðx; y; zÞUðx; y; zÞ; (2)

where e is the electric charge, Rionðx; y; zÞ is the spatially

dependent ionization rate, and Uðx; y; zÞ is the neutral atom

flux, which has a z-dependence because the ionization

process depletes the neutral atom beam as it propagates.

Conservation of particles allows us to write the neutral atom

flux as

Uðx; y; zÞ ¼ U0ðx; yÞ � 1

e
Jðx; y; zÞ; (3)

which then permits the integration of Eq. (2) to yield

Jðx; y; zÞ ¼ eF

2pr2A
exp � x2 þ y2

2r2A

( )

� 1� exp � 1

v

ðz
�1

Rionðx; y; z0Þdz0
8<
:

9=
;

0
B@

1
CA: (4)

In the absence of Coulomb interactions, the normalized

brightness of the ion beam can be derived directly from this

expression via

Bðx; yÞ ¼ Jðx; y;þ1Þ
pkBT

; (5)

where kB is Boltzmann’s constant and T is the transverse

temperature of the atomic beam.24

The spatially dependent ionization rate Rionðx; y; zÞ is

modeled by a two-photon process in which a first laser cou-

ples the neutral Cs atomic ground state to an intermediate

state creating an average excited state fraction qeðx; y; zÞ, and
a second laser then ionizes atoms in the intermediate state at

a rate ~Rionðx; y; zÞ. The overall photoionization rate is the

product
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Rionðx; y; zÞ ¼ qeðx; y; zÞ ~Rionðx; y; zÞ: (6)

Because the relaxation rate of the intermediate state popula-

tion is very fast (30 ns) compared with the transit time of an

atom through the ionization volume, we can assume quasi-

steady state conditions, and the excited state fraction can be

expressed in terms of the intensity of the resonant driving

laser field I1 and the saturation intensity Is as

qeðx; y; zÞ ¼
1

2

I1ðx; y; zÞ=Is
1þ I1ðx; y; zÞ=Is : (7)

The rate of ionization from the intermediate state to the con-

tinuum can be written in terms of the ionization cross section

rion and the intensity of the ionizing laser I2 as

~Rionðx; y; zÞ ¼ rionk2
hc

I2ðx; y; zÞ; (8)

where k2 is the wavelength of the ionizing laser, h is

Planck’s constant, and c is the speed of light. The near-

threshold ionization cross section was taken from measured

literature values.25,26 The overall ionization rate Rion depends

on the spatial distribution of the light intensity in the two

lasers and is only nonzero in regions of overlap. For the pur-

poses of the model, the two lasers were assumed to be

focused Gaussian laser beams with perfectly overlapped

foci, in which case the intensities can be written as

I1ðx; y; zÞ ¼ P1

2pr21

�
1 þ y2

l2R1

� exp � x2 þ z2

2r21

�
1 þ y2

l2R1

�
8><
>:

9>=
>;
;

(9)

I2ðx; y; zÞ ¼ P2

2pr22

�
1þ x2

l2R2

� exp � y2 þ z2

2r21

�
1þ x2

l2R2

�
8><
>:

9>=
>;
;

(10)

where P1 and P2 are the total laser powers, r1 and r2 are the
standard deviations, and lR1 ¼ 4pr21=k1 and lR2 ¼ 4pr22=k2
are the Rayleigh lengths for the two laser beams.

Given the current density distribution in the ion beam

Jðx; y; zÞ; it is also useful to have the spatially dependent ion

current creation probability density Pðx; y; zÞ: This quantity

can be derived by noting that it is equal to the derivative of

Jðx; y; zÞ with respect to the z-coordinate

Pðx; y; zÞ ¼ dJðx; y; zÞ
dz

: (11)

Pðx; y; zÞ can be associated with the amount of current cre-

ated at a point ðx; y; zÞ in an infinitesimal volume dxdydz: It
is helpful for three-dimensional visualization of the ion sour-

ce’s ionization volume, as shown in Figure 3, and is also

what is needed as input into Monte Carlo calculations of

inter-ion Coulomb interactions, as discussed below.

The energy spread in the beam is obtained by integrating

Pðx; y; zÞ over x and y to yield a z-dependent distribution of

created ion current PIðzÞ. In our ion source the longitudinal

temperature of the ions arising from the velocity spread in the

ion beam is less than 10 leV, and so contributes negligibly to

the energy spread in the ion beam. Instead, the energy distri-

bution PEðEÞ is primarily determined by the fact that ions are

created over a finite spatial extent in a uniform electric field E.
Thus PEðEÞ can be calculated from PIðzÞ using the fact that

the final energy of an ion will be E ¼ E0 þ eEz; where E0 is

the energy of ions that start at z ¼ 0, the center of the ioniza-

tion volume. Transforming the coordinate from z to E gives

PEðEÞ ¼ 1

eE
PI

E� E0

eE
� �

Iion
; (12)

where the factor of 1=Iion has been added for normalization,

with Iion being the total ion current.

To obtain numerical predictions from the model, we

chose input parameter values corresponding to experimental

conditions, and these are summarized in Table I. Using these

values, we obtain from the model a peak current density

Jð0; 0;þ1Þ of 0.16 A m�2. Assuming that the temperature

of the ion beam is the same as the underlying atomic

beam, 30 lK, we use Eq. (5) to calculate a peak brightness of

2 � 107 A m�2 sr�1 eV�1. We note that our assumption of

FIG. 3. Ionization volume, as determined by the spatially dependent ion

current creation probability density Pðx; y; zÞ. Calculation was done with the

parameters in Table I. The outer shell represents a constant surface

Pðx; y; zÞ ¼ 1� 104 A=m3.

TABLE I. Numerical values for the parameters used as input to the model in

calculating the ion current creation probability shown in Figure 3. All pa-

rameters represent measured quantities taken directly from the experiment,

with the exception of rion, which was obtained from the literature.

Symbol Definition Value

F Integrated atom flux 4.7 � 1010 s�1

rA Atom beam radius (one sigma) 84 lm
P1 852 nm laser power 2 nW

r1 852 nm laser focus radius (one sigma) 2.25 lm
P2 508 nm laser power 125 mW

r2 508 nm laser focus radius (one sigma) 1.75 lm
Is 6S1/2 ! 6P3/2 saturation intensity 62 W m�2

v Atom beam velocity 11 m s�1

rion 6P3/2 ionization cross-section 2� 10�21 m2
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equal atom and ion temperatures should be good as long as

the ionization laser frequency is kept close to the ionization

threshold and is consistent with previous brightness measure-

ments made on a similar laser-cooled ion source.13 However,

this assumption does merit further investigation.

A numerical value for the energy spread can be derived

from Eq. (12) with the assumption of a value for the extrac-

tion electric field E: While choosing a lower value will

always give a smaller energy spread, a larger value may be

necessary to keep Coulomb interaction effects to a mini-

mum, depending on the desired beam current.27 Based on a

desired current of 1 pA to 2 pA and considering our Monte

Carlo simulations discussed below, we have chosen an

extraction field of 100 kV/m. With this field, which is easily

obtained in a practical realization of the source, we find a

full-width at half maximum energy spread of DE ¼ 0:34 eV.

This is significantly smaller than the energy spread of a few

electron volts typical of the LMIS and compares favorably

with the estimated 0.5 eV spread of the GFIS at 20 keV.6

IV. RESULTS

With the aim of validating our model, we conducted a se-

ries of measurements on the total ion current produced by the

source as a function of the laser powers in the 852 nm (P1)

and 508 nm (P2) beams. Measurements and corresponding

model predictions are shown in Figure 4. We estimate the

uncertainty in the current measurements to be approximately

5% (one standard deviation) of the measured value, arising

predominantly from minor random variations in laser intensity

and positional stability. Figure 4(a) shows the dependence of

the ion current on the ionization laser power P2 at several val-

ues of the resonant driving laser power P1. As seen in the fig-

ure, for low values of P1 (1 nW and 2 nW) the model shows

excellent agreement with the measurements, indicating that it

is capturing the most significant aspects of the ionization pro-

cess. At the higher values of P1, 10 nW and 100 nW, the

model shows some deviation from the measurements. We

believe that this deviation is due to photon rescattering effects.

At higher values of P1, a significant population of excited-

state atoms will exist for some distance along the axis of the

resonant driving laser. These atoms will re-radiate resonant

light, which will be absorbed by other atoms in the incident

atom beam, creating significant excited state population in

regions outside the overlap volume. Some of this excited state

population will lie in the path of the ionization laser, where it

will be ionized, resulting in additional current in the beam that

does not originate in the ionization volume.

To investigate the possibility of rescattering, we per-

formed additional measurements in which the two lasers were

offset vertically by a few microns so that they were no longer

overlapping. In this configuration, any current that is observed

will be created solely by rescattering. Because the two lasers

remain in close proximity, the total amount of rescattered pho-

tons resulting in spurious ion current should be nearly the

same as in the overlap case. The results of these measure-

ments are shown in Figure 4(b). The fact that we observed

several picoamperes of current even though the beams were

not overlapping is a good indication that rescattering was

present. In the figure, we compare the current observed using

non-overlapping beams with the difference, presumably

caused by rescattering, between the overlapped-beam current

and the model prediction. The agreement in both magnitude

and dependence on P2 between these two curves strongly sug-

gests that rescattering is the dominant cause of the discrep-

ancy observed in Figure 4(a).

Because for some applications, such as rapid milling of

large volumes of material, it is more important to have a

high beam current than a high brightness, we performed tests

to determine the maximum current achievable with our cur-

rent realization of the source. We found that by defocusing

the photoionization lasers we could overlap a larger volume

of the atomic beam and produce significantly more current.

In this configuration we found that the source was able to

produce over 5 nA of total current, albeit at a reduced bright-

ness. This beam current is significantly higher than sources

based on MOTs have been able to produce to date.

V. COULOMB INTERACTIONS

The effects of inter-ion forces are an important considera-

tion for an ion source with the high level of brightness predicted

FIG. 4. (a) Measured beam currents (symbols) and model predictions (solid

lines). Dependence on 508 nm laser power P2 is shown at 852 nm laser

power P1 values of 1 nW (green, inverted triangles), 2 nW (magenta, trian-

gles), 10 nW (red, squares) and 100 nW (blue, circles). (b) Comparison of

the current collected for non-overlapping ionization beams (blue circles)

with the difference between measured data and the model predictions in (a)

(black triangles), indicating that rescattering is the most likely cause of the

discrepancies seen at high power. Uncertainty in the current measurements

is estimated to be approximately 5% (one standard deviation) of the meas-

ured value, arising predominantly from minor random variation in laser in-

tensity and positional stability.
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by our estimates. As previously described in the literature14,27

the presence of multiple ions near the source region can result

in collisions and consequent heating, which can substantially

reduce the ion beam’s brightness. Using higher extraction elec-

tric fields can ameliorate this problem; however the beam’s

energy spread is proportional to the extraction field, and a larger

energy spread will cause more chromatic aberrations in the

FIB’s final lens, resulting in a larger spot size.

By comparison with the LMIS, which can have current

densities as high as4 1010 Am�2, resulting in behavior domi-

nated by Coulomb interactions, the cold atomic beam ion

source current density of 0.16Am�2 is extremely low.

Nevertheless, because the ions are accelerated more gradu-

ally over a longer distance, the effects of inter-ion forces can

be significant. Even in cases where these effects do not sub-

stantially reduce the peak brightness, the forces may induce

substantial deviations from a thermal velocity distribution.

In the focal plane this will result in a non-Gaussian current

distribution, which may contain beam “tails” extending far

beyond the nominal spot size.

In order to investigate whether Coulomb repulsive

effects in our ion source would degrade brightness, and in

turn lead to an increase in focal spot size, we performed a se-

ries of Monte-Carlo simulations. The simulations used the

software developed for a previous publication.27 This soft-

ware incorporates all of the pairwise Coulomb forces

between simulated ions and calculates their trajectories as

they are accelerated by a constant electric field. As a starting

point we generate ions in a Poissonian random process

with a three-dimensional spatial distribution Pðx; y; zÞ as cal-
culated in the model described above. Particles are then

accelerated in a 100 kV/m field over a distance of 10 mm.

At the end of the acceleration, z ¼ a, the peak current den-

sity Jð0; 0; aÞ and the temperature of the beam defined as

T ¼ mðr2vx þ r2vyÞ=2kB are calculated and used with Eq. (5)

to determine a peak brightness value. For the cases consid-

ered, correlation between transverse velocity and position

was not large enough to significantly affect the calculated

brightness.

To highlight the effects of Coulomb interactions, we con-

sider sub-populations of the particles which have transverse

velocities less than a specific value, and plot the brightness of

these sub-populations as a function of the fraction of the total

beam they represent. Thus the brightness at a fraction close to

one represents the brightness of almost the entire beam,

including nearly all the particles that have large transverse

velocities due to Coulomb collisions, while the brightness cor-

responding to a smaller fraction is the brightness of those par-

ticles that had fewer Coulomb interactions. We note that the

distribution of velocities created from the Coulomb interac-

tions is non-Gaussian; as a result, the brightness inferred from

the simulation output may be dominated by a small fraction of

ions that are most affected by Coulomb interactions. Plotting

the brightness as a function of beam fraction gives a clearer

picture of how the source-limited spot size in a real column

will be impacted by inter-ion forces. This method of presenta-

tion is similar to the one used in Ref. 14.

Figure 5 shows the ion beam brightness as function of

beam fraction at several achievable currents. The solid lines

represent calculations performed with all Coulomb interactions

taken into account. For comparison, the dotted lines indicate

the same calculations performed with Coulomb interactions

turned off. For these calculations, the integrated atom flux F,
the atom beam width rA, the saturation intensity Is, the atomic

beam velocity v, and the ionization cross section rion were cho-
sen according to the experimental conditions shown in Table I.

The laser beam powers and sizes fP1; r1;P2; r2g were

adjusted in each case to yield the desired total current, with the

constraint that they be experimentally tractable, i.e.,

r1;2 � 1 lm; P1 < 2 nW; and P2 � 125mW. The values

chosen for each calculation are given in Table II. We note that

for the 2 pA and 5 pA cases, the peak current density was equal

to that achieved with the experimental conditions specified in

Table I ð0:16Am�2Þ, whicle for the 1 pA case, the peak cur-

rent density was slightly lower (0:12Am�2).

As seen in the figure, the 1 pA beam shows little effect

from Coulomb interactions, maintaining high brightness for

over 90% of the total beam. Most of the 2 pA beam is also

minimally affected by Coulomb interactions, with only 20%

showing a substantially reduced brightness. At the higher

current of 5 pA, the brightness is still large, but Coulomb

interactions do have a significant effect, even at small beam

fractions. Increasing the extraction field will mitigate the

FIG. 5. Monte Carlo calculations of peak brightness as a function of beam

fraction for a variety of beam currents and ionization geometries. Solid lines

indicate calculations for currents of 1 pA (black), 2 pA (red), and 5 pA (blue)

with all Coulomb interactions included. For comparison, dashed lines show

calculations without Coulomb interactions (note the 5 pA curve is indistin-

guishable from the 2 pA curve). Initial velocities were chosen to be commen-

surate with a temperature of 30lK. Initial ion positions were calculated

using distributions generated by Eq. (11) with experimentally realistic input

parameters, given in Tables I and II. The acceleration field was 100 kV/m.

TABLE II. Laser powers P1, P2 and beam radii r1; r2 used for the calcula-

tions of the three beam currents shown in Figure 5. Also shown is the peak

current density Jionð0; 0;þ1Þ:

Beam current

(nA)

P1

(nW)

P2

(mW) r1 ðlmÞ r2 ðlmÞ
Jionð0; 0;þ1Þ

(A m�2)

1 0.07 90 1.0 1.0 0.12

2 0.16 125 1.0 1.1 0.16

5 0.75 125 1.5 1.75 0.16
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effects of Coulomb interactions on brightness; however,

operation at higher currents will necessarily involve optimiz-

ing the resulting tradeoff between brightness and energy

spread. The results for a 2 pA beam imply that inter-ion

interactions should not substantially reduce the beam’s

brightness below 1 � 107 A m�2 sr�1 eV�1 for the beam ge-

ometry and extraction electric field examined here.

VI. SPOT SIZE ESTIMATE

Using a brightness value of 1� 107 A m�2 sr�1 eV�1

and an energy spread of 0.34 eV, we calculate an estimate of

the spot size that could be achievable with the present source

if it were used in conjunction with a typical focusing column.

Choosing representative values for the beam current I, the
focal plane convergence angle a, the spherical aberration

coefficient Cs, and the chromatic aberration coefficient Cc,

we employ the formula derived by Barth and Kruit28

d50 ¼ ½ðd1:3br þ d1:3sphÞ2=1:3 þ d2chr�1=2; (13)

where d50 is the diameter into which 50% of beam’s current

would fall, dbr ¼ ð2=pÞ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I=ðBE0Þ

p
a�1 is the spot size contri-

bution from the brightness, dsph ¼ ð1=2Þ5=2Csa3 is the contri-

bution from spherical aberration, and dchr ¼ 0:34 CcaDE=E0

is the contribution from chromatic aberration. This formula

predicts that the present system will be able to focus 1 pA

with a d50 of less than 0.7 nm at a beam energy of 30 keV if

we assume spherical and chromatic coefficients of 100 mm

and 30 mm, respectively, and a focal plane convergence angle

of 2.2 mrad, a value chosen such that it minimizes Eq. (13).

VII. CONCLUSIONS

The high brightness and low energy spread predicted for

this new cold atomic beam ion source compare very favor-

ably with the LMIS and GFIS sources used today. No funda-

mental limits of the present system have been identified so

far, and a number of refinements could be implemented to

further improve performance. Brightness could be increased

by improving the optical molasses cooling stage; tempera-

tures below 10 lK in cesium29 should be achievable. Further

refinements to the 2Dþ-MOT beam-forming stage would

yield higher total atom fluxes. With such a system spot sizes

below 0.5 nm may be achievable. The source should be capa-

ble of addressing some larger scale milling tasks as well,

considering that it may also be used in a high current, lower

brightness mode of operation, as evidenced by our observa-

tion of over 5 nA emission.

Additional measurements need to be performed before

any firm predictions of system performance can be made.

First, a direct measurement of the energy spread of the ion

beam would serve to further validate the model. Also, a char-

acterization of any heating that occurs during the conversion

from cold atoms to ions is vitally important. A direct test of

the system brightness would serve this purpose, but this will be

a challenge owing to the very low emittance of the ion beam.

Finally there remain a number of technical challenges, such as

the design of an ion acceleration column and focusing column

which can accelerate the beam to full energy without reducing

its brightness. This column will also need to adjust the beam

diameter to achieve the optimal opening angle in the final fo-

cusing lens. We anticipate that further refinements and more

testing of this new and promising ion source will allow for a

more complete picture of the system’s capabilities to emerge.
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