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ABSTRACT

New emission branching fraction (BF) measurements for 183 lines of the second spectrum of chromium (Cr II) and new radiative lifetime measurements from laser induced fluorescence for eight levels of Cr+ are reported. The goals of this study are to improve transition probability measurements in Cr II and reconcile Solar and stellar Cr abundance values based on Cr I and Cr II lines. Eighteen spectra from three Fourier Transform Spectrometers supplemented with ultraviolet spectra from a high resolution echelle spectrometer are used in the BF measurements. Radiative lifetimes from this study and earlier publications are used to convert the BFs to absolute transition probabilities. These new laboratory data are applied to determine the Cr abundance log ε in the Sun and metal-poor star HD 84937. The mean result in the Sun is < log ε(Cr II)> = 5.624 ± 0.009 compared to <log ε(Cr I)> = 5.644 ± 0.006 on a scale with the hydrogen abundance log ε(H) = 12 and with the uncertainty representing only line-to-line scatter. A Saha (ionization balance) test on the photosphere of HD 84937 is also performed yielding <log ε(Cr II)> = 3.417 ± 0.006 and <log ε(Cr I, lower level excitation potential E. P. > 0 eV) > = 3.374 ± 0.011 for this dwarf star. We find a correlation of Cr with the iron-peak element Ti, suggesting an associated nucleosynthetic production. Four iron-peak elements (Cr along with Ti, V and Sc) appear to have a similar (or correlated) production history - other iron-peak elements appear not to be associated with Cr.

Subject Headings: atomic data – Sun: abundances – stars: abundances – stars: Population II – stars: individual (HD 84937)
1. INTRODUCTION

Iron- (Fe-)peak elements are known to be produced in core collapse Supernovae (SNe). “Old” metal-poor (MP) stars that reveal very different relative Fe-peak abundance patterns from early SNe. Type Ia SNe, that became more common as the Galaxy aged, explain only part of the abundance pattern evolution. Variations in relative average Fe-peak abundance values can be ±1 dex for metallicities ranging from solar ([Fe/H] ≡ 0) to -4 (e.g. Figure 12 of McWilliam 1997)\textsuperscript{6}. Henry et al. (2010) more recently reviewed Fe-peak abundances as a function of metallicity.

It is not surprising that relative Fe-peak abundance patterns are different from early stars because such stars were likely very massive, perhaps rapidly rotating, and started with (near-) zero metallicity. Observations of Gamma Ray Bursts (GRBs) are yielding clues on early nucleosynthesis as are studies of abundance patterns in MP stars. The study of Fe-peak abundance patterns in MP stars is to some extent hindered by possible breakdown of traditional One Dimensional / Local Thermal Equilibrium (1D/LTE) photospheric models. Asplund (2005) discusses the need for Three Dimensional / Non-LTE (3D/NLTE) models, but such models are still hindered by the lack of reliable cross sections and rate constants for inelastic and super-elastic collisions of H and He atoms with metal atoms and atomic ions. Theoretical rate constants are being improved, especially by Barklem and collaborators (2005, 2011, 2016). Reliable rate constants for ion pair “mutual neutralization” reactions involving H\textsuperscript{+} + a metal ion or the time-reversed “ion pair production” involving neutral excited metal atoms + H are

\textsuperscript{6} We use standard abundance notations. For elements X and Y, the relative abundances are written \([X/Y] = \log_{10}(N_X/N_Y)_{\text{star}} - \log_{10}(N_X/N_Y)_{\text{sun}}\). For element X, the “absolute” abundance is written \(\log \varepsilon(X) = \log_{10}(N_X/N_H) + 12\). Metallicity is defined as [Fe/H].
also critically needed. The cryogenic electrostatic storage ring DESIREE at Stockholm University will make it possible to measure many needed charge transfer cross sections and rates (Schmidt et al. 2013).

The long-term objective of our collaboration is to map the relative abundances of Fe-peak elements at low metallicity. We are systematically improving and expanding lab data for Fe-peak atoms and ions using radiative lifetime measurements from laser induced fluorescence (LIF) and emission branching fraction (BF) data from high resolution spectrometers. We started with Cr I (Sobeck et al. 2007) and then worked on Mn I and Mn II (Den Hartog et al. 2011). Difficulties in measuring weak branches due to multiplex noise in Fourier Transform Spectrometers (FTSs) data were part of the motivation for developing a high resolution, 3 m focal length echelle spectrometer with broad spectral coverage and excellent UV sensitivity (Wood & Lawler 2012). Various combinations of FTS data and 3 m echelle data led to rapid progress on Ti I (Lawler et al. 2013), Ti II (Wood et al. 2013), V II (Wood et al. 2014a), Ni I (Wood et al. 2014b), V I (Lawler et al. 2014), Fe I (Den Hartog et al. 2014a, Ruffoni et al. 2014) and Co I (Lawler et al. 2015). Sobeck et al. (2007) noted difficulties in reconciling abundance values from lines of Cr I to abundance values from lines of Cr II in the Sun and in metal-poor stars. The relatively new log($gf$) values for abundance measurements using lines of Cr II are primarily from Nilsson et al. (2006). Nilsson et al. used the modern method of normalizing emission BFs from FTS spectra with radiative lifetimes from LIF measurements. Sobeck et al. discussed the challenge of BF measurements in Cr II due to the large variation of intensities and wavelengths of branches from a common upper level. Scott et al. (2015) commented “The small number of $gf$–values available from
Nilsson et al. for good solar lines also return abundances that are highly inconsistent with each other.” The above difficulties and comments provide motivation to re-measure some of the radiative lifetimes and BFs of Cr II and to expand the measurements by Nilsson et al. This paper reports new radiative lifetime measurements for eight levels and BF measurements for 183 lines of Cr II. All eight lifetimes and 102 of the BFs overlap with Nilsson et al. Our initial application of these Fe-peak data is the determination of improved elemental abundances in the Sun and metal-poor turnoff star HD 84937.

2. RADIATIVE LIFETIME MEASUREMENTS FOR Cr II

Most of the radiative lifetimes used by Nilsson et al. (2006) to normalize their BF measurements are from Schade et al. (1990). The radiative lifetime measurements from Schade et al. are thought to be highly reliable LIF measurements using an organic dye laser with a short pulse duration of 200 ps. The shortest lifetimes measured by Schade et al. (1990) have been checked using multiple LIF experiments. Eight new lifetime measurements on levels of ionized Cr above 50 000 cm\(^{-1}\) excitation energy values were reported by Nilsson et al. (2006). We selected these levels to re-measure using time resolved LIF on a slow beam of Cr ions. The time resolved LIF experiment at University of Wisconsin (UW) has been used on many atoms and ions since it was built in 1980. Rather than give another detailed description we refer the interested reader to recent work on radiative lifetimes of neutral and ionized vanadium by Den Hartog et al. (2014b). The most important technique used to ensure accuracy of lifetime measurements from the UW LIF experiment is the regular re-measurement of selected benchmark lifetimes. These benchmark lifetimes are from very accurate theory with
uncertainties ≤ 1 %, or from other measurements made with a different technique characterized by different systematic effects and generally smaller total uncertainty. The 3.85 ns radiative lifetime of the \(^3\!P\_3/2\) level of singly ionized Mg (NIST critical compilation of Kelleher & Podobedova 2008; uncertainty of ≤ 1 % at 90 % confidence level) is clearly the best benchmark for lifetime measurements around 4 ns and it is employed here for our Cr II re-measurements. The comparison of Table 1 strongly supports the eight lifetime measurements by Nilsson et al. (2006). The level of agreement in Table 1 is actually not unusual for LIF measurements of radiative lifetimes. It is the BF measurements, especially those spanning large wavelength and intensity ranges, that are the primary challenge. The new lifetime results of Table 1 as well as lifetime results from Schade et al. (1990) are used to put the absolute scale on the transition probabilities in this work on Cr II.

3. BRANCHING FRACTION MEASUREMENTS FOR Cr II

The challenge of BF measurements in Cr II is largely in measuring BFs for weak branches with large wavelength separation from the dominant branches of the common upper level. The large wavelength separation requires great care in establishing a reliable relative radiometric calibration. A range of hollow cathode discharge (HCD) lamp currents is essential to test for possible optical depth error. Optical depth has little effect on the dominant BFs but artificially enhances weak BFs. The sum of all BFs from an upper level is unity by definition and thus the weakest branches inherit most of the uncertainty from relative measurements. The weak branches in Cr II are prone to error from blending with buffer gas, Cr I, and Cr II lines. The preferred technique for
separating a blend with a buffer gas line is to switch from Ar to Ne buffer gas or Ne to Ar. A good technique for separating a blend of a Cr II line with a line of Cr I is based on the current dependence in the ratio of a line pair from a common upper level (e.g. Lawler et al. 2011). First and second spectra lines from HCD lamps generally have rather different current dependence. A current dependence can also indicate an optical depth problem if one of the lines in a pair is a dominant branch. Blends of a pair of Cr II lines are often difficult to separate since both may have a similar current dependence. The recent experimental improvement of both Cr I and Cr II energy level values\(^7\) (Saloman 2012, Sansonetti & Nave 2014, Kramida et al. 2015) enables another blend separation technique on FTS data that can work both for blends of Cr II and Cr I lines as well as pairs of Cr II lines (e.g. Lawler et al. 2015). The internal wave number accuracy and precision of FTS data is better than 1 part in 10\(^7\). The comparison of a center-of-gravity (cog) wave number of a possibly blended feature to Ritz wave numbers for the possibly blended lines is a simple way to identify and/or separate a blended feature. This separation technique works best with a signal-to-noise (S/N) ratio \(\geq 10\) and a Ritz wave number separation \(\geq 0.05\) cm\(^{-1}\). Other advantages of FTS instruments including the broad coverage, high spectral resolving power, and large etendue are well known. Table 2 lists the 18 FTS spectra used in this work on Cr II. The first 10 of the FTS spectra are from the National Solar Observatory (NSO) 1 m FTS (Brault 1976) and are in the public domain\(^8\). These are the same spectra used by Sobeck et al. (2007) for BF measurements on Cr I. Data from two instruments at the National Institute of Standards and Technology (NIST), the VUV Chelsea Instruments FT700 and the 2m optical FTS, are also included

\(^7\) http://physics.nist.gov/asd
and will be available online in the near future. These data were supplemented with data from the UW 3m focal length echelle spectrometer at high wave numbers. The echelle spectra are listed in Table 3.

The relative radiometric calibration of each spectrum is listed in the last column. The use of selected Ar II lines for a relative radiometric calibration is our standard method. This method was established and checked by Adams & Whaling (1981), Danzmann & Kock (1982), Hashiguchi & Hasikuni (1985), and Whaling et al. (1993). It incorporates any effects from loss of lamp window transmittance and/or reflection from the back of the hollow cathode. This method is best established below 35 000 cm⁻¹ and it is supplemented with 3m echelle data of Table 3 for work on Cr II. Some of the Cr/Ne data in Table 1 are calibrated using W-filament spectra. Such standard lamp FTS spectra, when the interferogram center burst is isolated and transformed, are useful for wave numbers above 25 000 cm⁻¹ for overlap with D₂ standard lamp spectra. Other Cr/Ne data are listed as having a “piecewise flat” calibration. Such data with high S/N can be used to improve BFs inside of a Cr II multiplet that covers a small spectral range.

During analysis of the spectra listed in Table 2 and 3, our standard method of looking for all possible transitions between known energy levels of ionized Cr that satisfy the parity change and |ΔJ| ≤ 1 selection rules is used. Of course the analysis is checked against the line list of Sansonetti & Nave (2014) to verify line classifications.

The UV extension above 35 000 cm⁻¹ as well as a final check for optical depth is made using the spectra of Table 3 from the 3m echelle. The heavily used D₂ lamp listed in Table 3 is periodically checked with a second, little used, NIST-traceable D₂ lamp, 8

---

8 FTS data are publicly available at http://diglib.nso.edu/
and against a windowless Ar MiniArc (AMA) (Bridges & Ott 1977) calibrated personally by Dr. Bridges at NIST.

The FTS spectrum with Index # 18 in Table 2 is unique. It was recorded at NIST during 2011 as part of the effort to improve energy level values of Cr II which culminated in the Sansonetti & Nave (2014) paper. It is the only optical spectrum listed in the Sansonetti & Nave paper and it was recorded during conditioning of a newly assembled HCD lamp. The S/N of the optical lines of Cr II in Spectrum #18 is vastly superior to all other FTS data in Table 2. The presence of Balmer lines in this spectrum suggests that the lamp was still slightly contaminated with water vapor while Spectrum # 18 was recorded. Efforts to reproduce Spectrum # 18 have not been successful. Although these data enabled us to measure BFs appreciably smaller than 0.01 for optical lines of Cr II, essentially all of our results for wave numbers below 20 000 cm$^{-1}$ are from this single spectrum. Lines from a single spectrum were typically suppressed in past publications from our collaboration, but kept in the BF normalization. We have included the Cr II optical lines from Spectrum # 18 in our results because the optical lines are important to ground based astronomy. The water vapor in Spectrum #18 likely affected electron emission and sputtering at the cathode but cannot affect measured $gf$-values between well defined (narrow) levels of ionized Cr.

Although a correction is sometimes made for “residuals” or unobserved lines in BF studies, no correction is applied to our BF measurements. The spectra listed in Table 2 and 3, especially Spectrum # 18 of Table 2, enabled us to measure BFs appreciably $<$ 0.01. Contributions of possible infrared (IR) branches beyond the wave number limit of the listed spectra can be neglected because of the short, $< 6$ ns, lifetimes of the ionized Cr.
levels of interest. The transition strength $S$, proportional to the transition electric dipole moment squared, of a dominant UV branch from an upper level of interest is large. An Einstein A coefficient of a possible residual IR line and thus the BF of that line scales as the product of the $S$ of the IR line and its wave number cubed. All lines in the $\approx 40,000$ cm$^{-1}$ to $\approx 10,000$ cm$^{-1}$ range from upper levels of interest are measured in this study. Even if the $S$ of a residual IR line was large, the BF would be suppressed by a factor of $\leq 1/64$ compared to the dominant UV BF(s) near 40,000 cm$^{-1}$ and thus negligible.

The BFs and transition probabilities of lines from the $3d^4(5D)4p{^6}P^o$ levels near 48,500 cm$^{-1}$ are not included in this study. The dominant multiplet from the $z^6P^o$ term near 206 nm has a large separation from the multiplet near 275 nm. These BFs and transition probabilities were measured initially with radiative lifetime normalization from LIF measurements by Bergeson & Lawler (1993), remeasured (e.g. Nilsson et al. 2006), and computed in theoretical studies (e.g. Aashamar & Luke 1994). Improved measurements are possible using our 3m echelle with a lower dispersion prism (e.g. CaF$_2$) as an order separator so that both multiplets are observable with a single prism setting. Remeasurement with the existing fused silica order separating prism in the 3m echelle would not yield improved results for lines from the $z^6P^o$ term because lines of the 206 nm multiplet and the 275 nm multiplet cannot be recorded on a single CCD frame.

As in our earlier papers, uncertainties on final mean BFs are evaluated from the strength of the BFs, the S/N of the spectral lines, and the wave number difference of lines from the common upper level. The conservative estimate of the calibration uncertainty is 0.001 %/cm$^{-1}$ of the difference between a line and the dominant branch(es) from the common upper level (Wickliffe et al. 2000). Of course, this calibration uncertainty
results in uncertainties of about 20% on BFs of the optical lines of Cr II because of the large wave number difference to the dominant UV lines from the upper levels of interest.

4. TRANSITION PROBABILITIES FOR LINES OF Cr II AND COMPARISONS

The 18 FTS spectra of Table 2 in combination with the 3 m echelle spectra of Table 3 yielded BFs for 183 lines. As mentioned above these BFs are combined with radiative lifetimes from LIF measurements by Schade et al. (1990) and with new lifetime measurements for eight levels. The eight new lifetimes agreed very well with earlier measurements by Nilsson et al. (2006). The BF and radiative lifetime fractional uncertainties are combined in quadrature. Radiative lifetime uncertainties tend to dominate final transition probability uncertainties for strong lines of, or near, the dominant branch(es), but in most cases BF uncertainties dominate. Table 4 is a list of the final transition probabilities and uncertainties.

Nilsson et al. (2006) at Lund compared to various published transition probabilities in their paper. We are thus focusing on the 102 lines in common with Nilsson et al. for our comparisons in Figure 1. The error bars in this figure are transition probability uncertainties from both experiments combined in quadrature. Nilsson et al. did not provide separate BF uncertainties. Combined transition probability errors are slight overestimates of the uncertainties on the differences because both data sets have Schade et al. (1990) radiative lifetimes in common. However, those radiative lifetime uncertainties are small, typically less than 5%. The top panel of Figure 1 is typical of BF and transition probability comparisons. The BFs of weak lines are difficult to measure for the reasons discussed above. There are also a few outliers. The bottom panel of
Figure 1 suggests that there are no serious differences in the relative radiometric calibration used by Nilsson et al. and in this work over a factor of two in wavelength.

5. THE CHROMIUM ABUNDANCE IN THE SOLAR PHOTOSPHERE FROM Cr II TRANSITIONS

Sneden et al. (2016; hereafter S16) derived new chromium abundances in the Sun from both neutral and ionized transitions. For Cr I, their standard one-dimensional (1D) local thermodynamic equilibrium (LTE) analysis yielded log ε(Cr I) = 5.650 ± 0.007 (σ = 0.068, 87 lines). Their derived Cr II abundance was nominally in agreement: log ε = 5.630 ± 0.030, but the line-to-line scatter was large (σ = 0.153, from 13 lines). That analysis used transition probabilities mostly from Nilsson et al. (2006), supplemented with a few lines from (Gurrell et al. 2010). Unfortunately the Nilsson et al. and Gurrell et al. studies reported \( g_f \)-values for just 12 lines in the optical spectral region (here, \( \lambda > 400 \) nm), and none with \( \lambda > 484 \) nm. This restriction leaves out many solar photospheric Cr II transitions that could be reliable chromium abundance indicators. The Moore et al. (1966) solar line compendium identifies 86 Cr II lines with \( \lambda > 400 \) nm, and 38 of these lines have \( \lambda > 484 \) nm; the S16 abundance analysis included only seven transitions with \( \lambda > 400 \) nm.

Our new derivation of the photospheric abundance from Cr II lines follows the procedures of our previous Fe-peak studies in this series. Our approach is described in §2 of S16, and additional details can be found in, e.g., Lawler et al. (2015) and Wood et al. (2014a). Here we apply these procedures to Cr II.

\[^9\] The quoted errors, unless stated otherwise, are standard (internal scatter) errors that do not include possible systematic uncertainties.
We begin with a theoretical assessment of the detectability of the Cr II lines, employing the same approximations of our previous papers of this series with a strength factor \( \text{STR} \equiv \log(gf) - \theta \chi \), where \( \chi \) is the excitation potential (E. P.) in eV, and the inverse temperature is \( \theta = 5040 \text{ K/T} \) using an effective photospheric temperature \( T \) in Kelvin. The STR is approximately the log of the equivalent width of a photospheric line with a simple additive offset. A further simplification is our adoption of \( \theta = 1 \), as in previous papers of this series. The \( \log(gf) \) values are those of Table 4. The STR values for our Cr II lines are plotted as a function of wavelength in Figure 2, using red circles to denote those lines that are employed in our solar abundance analysis. A horizontal blue line indicates the approximate STR value of Cr II lines that have extremely small reduced equivalent widths \( \log(\text{RW}) = \log(\text{EW}/\lambda) \approx -6.0 \). Almost all our lines are much stronger than this rough weak-line limit. In fact, the line at 605.3 nm, predicted to be the weakest of all measured Cr II lines, is easily detected at \( \log(\text{EW}/\lambda) = \log(4.5\times10^{-4} \text{ nm}/605.3 \text{ nm}) \approx -6.1 \), and is used in our solar analysis. Therefore we retain all lines of Table 4 for potential use in solar and stellar spectra.

Final line selection for the solar photospheric analysis is accomplished by a straightforward elimination of those Cr II lines that are either too blended with other atomic and/or molecular (CH, CN, OH) contaminants, or are too strong (saturated) to be sensitive to chromium abundance variations. An example of a line rejected for blending problems is that of 461.88 nm: it should be strong in the solar spectrum, but the Moore et al. (1966) solar line compendium indicates that there is also a Fe I line at this wavelength. Our synthetic spectrum computations (see below) suggest that the relative contributions of these two species to the total absorption feature are approximately equal, rendering the
derived chromium abundance from it entirely dependent on the correct treatment of the
Fe I contaminant. This line is discarded from the solar analysis. Many promising Cr II
lines with λ < 350 nm are also hopelessly blended, but the few without significant
contamination problems are too strong. An example here is the line at 336.81 nm:
Moore et al. list its EW as $1.7 \times 10^{-2}$ nm, or $\log(\text{EW}/\lambda) \approx -4.2$, placing it on the
flat/damping part of the curve-of-growth for this line. It therefore is only weakly
sensitive to chromium abundance changes. This line is also discarded.

In the end, 31 out of the original 183 Cr II transitions from Table 4 survive to
participate in the solar abundance calculations. Again referring the reader to S16 for
computational details, we derive line abundances from comparisons of observed
(Delbouille et al. 1973)\(^{10}\) and synthetic photospheric spectra. The synthetic spectra are
computed with the current version of the 1D/LTE analysis code MOOG (Sneden 1973)\(^{11}\).
To keep consistency with our previous papers on iron-group and neutron-capture element
transition data, we used the model solar photosphere of Holweger & Müller (1974),
adopting a microturbulence $v_t = 0.85$ km/s. The creation of atomic and molecular line
lists with the latest laboratory data also has been described in previous papers of this
series. S16 note that although chromium has five naturally occurring isotopes, nearly 84
% of the element exists as $^{52}$Cr in the solar system. Moreover, our inspection of very
high-resolution laboratory spectra does not reveal any detectable line broadening that
could be attributed to isotopic and/or hyperfine substructure. Therefore the Cr II lines in
our syntheses are treated as single absorption features.

\(^{10}\) http://bass2000.obspm.fr/solar_spect.php
\(^{11}\) Available at http://www.as.utexas.edu/~chris/moog.html
Table 5 lists transition parameters and derived photospheric abundances for the Cr II lines. These yield a mean abundance \(< \log \varepsilon(\text{Cr II})> = 5.624 \pm 0.009 (\sigma = 0.049; 31 \text{ lines})\), where \(\log \varepsilon(\text{Cr II})\) means the chromium elemental abundance determined from Cr II. Our new value is statistically the same as that reported by S16: 5.630 \pm 0.030 (\sigma = 0.153; 13 \text{ lines}). However, with double the number of lines and one-third the line-to-line scatter of the earlier result, our new abundance is obviously more reliable; it is a more robust estimate of the photospheric chromium abundance.

There are no new lab data for Cr I transitions, but we revisit the S16 solar photospheric line selections and compute new synthetic spectrum for many lines of this species. These new analyses result in elimination of two lines that were used in Sneden et al. (2016) but are deemed too uncertain to be included in the present study. Table 6 contains the revised Cr I data for 85 lines, from which we derive \(< \log \varepsilon(\text{Cr I})> = 5.644 \pm 0.006 (\sigma = 0.051)\). This is nearly identical to the result of S16, and is in good agreement with our new Cr II abundance.

The Cr I and Cr II photospheric line abundances are plotted as functions of wavelength and excitation energy in Figure 3. There is no apparent correlation of line abundance with wavelength (panel a). However, the wavelength range of useful lines is limited to only part of the optical spectrum, about 400 nm to 600 nm. Line abundance versus lower excitation energy (panel b) also reveals no clear trend. Unfortunately nearly all Cr II lines used in the solar abundance study arise from energy levels near 4 eV, thus little new information is seen in this panel.

Our photospheric chromium abundances, \(<\log \varepsilon> = 5.64 \text{ and } 5.62 \text{ from Cr I and II respectively, are in good agreement with recent literature spectroscopic and meteoritic}\)
values, as summarized in Table 2 of S16. Scott et al. (2015) have thoroughly explored the dependence of photospheric abundances of Fe-peak elements on various modeling assumptions, and their discussion will not be repeated here. Their recommended chromium abundance is log $\varepsilon = 5.62$, from consideration of NLTE line formation and multi-dimensional solar atmospheres. Of most interest here is that they derive log $\varepsilon = 5.65$ from an LTE analysis using the Holweger & Müller (1974) model, which is closest to our abundance assumptions. Further solar spectroscopic chromium modeling studies would be interesting but are beyond the scope of this paper.

6. THE CHROMIUM ABUNDANCE OF HD 84937

Ionized chromium has not been featured in abundance surveys of low metallicity stars because this species has only a few strong transitions in the visible spectral range, $\lambda > 400$ nm. Among large-sample abundances surveys of very low metallicity stars, only Honda et al. (2004), Lai et al. (2008), and Roederer et al. (2014) have included Cr II lines in a systematic fashion. All of these studies (and analyses of individual stars published in other papers) considered the 455.87 nm and 458.82 nm lines. To these lines Lai et al. added measurements of the 311.87 nm, 312.87 nm, 371.52 nm, and 484.82 nm lines, and Roederer et al. added the 340.87 nm and 459.20 nm lines. To our knowledge, the S16 study of the well-know metal-poor halo star HD 84937 is the only one to include a large number (78) of Cr II lines.

With our new lab transition data we repeat the chromium abundance computations of S16. As in our previous lab/stellar studies of Fe-peak elements, we choose this star (a) for its well-determined atmospheric parameters, (b) for its available high-resolution
spectra ranging from the vacuum ultraviolet (UV) to the very red (230 nm to 800 nm),
and (c) for the higher electron and H density of metal-poor dwarf compared to those of a
metal-poor red giant. Earlier papers in this series have given details of atmospheric
parameter determinations, and as before we adopt a model interpolated in the Kurucz
(2011) model atmosphere grid\textsuperscript{12} with effective temperature $T_{\text{eff}} = 6300$ K, gravity $\log(g)$
$= 4.0$, overall model metallicity $[\text{Fe/H}] = -2.15$, and microturbulent velocity $v_t = 1.5$
km/s. For stars in this atmospheric parameter domain, calculated departures from LTE in
Fe metallicity estimates are not large. Bergemann et al. (2012) consider Fe I & II line
formation in the Sun, Procyon, HD 84937, and several other metal-poor stars. They
adopt $T_{\text{eff}} = 6408$ K and $\log(g) = 4.13$ for HD 84937, not too different from our values.
Their derived microturbulence, $v_t \approx 1.4$ km/s, is also similar to our number. From their
data in Table 3 for the Sun and HD 84937, we derive $[\text{Fe I/H}] = -2.11$ and $[\text{Fe II/H}] = -2.12$ with MARCS (Gustafsson et al. 2008) models. Their application of LTE and NLTE
analyses with various model assumptions typically raise these metallicities by about 0.06
dex for Fe I and about 0.03 dex for Fe II.

With a metallicity more than two orders of magnitude less than the Sun, HD 84937
presents a very weak-lined spectrum. This necessitates a fresh Cr II line selection
process. Many useful solar Cr II lines in the $\lambda > 450$ nm domain are undetectably weak in
HD 84937. In compensation, many lines with $\lambda < 400$ nm that are too saturated/blended
for solar abundance analysis (or lie in the vacuum UV) are relatively unsaturated and do
not suffer much contamination from other species in HD 84937.

\textsuperscript{12} available at http://kurucz.harvard.edu/grids.html
Searching for lines from Table 4 in our optical ESO VLT UVES and HST/STIS UV high-resolution spectra (see S16) yields 80 Cr II transitions. We perform synthetic-spectrum analyses in the same manner as we have done for the solar photosphere. For this metal-poor star we use the MOOG version that includes continuum scattering in the source function (Sobeck et al. 2011), but the scattering is negligible; H is dominant, with H I Balmer continuum opacity contributing in the near-UV spectral region. In the end we retain 75 Cr II lines for HD 84937; their parameters and abundances are listed in Table 5. From these we derived a mean abundance $<\log \varepsilon(\text{Cr II})> = 3.417 \pm 0.006 (\sigma = 0.050)$. In Figure 4 we plot the Cr II line abundances versus wavelength and excitation energy; no substantial trends with either quantity are present.

The decrease from the initial list of 80 transitions to the final list of 75 deserves comment. Three of the lines are discarded because we find them to be too blended for reliable chromium abundance estimates. We are unable to identify contamination issues with lines at 265.86 nm and 286.09 nm, even though they yield abundances that are 0.2–0.3 dex higher than nearly all of the useful chromium abundance indicators for HD 84937.

However, the 265 nm and 286 nm lines are members of prominent Cr II multiplets that have been studied for decades, being catalogued in the Ultraviolet Multiplet Table (Moore 1952). The 265 nm line belongs to Moore's UV multiplet 8 ($^6\text{D} - ^6\text{D}$). Table 4 includes 13 members of this multiplet; we report abundances in Table 5 for eight of them, leading to a mean abundance $<\log \varepsilon> = 3.46 (\sigma = 0.08)$. However, the 265 nm transition indicates $\log \varepsilon = 3.67$, more than 2σ from the multiplet mean. Neither the transition probability of this line nor its emission intensity in the Moore table suggests that it should
be much stronger than other multiplet partners. We conclude that the 265 nm line is 
contaminated by a blending agent not included in our synthetic spectrum line list, and we 
drop it from further consideration.

The same arguments can be applied to the line at 286 nm, a member of Moore's 
(1952) UV multiplet 5 (\(6^F - 6^D\)). As in the previous case, Moore gives transition data for 
13 multiplet 5 members, and we report abundances in Table 5 for eight of them. The 
mean abundance is \(<\log \varepsilon> = 3.42 (\sigma = 0.06)\). But for 286.09 nm the derived abundance 
is 3.72, far from the multiplet mean. The transition probability of this line and the 
emission intensity given by Moore do not predict the large absorption strength of 286 nm 
seen in HD 84937, so it too must have a contaminant that is not in our synthetic spectrum 
line list. We also discard this line.

Our new chromium abundance, \(<\log \varepsilon(\text{Cr II})> = 3.417 \pm 0.006 (\sigma = 0.050, 75 
lines)\), is similar to that reported by S16: \(3.437 \pm 0.008 (\sigma = 0.097, 78 \text{ lines})\). However, 
the lines making up these two mean abundances are somewhat different and systematic 
uncertainties, which vary from line-to-line, can overwhelm the small statistical 
uncertainties. There are 67 Cr II lines in common between S16 and the present study, 
which means that we do not include 11 lines reported in S16 and we have 7 lines not 
employed by S16 (compare Table 5 with their Table 4). The agreement between old and 
new abundances affirms that the transition probabilities from Nilsson et al. (2006) and 
Gurrell et al. (2010) are similar to our new values for the Cr II lines that are useful 
abundance indicators in HD 84937.

As done for the solar photosphere in §5, we looked again at the Cr I lines in HD 
84937, and were able to identify 38 usable transitions. Our derived mean abundance is
<log ε(Cr I)> = 3.345 ± 0.014 (σ = 0.089), which is somewhat larger than that reported by S16, 3.304 ± 0.018 (σ = 0.098). More importantly, both values have large internal dispersion and are not in very good agreement with the Cr II abundances of either study. The cause can easily be seen in panel (b) of Figure 4. While the Cr II lines show satisfactorily small scatter with negligible trends in wavelength and excitation energy, the six Cr I lines included here\textsuperscript{13} that arise from its ground level (χ = 0 eV) yield much smaller abundances than all other chromium transitions. From Table 6 we compute <log ε(Cr I, 0 eV)> = 3.19 ± 0.01 (σ = 0.04), while for the other 32 Cr I lines <log ε(Cr I, >0 eV)> = 3.374 ± 0.011 (σ = 0.061).

The Cr I resonance (χ = 0 eV) transitions near 360 nm are rarely employed in large-sample abundance surveys of metal-poor stars. However, the Cr I violet resonance triplet lines of 425.43 nm, 427.48 nm, and 428.97 nm lines figure prominently in such studies. For example, McWilliam et al. (1995) and Cayrel et al (2004) used these lines and four weaker ones (not all of which were detectable in all stars). Barklem et al. (2005) relied exclusively on the violet triplet. Yong et al. (2013) used these and just two higher-excitation Cr I lines. Thus the violet triplet has been the dominant indicator of chromium abundances in metal-poor stars. Only Roederer et al. (2014) systematically measured up to nine higher-excitation Cr I lines, thus muting somewhat the influence of the violet triplet on the derived mean abundances. It is clear that the clash between derived Cr I and Cr II abundances in very metal-poor stars (e.g., Kobayashi et al. 2006, Figures 20 and 21) can be traced to this issue.

\textsuperscript{13} The lines are at (357.87, 359.35, 360.53, 425.43, 427.48, and 428.97) nm.
Of course this leads one to consider the reliability of log\((gf)\) data for resonance lines of Cr I. The BFs of the transitions near 360 nm and the violet triplet of 425.43 nm, 427.48 nm, and 428.97 nm are all nearly 1.0 and thus make no significant contribution to the log\((gf)\) uncertainty. Furthermore the \(z^7P\) upper levels of the violet triplet have multiple independent radiative lifetime measurements using LIF techniques with extremely good agreement at the 0.01 to 0.02 dex level (Cooper et al. 1997, Sobeck et al. 2007 and references therein). The \(y^7P\) upper levels of the 360 nm triplet have fewer measurements but these lifetimes of 6.6 ns are likely to be similarly accurate (Cooper et al. 1997). Since the log\((gf)\) data look to be very reliable, it seems likely that there is some deviation from LTE involving the ground level of the neutral. This NLTE effect on the neutral ground level population of Cr appears to be quite similar to the NLTE effect on the neutral ground level population of Mn (Sneden et al. 2016).

As in previous papers of this series, we find that the internal line-to-line scatter uncertainties for HD 84937 are \(\leq 0.04\) dex. We vary the input model atmospheres for typical Cr II lines and find that if \(T_{\text{eff}}\) is increased by 150 K, then on average \(\Delta(\log \varepsilon) \approx +0.05\); if \(\log(g)\) is increased by 0.3, then \(\Delta(\log \varepsilon) \approx +0.09\); if the metallicity is decreased to \([\text{Fe/H}] = -2.45\), then \(\Delta(\log \varepsilon) \approx 0.00\) (unchanged); and if \(v_i\) is decreased to 1.25 km/s then \(\Delta(\log \varepsilon) \approx +0.00\) to +0.07, depending on the strength of the measured transition. These responses to atmospheric uncertainties are similar to those found for V II (Wood et al. 2014) and Ti II (Wood et al. 2013). This means that \([\text{Cr/V}]\) or \([\text{Cr/Ti}]\) relative abundance ratios that are based on ionized transitions are insensitive to model parameter variations.
Bergemann & Cescutti (2010) made extensive computations to estimate NLTE effects on abundances derived from Cr I and Cr II lines in the Sun and some metal-poor stars, including HD 84937. Their computations suggest large departures from LTE in Cr I, in the sense that the LTE abundances are too low by typically 0.1 to 0.3 dex. For HD 84937 they used nine Cr I lines to derive a recommended mean correction of +0.25 dex to the LTE value. In contrast for Cr II they found only small NLTE abundance corrections, always less than 0.1 dex. They derived a mean correction of +0.06 dex from two Cr II lines in HD 84937. Unfortunately, the Cr II lines in their study included only those with high lower excitation energies, $\chi \approx 4$ eV. Most of our lines arise from levels 1.5 eV to 2.5 eV. It would be of interest in the future to extend the Bergemann & Cescutti computations to this energy range. At any rate, NLTE effects on Cr II lines in HD 84937 appear to be very small.

In addition to the NLTE effects on resonance lines of Mn I and Cr I discussed above, a third NLTE and/or 3D effect described as a "Balmer Dip" in abundance values appears in HD 84937. This expression refers to a dip, $\approx 0.2$ dex, in the abundance value for lines with wavelengths in the vicinity of, and somewhat below, the Balmer limit at 364.5 nm. Roederer et al. (2012) observed the Balmer Dip in this wavelength region using Fe I lines during studies of four metal-poor stars. Several unsuccessful attempts were made to explain the Balmer Dip including tests of various approximations for terminating the Balmer series and selection of a subset of Fe I lines with the most reliable $\log(gf)$ values. Wood et al. (2013) observed the Balmer Dip in HD 84937 using newly measured $\log(gf)$ values for lines of Ti II. The relatively large number of Ti II lines in the Balmer continuum wavelength region enabled Wood et al. to make "cuts" through
abundance data to reveal that the Balmer Dip is primarily due to lines with E.P. values above 1.2 eV. Interestingly, the Ti II lines contributing to the dip are thought to have highly reliable log($gf$) values because the lines are fairly strong branches which are relatively easy to measure and which already have redundant BF measurements (Pickering et al. 2001, Wood et al. 2013). The possibility that the Balmer Dip is a combination of a NLTE and 3D effect is now being explored. Although NLTE effects are detectable in HD 84937, the vast majority of first and second spectra lines of Fe-peak elements yield consistent abundance values (Sneden et al. 2016). Possible correlations of the Cr abundance with the abundance values of other Fe-peak elements are discussed in the next section.

7. CHROMIUM AND THE OTHER IRON-PEAK ELEMENTS

The Fe-peak element chromium is produced in explosive nucleosynthesis in core-collapse supernovae (CCSNe) primarily during ``incomplete Si burning" (e.g. Nakamura et al. 1999; Nomoto et al. 2013). We have previously provided new abundance data for several Fe-peak elements in the Sun and HD 84937 in several recent papers (Sneden et al. 2016 and reference therein). Evidence of a correlation among Sc, Ti and V was found (Sneden et al. 2016) in the data of Roederer et al. (2014). Examination of additional data sets from Yong et al. (2013), Barklem et al (2005) and Cayrel et al. (2004) further support the correlation between Sc and Ti. However, current CCSNe models have difficulty in producing such correlations among these elements (e.g. Sneden et al. 2016). In a manner similar to that followed in Sneden et al. we have compared the Cr...
abundances of Roederer et al. (2014) with our new Cr value for HD 84937 and with other Fe-peak elements.

Examination of the Cr data shown in Figure 5 also suggests a correlation between this element and Ti. We have plotted the metal-poor stellar abundance data sets from Roederer et al. (2014), Barklem et al. (2005), Yong et al. (2013) and Cayrel et al. (2004), and have included results from both neutral and ionized Cr and Ti lines. The symbols and lines are defined in the figure legend. The solid black lines are linear regression fits to five individual stellar data sets: Roederer et. al (2014, Cr II, line a); Barklem et al. (2005, Cr I, line b); Yong et al. (2013, Cr II, line c); Yong et al. (Cr I, line d); and Cayrel et al. (2004, Cr I, line e). We chose not to do a linear regression for the neutral Cr-Ti data points from Roederer et al., as they show large star-to-star scatter in Cr I abundances at all Ti I values.

Examination of Figure 5 reveals that abundances of ionized Cr lines from Roederer et al. (2014) and Yong et al. (2013), as well as those of neutral Cr lines from Barklem et al. (2005) are all clearly correlated with fairly steep regression lines. Other surveys, however, show weaker correlation with flatter regression lines. This may indicate that the Cr abundances derived from Cr I lines suffer from large errors due to NLTE effects (see the discussion of the resonance Cr I lines in §6. We caution, however, that more careful work needs to be done in comparing the neutral and ionized species to discern the details of correlations between Cr and the other iron-peak elements.

The behavior of Ca (the element just below the Fe-peak) compared with the Fe-peak element Ti shows no such correlation as shown in Figure 6. Ca is an alpha element
(Sneden et al. 2008) and it is expected to be produced mostly in explosive burning of oxygen (with some contribution from Ne burning) in massive stars (Thielemann et al. 1996), and thus has a different origin than the correlated iron-peak elements. We have also examined the abundances of Mn as a function of Cr (from the Roederer et al. data set) and show our results in Figure 7. To examine whether there was any correlation between the Cr and Mn data we sorted the [Mn/Fe] data in 0.1 bins. The average values of Cr/Fe in those bins are shown as (green) filled diamonds in Figure 7. It is seen that the [Cr/Fe] value is almost constant, near 0.2 in all the bins (there were no data from approximately -0.9 to -0.81). Additional observational data sets also show no significant correlation in the Mn and Cr data. Thus, our analyses indicate that Cr production is correlated only with the other iron-peak elements Sc, Ti, and V. This, in turn, suggests that all four of these elements are made in a similar manner or together, but not in concert with other heavier iron-peak elements such as Mn as shown in Figure 7 or Ni, or the alpha elements such as Ca as shown in Figure 6. We reiterate the conclusions of Sneden et al. (2016) that the observed elemental abundance ratios of these iron-peak elements can be employed to explore the properties of explosive Si-burning and O-burning regions in, and to constrain models of, CC supernovae. Further, as they noted, this makes clear how important it is to have precise abundances with small uncertainties and reliable atomic physics.

8. SUMMARY

New emission branching fractions from data recorded using three FTS instruments and a 3 m focal length echelle spectrometer are used in combination with
radiative lifetimes from new and published (Schade et al. 1990) LIF measurements to determine accurate, absolute atomic transition probabilities for 183 lines of Cr II. Applications of these new lab data yield Cr abundance values in the Sun and metal-poor star HD 84937 of $\langle \log \varepsilon(\text{Cr II}) \rangle = 5.624 \pm 0.009$ (σ = 0.049, 31 lines) and $\langle \log \varepsilon(\text{Cr II}) = 3.417 \pm 0.006$ (σ = 0.050, 75 lines) respectively, both using the Holweger-Müller (1974) 1D model. Saha balance in both the Sun and HD 84937 is confirmed with determinations of $\langle \log \varepsilon(\text{Cr I}) \rangle = 5.644 \pm 0.006$ (σ = 0.051, 85 lines) and $\langle \log \varepsilon(\text{Cr I, E. P. > 0 eV}) \rangle = 3.374 \pm 0.011$ (σ = 0.061, 32 lines) respectively. The resonance (E. P. = 0 eV) lines of Cr I yield a somewhat lower abundance value in HD 84937. A correlation of Cr (both neutrals and ions) with the iron-peak element Ti is found, suggesting an associated or related nucleosynthetic production. This is the heaviest iron-peak element (along with Ti, V and Sc) that appears to have a similar (or correlated) production history - none of the other iron-peak elements appear to be associated with Cr.
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FIGURE CAPTIONS

Figure 1. (a) Comparison of log($gf$) values for 102 lines from Nilsson et al. (2006) at Lund to our values as a function of log($gf$)$_{\text{This Expt.}}$. The error bars are the uncertainties from Nilsson et al. combined in quadrature with the uncertainty from this experiment. The central line indicates perfect agreement. (b) The same except as a function of wavelength.

Figure 2. Relative strengths STR of Cr II lines versus line wavelength. This figure is constructed in the same manner as Figure 5 of Lawler et al. (2015). The vertical blue line indicates the 3000 Å atmospheric cutoff, and the horizontal blue line is placed where the STR values approach the practical weak-line limit in the photospheric spectrum (reduced widths log($RW$) = −6) for abundance analysis. The black points include all 183 transitions with laboratory data reported here, and those points encircled in red indicate those lines used in our solar abundance determination.

Figure 3. Solar photospheric abundances for Cr I and Cr II lines plotted as functions of wavelength (panel a) and excitation potential (panel b). The statistics for the mean abundances for Cr I (red dots) and Cr II (blue x's) are written in panel (a). In each panel blue solid lines indicate the mean Cr II abundance, and blue dotted lines indicate ±σ deviations from the mean.

Figure 4. HD 84937 abundances for Cr I and Cr II lines plotted as functions of wavelength (panel a) and excitation potential (panel b). The definitions of points and
lines in this figure are the same as in Figure 3. The statistics for the HD 84937 mean abundances are written in the top panel, and we show the Cr I mean with and without inclusion of the six E.P. = 0 eV transitions, which clearly yield very low abundances.

Figure 5. Abundance ratios [Cr/Fe] versus [Ti/Fe]. The filled squares are Cr II and Cr I from Roederer et al. (2014), the filled diamonds Cr II from Barklem et al. (2005), left facing triangles Cr I from Cayrel et al. (2004), crosses Cr II and pluses Cr I from Yong et al. (2013), and the filled circle for HD 84937 is the ratio of the mean Cr derived in this paper with the mean Ti from S16. The horizontal and vertical (dotted) lines denote the solar abundance ratios of these elements. The (sloping) black straight lines are linear regression fits to the data from Roederer et. al (2014) Cr II (line a); Barklem et al. (2005) Cr I (line b); Yong et al. (2013) Cr II (line c); Yong et al. Cr I (line d); and Cayrel et al. (2004) Cr I (line e).

Figure 6. Abundance ratios Ca/Fe versus Cr/Fe from neutral transitions of each element. The symbols and lines are as in Figure 5.

Figure 7. Abundance ratios Mn/Fe versus Cr/Fe for the ionized transitions of each element. The filled circle for HD 84937 is the ratio of the mean Cr derived in this paper with the mean Mn from S16. The green filled diamonds represent average values of [Cr/Fe] within vertical bins of 0.1 in [Mn/Fe], with solid lines connecting the averages. The other symbols and lines are as in Figure 5.
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