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Abstract 

Recent progress in metabolomics has been aided by the development of analysis techniques such as gas and 

liquid chromatography coupled with mass spectrometry (GC-MS and LC-MS) and nuclear magnetic 

resonance (NMR) spectroscopy. The vast quantities of data produced by these techniques has resulted in an 

increase in the use of machine algorithms that can aid in the interpretation of this data, such as principal 

components analysis (PCA) and partial least squares (PLS). Techniques such as these can be applied to 

biomarker discovery, interlaboratory comparison, and clinical diagnoses. However, there is a lingering 

question whether the results of these studies can be applied to broader sets of clinical data, usually taken from 

different data sources. In this work, we address this question by creating a metabolomics workflow that 

combines a previously-published consensus analysis procedure (10.1016/j.chemolab.2016.12.010) with PCA 

and PLS models using uncertainty analysis based on bootstrapping. This workflow is applied to NMR data 

that come from an interlaboratory comparison study using synthetic and biologically-obtained metabolite 

mixtures. The consensus analysis identifies trusted laboratories, whose data are used to create classification 

models that are more reliable than without. With uncertainty analysis, the reliability of the classification can 

be rigorously quantified, both for data from the original set and from new data that the model is analyzing. 
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1 Introduction 

Metabolomics is an emerging field concerned with developing profiles of small molecule 

metabolites in biological systems. These profiles describe the different physiological states, 

including disease states, that a system may adopt. Progress in metabolomics has been aided by the 

advent of analysis technologies for comprehensive metabolic analysis [1]. Different analysis 

techniques have been applied to this problem, including liquid chromatography-mass spectrometry 

(LC-MS) [2-4], ambient ionization mass spectrometry [5-7], ultra-high performance liquid 

chromatography-two-dimensional mass spectrometry (UHPLC-MS/MS) [8-10], nuclear magnetic 

resonance (NMR) spectroscopy [4, 11-13], and Raman spectroscopy [14-16]. Due to this broad 

range of analytical techniques, an enormous volume of data is now available at various levels of 

complexity. Interpretation of such data has required the development of new data analysis 

procedures. 

Principal components analysis (PCA) is perhaps the most widely used data analysis tools used 

in metabolomics [17, 18], partly due to the prevalence of computer packages that implement it and 

the unsupervised nature of the analysis. PCA results in a model that identifies features of the data 

with the greatest variance between measurements. Other common methods include supervised 

approaches such as linear discriminant analysis (LDA) [19, 20], partial least squares-discriminant 

analysis (PLS-DA) [21, 22], support vector machine for classification (SVM-DA) [23-25] and soft 

independent modeling by class analogy (SIMCA) [26]. These supervised methods result in models 

that identify features of the data that are correlated with distinction between classes. 

Quality assurance and control in measurements is a crucial but overlooked component of the 

metabolomics pipeline [27]. Establishing data quality requirements across dispersed, cooperating 

laboratories is a difficult challenge, especially for non-targeted analysis. One approach is to 
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develop data quality metrics for spectral measurements which provide a fair assessment of the raw 

or minimally-processed data which does not rely, for example, on high-level processing such as 

feature selection or compound identification. In previous work [28], we proposed a technique for 

scoring NMR spectral data and determining trusted laboratories based on that scoring process. 

That workflow used a consensus-analysis technique to determine trusted laboratories based on 

their ability to generate reproducible data for simple systems and then used the data from the 

trusted laboratories on a more complex system as an input to a chemometric analysis technique, in 

this case PLS-DA with uncertainty analysis. We used a wrapper to perform a residual bootstrap 

analysis [29, 30] of a standard PLS-DA algorithm. The output is a model that provides an 

uncertainty estimate on all predictions that it makes.  

In this work, we propose to make the previously developed scoring system part of a complete 

chemometric workflow for interlaboratory metabolomics studies. The objective of this work is to 

apply our previous work in uncertainty analysis for PCA and PLS-DA [31] to data obtained from 

a multi-laboratory intercomparison exercise for environmental metabolomics; however, the 

workflow is applicable to any properly designed metabolomics intercomparison study. This 

approach demonstrates the use of different statistical methods to estimate the uncertainty of the 

results obtained by chemometric models in multi-laboratory intercomparison exercises. 

1.1  Quality assurance and quality control in chemometrics 

For data to be broadly useful to the scientific community, that data must be reasonably 

reproducible by any scientist with a similar level of experience and similar instrumentation. A 

recent survey of metabolomics researchers [27] showed that there is a relatively haphazard 

implementation of widely-accepted methods for ensuring quality of measurements, such as 

formalized standard operating procedures (SOPs) or data validation procedures. Interlaboratory 
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studies with defined sample protocols are an important part of encouraging quality control [12, 

32], whether the studies perform spectral feature assessments, pattern recognition assessments or 

quantitative assessments. Our previous analysis of an interlaboratory study [28] set out to score 

laboratories based on direct assessment of minimally-processed, binned spectra using measures of 

geometric closeness of the spectra, avoiding the need for expert evaluation of the data such as 

compound identification or quantification. 

1.2 Uncertainty analysis in chemometrics 

Analytical results are not complete unless they are expressed with the uncertainty in their 

predictions, meaning the range of values that can be reasonably attributed to an analytical result 

considering a defined probability of error (or a level of confidence) [33]. Traditionally, the 

performance of chemometrics models is assessed using statistical parameters based on the model 

prediction error, such as root-mean-squared error of calibration (RMSEC), root-mean-squared 

error of prediction (RMSEP), specificity, sensitivity, and number of misidentified samples. All of 

these metrics give a broad overview of the reliability of the model’s predictions. What is needed, 

however, is a way to assess the prediction uncertainty of a particular unknown case, so that in a 

forensic or clinical environment it is possible to estimate the trustworthiness of any new 

measurement. 

Many publications have explored sample-specific uncertainty and reliability analysis in one 

form or another [34-36], often using some variation on bootstrap analysis [37-43]. For instance, 

Faber and coworkers [44, 45] and Martens and Martens [46] analyzed uncertainty in PLS 

regression using bootstrap and jackknifing. The work of Wentzell and co-workers has probed the 

uncertainty structure of NMR metabolomics data similar to the measurements used here (see [47] 

for an in-depth review and [48] for a recent example). Duewer et al. [49] estimated the uncertainty 
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in factor analysis based on the measurement uncertainty in chemical data. Babamoradi et al. [50] 

performed an uncertainty analysis of the results obtained by PCA using the bootstrap method. The 

same authors also used the bootstrap method to calculate confidence limits for control charts in 

PCA-based batch multivariate statistical process control [51]. Preisner et al. [52] used the bootstrap 

and jackknife methods to estimate bias and variance for non-supervised and supervised 

discrimination models for microorganism data. Conlin et al. [53] used a methodology based on 

bootstrap to estimate the standard deviations of the loading matrix to define confidence bounds for 

contribution plots using simulated data. 

Other studies have investigated PLS-DA to estimate uncertainty or reliability of classified 

samples. Perez et al. [54, 55] used PLS-DA on publicly available data sets to classify the samples 

and obtain an expression for the reliability of classification. Botella et al. [56] used microarray 

data and probabilistic discriminant least squares with reject option to classify biological samples. 

Almeida et al. [29, 30] used PLS-DA with uncertainty estimation to classify banknotes [30] and 

Amazonian rosewood essential oil [29]. There are other algorithms that can be used to calculate 

the measurement uncertainty or reliability reported in literature. Appel et al. [57] in which different 

algorithms were used to express the probabilistic class identification using metabolomics profiles. 

We used the work of Almeida to conduct uncertainty analysis on a molecular-structure model of 

biodegradability developed with PLS-DA [31].  
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2 Computational methods 

2.1 Overview 

As discussed in the introduction, this paper presents a meta-analysis of NMR data using a 

workflow that consists of several previously published components combined into a single 

pipeline. The workflow begins with a consensus-analysis algorithm that ensures all of the NMR 

data being analyzed are drawn from the same distribution [28]. The resulting consensus data set is 

then analyzed using principal components analysis (PCA) with bootstrapping [50] and partial least 

squares discriminant analysis (PLS-DA) [58] with residual bootstrapping [29, 30]. The overall 

procedure is shown graphically in Fig. 1, including outlier detection and the uncertainty analysis. 

The PCA bootstrap is shown graphically in Fig. 2, and the PLS bootstrap in Fig. 3. 

2.2 Outlier detection and consensus analysis 

The consensus analysis algorithm from [28] was designed to ensure that all measurements are 

drawn from similar distributions, or in other words that all measurements are of the same 

fundamental property. In this procedure, the distance between each pair of spectra in a class is 

measured, here using the Jensen-Shannon divergence dJS [59], given by 

      JS KL KL, , ,d d d x y x m y m  , (1) 

where x and y are two spectra, normalized so they integrate to 1, m is the arithmetic mean of x and 

y, and dKL is the Kullback-Leibler divergence, given by 
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where K is the number of spectral elements and the subscript k denotes a particular spectral 

element. This results in a matrix of pairwise distances for each class, which is compressed into a 

vector by taking the row average. The distances are then fit to a lognormal distribution and scored 

based on that distribution. These scores are concatenated into a matrix Z, where Zij denotes the 

score of spectrum i measured by laboratory j relative to the other laboratories measuring spectrum 

i. The statistical distance ti is defined by taking the Euclidean norm across each column of Z, 

 2

1

J

i ijj
t Z


    (3) 

and then this vector t is fit to a lognormal distribution and scored, resulting in a laboratory-level 

score vector z. The consensus data set is identified by removing laboratories with zi values greater 

than 5.2, corresponding to the 95 % confidence interval for the lognormal distribution. 

2.3 Bootstrap uncertainty estimation 

Bootstrapping is used to estimate uncertainty in a statistical model in terms of some kind of 

confidence limit. This approach has been widely documented [38-43, 60]. The bootstrap procedure 

involves creating a large number of new artificial data sets by randomly choosing members from 

the true data set with replacement, then fitting the model to these artificial sets. Statistical analysis 

on these resampled sets can be used to calculate CIs and therefore uncertainties, mainly, in 

situations where sources of uncertainty are difficult to estimate, such as complex mathematical 

models, or even in cases where existing sources of uncertainties are not considered in experimental 

analysis, such as dark uncertainty [61]. In these cases, the bootstrap methodology emerges as an 

effective means of estimating the uncertainty. Some refinements have been made to the bootstrap 

methodology, including the bootstrap Latin partition method (BLP) [62], which uses stratification 

so that every bootstrap sample contains the same proportion of spectra from each group. Such a 
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method ensures that every group is represented in every bootstrap, although it does not allow an 

estimate of the uncertainty due to varying the relative sizes of each group. 

2.4 Principal components analysis and uncertainty estimation 

2.4.1 Principal components analysis 

Principal components analysis (PCA) has been one of the most widespread chemometric 

methods used in chemical sciences [63]. The PCA model can be briefly described through Eq 1, 

 T X TP E   (4) 

where X is the array of mean-centered raw spectral data with I × K matrix, where I is the number 

of measurements and K the number of spectral variables. T is the projection of X onto the subspace 

whose basis vectors form the orthogonal matrix P, and E is the array of residuals. In PCA, T is 

commonly called the score matrix and P the loadings matrix. T is I × L, where L is the number of 

components selected for the decomposition, and P is K × L, ordered column-wise by the size of 

the corresponding eigenvalue. L is the free parameter in the PCA model. If L = R, where R is the 

rank of X, then the PCA model is exact and E is zero. For L < R, then the PCA model becomes 

inexact and E is no longer identically zero. However, this reduction in dimensionality often results 

in interpretable results using just a few principal components rather than the full rank data set. 

2.4.2 Uncertainty estimates in PCA with bootstrap 

When bootstrapping is applied to the PCA, it results in a set of resampled data matrices X*, 

each of whose I rows represent a random selection of the rows of X, and corresponding resampled 

scores T*, resampled loadings P*, and resampled residuals E*. Statistical analysis on the set of 

T* and P* matrices allows the determination of uncertainty in the model. 
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The following procedure is used to assign uncertainty to the PCA scores, as adapted from [50]. 

For each resampled mean-centered data matrix X*, a PCA model and corresponding P* is 

calculated; the dimensionality of this PCA is the same as the original, meaning that P and P* have 

the same dimensions 

 * * *T * X T P E   (5) 

Then, the new scores matrix Tproj is determined by projecting X into the bootstrap space with 

  
*T T

proj T XP R .  (6) 

PCA spaces are unique only to within reflections, so the transformation R is calculated using an 

orthogonal Procrustes algorithm that aligns Tproj with T. The CIs on T are defined by fitting a 

Hotelling T2 distribution to the population of Tproj matrices. The uncertainties in P are calculated 

from calculating CIs for each loading element in the transformed bootstrap, Pproj = RP*. 

2.5 Partial least squares discriminant analysis and uncertainty estimation 

2.5.1 Partial least squares 

Partial least squares (PLS) [58] begins by assuming that the independent mean-centered 

variables X and dependent variables Y are related by 

 
T Y XWQ F   (7) 

where Q and F are the loadings and residuals of Y, respectively, and W is a projection of X into a 

subspace that is a good predictor of Y, commonly called the rotation matrix. W is K × L and Q is 



 

12 

 

1 × L. L is the number of latent variables (LV), which are analogous to the principal components 

in PCA.  The model predictions 
predY  are then given by 

 
T

pred Y XWQ   (8) 

 In the case of PLS-DA, the Y values are class identifiers and we assign them on values of 0 or 

1. The 
predY  vector consists of real numbers and must be interpreted as a class assignment based 

on some thresholding scheme. The assigned class can be determined by determining a class 

decision boundary ybound as discussed in our previous work [31]. Then, the actual class assignment 

is 1 if the corresponding element of
predY is greater than boundy  and 0 otherwise. 

2.5.2 Uncertainty estimates in PLS-DA with residual bootstrap 

Uncertainty estimation using the PLS-DA model is done using the residual bootstrap method 

proposed by Almeida [30], as implemented in our previous work [31]. Briefly, the residual 

bootstrap treats the model residuals as representative of the uncertainty in the model. These 

residuals are randomly sampled and added back onto the model estimates, thus generating a new 

set of model values to be estimated. This procedure differs from bootstrap in that the bootstrap 

sample set contains the same measurements as the original set, just with different Y values. The 

weighted residual weightF  is calculated as per Almeida [30],  

 weight

f1 D I




F
F   (9) 
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 where Df is the number of pseudo-degrees of freedom described by van der Voet [64], given by 

f rms rmscv1D I E E  , where Erms and Ermscv are the root-mean-squared error of calibration and 

cross-validation, respectively. A new dependent variable matrix Y* is generated by sampling from 

the weighted residuals and adding those resampled residuals to the model predicted 
predY  values. 

The residuals are assumed to be representative of the uncertainty in the model, and so a new 

random residual vector *
F  is generated by bootstrapping the residuals. The 

predY  values are 

perturbed by adding the bootstrapped residual, so that 

  
* *

pred Y Y F .  (10) 

A new PLS-DA model is then calculated which has a new set of scores Q* and weights W*. 

The bootstrap predicted values 
* * *T

pred Y XW Q  is calculated, along with the difference between 

*

predY  and  predY , denoted F̂ , 

  * *T Tˆ  F X W Q WQ  .  (11) 

The CIs on each PLS-DA model prediction are then calculated by determining the percentiles of 

each element of F̂ , denoted ˆ
aF . For the 95 % CI, the lower confidence limit 

l,ac  is the 2.5 

percentile and the upper limit u,ac  is the 97.5 percentile. We choose percentile as opposed to other 

methods [42, 65] because it makes no assumptions about the underlying distributions of the data; 

furthermore, the CIs are often asymmetric, suggesting that the predictions are not normally 

distributed. 



 

14 

 

2.5.3 Misclassification probability in PLS-DA 

When uncertainty is considered in the case of a two-class discriminant analysis, the result is 

that there are actually three classes [31]. In addition to the two classes, here labelled as 0 and 1, 

there is an additional class of “unsure.” Samples can be assigned to the “unsure” class based on 

whether their CIs include ybound. It is this additional “unsure” classification that motivates the 

misclassification probability. It should be noted that the misclassification probability presented 

here is not new; it has been presented completely in our previous work [31]. Additional details of 

the discussion are presented here. The misclassification probability of a sample provides a measure 

of trustworthiness for the classification of that sample. To calculate this probability, the model-

predicted values Ypred are treated as normally distributed random variables with mean Y  given by 

the PLS predictions, 

 
* *TY XW Q  , (8) 

Each prediction 
,predaY  has a standard deviation a  given by 

 
 1

4 u, l,a a ac c  
, (9) 

where c values are the upper and lower 95 % confidence limits from the previous section. The CIs 

may not be symmetric but they are usually close enough for this to be a reasonable approximation. 

We then approximate ,predaY  as being normally distributed, that is,  ,pred ,a a aY N Y  . The 

probability of a sample, indexed by a, being assigned to class 0 is then equal to the probability that 

its predication ,predaY is less than the decision threshold ybound, 
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   bound
0, ,pred bound

1
Pr Pr 1 erf

2 2

a
a a

a

y Y
Y y



  
      

   

  (10) 

(see [31]). The probability the sample being assigned to class 1 is  

 
1, 0,Pr 1 Pra a  .  (11) 

If the true class Ya is known, then the misclassification probability Prmisclass is then equal to the 

probability of the wrong class being chosen, which is  

 
misclass, 1 ,Pr Pr

aa Y a  . (12) 

For a new sample with no known true class, Ya in Eq. 12 can be replaced with the corresponding 

assigned value. Such samples must then have Prmisclass < 0.5, and the probabilistic class can only 

ever be 0, 1, or “unsure”; it can never be “definitely wrong” because there is no other truth to 

compare with.  

The misclassification probabilities can be used to assess the trustworthiness of the model. If the 

“unsure” classification means that a sample’s 95 % CI includes ybound, then the sample is in this 

“unsure” class if Prmisclass > 0.025. Additionally, for the samples with a known true class, there is 

a fourth class, which might be called “definitely wrong”. This class would correspond to a sample 

being misclassified by the model and also the 95 % CI not including ybound, equivalent to Prmisclass 

> 0.975. For a model to be trustworthy, all its misclassified samples would be labelled “unsure” 

rather than “definitely wrong”, and as few as possible correctly-classified samples labelled 

“unsure”. A model with a large number of “definitely wrong” training and test samples would not 

be trustworthy, because there is a high likelihood that new samples will be classified incorrectly 
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and be assigned a low Prmisclass. Similarly, a model that classifies most samples as “unsure” is also 

not trustworthy, even if no samples are “definitely wrong”, because such a model would never 

make a prediction that could be relied on.  

We present some examples of hypothetical misclassification probabilities in Table 1. In this 

table, samples A-D are true class 0, samples E-F are true class 1, and samples I-K are of unknown 

class. Samples A-F are being used to validate the model, and so their classes have been determined 

by other means. Samples I-K are being assigned to a class based on the results of this model, and 

so there is no true class assignment available. For samples of known true class, Prmisclass is simply 

the probability of assignment to the opposite class. For instance, Sample A has a Pr1 of 0.01. As 

this is less than 0.025, the sample is probabilistically assigned to class 0. Sample B has a Pr1 of 

0.25, which puts it in the probabilistically unsure class. Sample D has a Pr1 of 0.98, which is greater 

than 0.975 and so the sample is probabilistically classified as “definitely wrong”. Because Samples 

I-K have unknown true class, Prmisclass for them is the probability of being assigned to the opposite 

class from their assigned class. Hence, Sample K is assigned to class 1, but it has a Pr0 of 0.49 and 

assigned to the “unsure” class. 

Table 1. Example misclassification probabilities and corresponding probabilistic interpretations 

Sample Pr0 Pr1 Assigned class True class Prmisclass Probabilistic class 

A 0.99 0.01 0 0 0.01 0 

B 0.75 0.25 0 0 0.25 Unsure 

C 0.49 0.51 1 0 0.51 Unsure 

D 0.02 0.98 1 0 0.98 Definitely wrong 

E 0.02 0.98 1 1 0.02 1 

F 0.01 0.99 1 1 0.01 1 

G 0.98 0.02 0 1 0.98 Definitely wrong 

H 0.99 0.01 0 1 0.99 Definitely wrong 

I 0.01 0.99 1 Unknown 0.01 1 

J 0.98 0.02 0 Unknown 0.02 0 

K 0.49 0.51 1 Unknown 0.49 Unsure 
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3 Data and Implementation 

3.1 Experimental data 

Two data sets were used in this study, both taken from the interlaboratory comparison study in 

Viant et al [66]. In this study, eighteen metabolite mixtures were sent to the participating 

laboratories, and for each sample, ten one-dimensional 1H NMR spectra were obtained on different 

instruments across a range of NMR field strengths. In both in the present study and our previous 

work [28], each instrument has been treated as being completely independent of the others. We 

know that some laboratories contain more than one instrument, which could introduce a correlation 

between instruments in the same laboratory. In [28], we determined that the dominant factor 

influencing the outlier analysis was the NMR field frequency, so the correlation introduced by 

being in the same laboratory is probably small. The spectra are reported as chemical shift 

frequencies in parts per million (ppm), with a range from 10.0 ppm to 0.2 ppm, with a region from 

4.7 ppm to 5.2 ppm excluded due to water solvent suppression artifacts. The spectra are binned 

with a bin width of 0.005 ppm, for a total of 1860 variables in each spectrum. Due to additional 

water suppression artifacts apparent in the spectra, for this analysis, an additional region from 4.2 

ppm to 4.7 ppm was excluded, after which the NMR spectra were renormalized such that the sum 

across each spectrum was 1. 

The set of synthetic data from Viant [66] consists of six synthetic metabolite mixtures (S1-S6), 

each containing the same metabolites in various controlled mixtures; these random concentrations 

were not designed to form a two-class sample set. One mixture, S1, has six replicates, for a total 

of 11 samples and 110 spectra. The set of biological data consists of 12 liver extracts from 

European flounder, six obtained from an unpolluted control site (BC1-BC6) and six from a 
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polluted site (BE1-BE6), forming, in principle, a two-class sample set. One sample, BC1, has three 

replicates, for a total of 14 samples and 140 spectra.  

3.2 Outlier detection and consensus analysis 

In our previous study [28] on this set of data, we performed an outlier-detection analysis to 

determine if there was a subset of the data that was likely to be more internally consistent than the 

complete data set. The outliers that we identified were the 800 MHz NMR spectra and one of the 

600 MHz spectra showed a shifting of its spectral features, which made it difficult to compare it 

with the other spectra. The remaining data form the consensus data set. a set of seven laboratories, 

with 77 synthetic-mixture spectra in total to be compared using PCA and 98 biological-sample 

spectra in total to be compared using PLS-DA. The identification of the 800 MHz data as an outlier 

does not mean that the data is necessarily wrong, as we noted in our previous work [28], but rather 

that it contained information not present in the lower-frequency spectra. 

In a statistical sense, this study identified measurements that are likely drawn from a different 

distribution from the consensus. This is an automated process that does not use any human 

expertise to curate the measurements. That study found a subset of seven instruments that 

consistently produced NMR spectra close to consensus. In this paper, therefore, the chemometric 

analysis is performed only on the spectra from these seven instruments. The code used to perform 

this analysis is available in the supplemental information of our previous study [28]. 

3.3 Implementation of PCA and PLS 

The PCA and PLS models from scikit-learn 0.18 [67, 68] were used. The synthetic mixtures 

were analyzed using PCA and the biological extracts were analyzed using PLS-DA. For the 

synthetic mixtures, a dummy matrix Y was created with 0 identifying the control samples and 1 
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identifying the exposed samples. The number of components for the PCA model was chosen by 

finding the first n components that together explained > 95% of the variance in the NMR spectra. 

The optimal number of LVs in the PLS-DA model was determined by using leave-one-out cross-

validation and minimizing RMSECV. Uncertainty in the PCA model was estimated using 

bootstrapping (Section 2.4) and that in the PLS model using residual bootstrapping (Section 2.5). 

We used 1000 bootstrap samples for this study, but we performed additional tests with 10 000 

bootstrap samples and determined that the results are not strongly dependent on the number of 

samples. The procedure used here is similar to that used in our previous paper on PLS-DA 

uncertainty analysis [31] which has been adapted to the PCA model, and the code is included in 

the supplementary information.  

4 Results 

4.1 Synthetic metabolite mixtures and PCA 

The bootstrapping methodology was first applied to the PCA of the synthetic mixtures. In the 

Viant study, the mixtures were chosen so that they would be easily distinguishable merely by 

examining their NMR spectra, which are shown in Fig. 4. Because the spectra can be visually 

distinguished, the results of the PCA can be easily tested.  

As noted in the introduction, having an idea of the uncertainty in a chemometric analysis is 

crucial in order to properly understand the results. This motivates the uncertainty analysis on the 

PCA using bootstrapping, and the results of this analysis are shown in Fig. 5. For this analysis, six 

PCs are used. These PCs together explain around 97 % of data variance. We knew already that 

there were six substances in the synthetic samples, which corroborates the choice of how many 

PCs to retain. 
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There are two possible estimates of the uncertainty in the PCA predictions, one coming from 

the scatter in the groups and one coming from the bootstrap analysis. For each group, a Hotelling 

T2 [69] 95 % confidence ellipse can be drawn based either on the scatter in the group or the scatter 

in the bootstrap samples for that group; these are shown in Fig. 5a and 5b. Figure 5a has the 95 % 

ellipses based on group size only, and Fig. 5b shows the 95 % ellipses based on both group size 

and bootstrap. The effect of the bootstrap analysis is to introduce a finite size to each sample’s 

location in PCA space, so we would expect the T2 ellipse to be larger when calculated from 

bootstrap than from group size, especially when the group size is small relative to the bootstrap 

scatter size as in groups S1 and S2. However, since the size of the T2 ellipse is proportional to an 

F-statistic based on the number of samples in each group, the T2 ellipse based on group size can 

be larger than that based on bootstrap, especially if the number of samples in a group is small, as 

in groups S4 and S5. The bootstrap scatter size comes from the large number of bootstrap samples 

and already contains information about how the PCA is affected by group size; consequently, the 

F-statistic term has less effect. 

In Fig. 5a, the 95 % confidence limits for all groups show a statistically significant separation. 

The S1 and S4 groups lie close to each other, as do the S2 and S6 groups. The proximity of the 

groups suggests that added uncertainty in the PCA could cause them to merge, and this is indeed 

what we see in Fig. 5b. The S1 and S4 groups merge due to the additional uncertainty from the 

bootstrap, and the S2 and S6 almost merge. 

Because the uncertainty in the classification will depend strongly on the number of PCs in the 

PCA model, it is worthwhile to examine what the uncertainties are in the PCA loadings (P values 

from Eq. 4) of each PC, calculated from the bootstrap results (Eq. 6). The loadings and 

uncertainties for the six PCs are shown in Fig. 6. The first two PCs show strong influence from the 
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spectral features of nicotinic acid, glucose, citrate, and glutamine. These substances are principally 

responsible for the differences among the samples. By comparing the uncertainties with the 

loadings values, we can get an estimate of how significant any particular feature in the loading is. 

The loading uncertainties for the first three PCs are much smaller than the spectral features (~0.2 

for the nicotinic acid peaks as opposed to 0.03 for their uncertainty), which suggests that these PCs 

contain diagnostic information rather than simply instrument-to-instrument variability. The fourth 

and fifth PCs have larger uncertainties relative to the feature size, but the features are still much 

larger than the uncertainties (~0.4 for the alanine peaks as opposed to 0.15 for their uncertainties, 

for instance). Conversely, the uncertainties in the sixth PC are larger than the spectral features, 

suggesting this PC is mostly instrument variability or other ‘noise’.  

 

4.2 Biological metabolite samples and PLS-DA 

Unlike the synthetic mixtures, the biological liver samples are difficult to distinguish visually. 

A representative sample of the NMR spectra are shown in Fig. 7; the spectral features around 3 

ppm to 4 ppm contains much of the information about the samples but is difficult to interpret 

without chemometric methods. In our previous study, we showed that PCA could shed some light 

on the differences between the classes. Here, we show that PLS-DA can be used to separate the 

samples based on whether the fish were from the control or exposed sites and to identify the 

spectral features responsible for that separation. As with PCA, bootstrapping was used to calculate 

the uncertainties in the classifications, scores, and LV loadings; in this case, the residual bootstrap 

method was used as discussed in Section 2.4. The number of LVs was determined by finding the 

first minimum in the root mean squared error of cross-validation, which yielded two LVs. These 

two variables together explain 90 % of the variance among the samples.  
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The most significant output of the model is how it predicts the class of the liver samples, which 

is shown in Fig. 8. This figure shows both the predicted classes and the uncertainty in those 

predictions. Every sample is classified correctly, although the 95 % CIs sometimes reach close to 

ybound so that Prmisclass is finite but still relatively small. This model has a Pearson’s R2 value of 0.87 

and a root mean squared error of 0.177 for the predicted Y values. The result can be compared to 

fitting a PLS model to the full data set without using the consensus analysis procedure; this model 

is shown in Fig. 9. Two samples are classified incorrectly, one of which is definitely misclassified. 

Three additional samples, although classified correctly, are “unsure.” The R2 value is 0.80 and the 

RMS error is 0.222. These results are not terribly worse than the results using the consensus 

analysis procedure. Since there is no test set, however, it cannot be proven that the models are not 

overfitting the data. It is this concern which motivates the cross-validation test. 

In cross-validation, some laboratories are held out as a test set while the PLS-DA model is fit 

against the remaining data, the training set. The accuracy and precision of the model is then judged 

based on how well it performs on the test set. In this case, the test set consisted of three randomly-

selected laboratories and the training set of the remaining four. The PLS-DA classifications for the 

test and training sets are shown in Fig. 10, along with Prmisclass values; likewise, we perform the 

same test using all labs, without using the consensus analysis procedure, and the results are shown 

in Fig. 11. When using consensus analysis, for both the test set and training set, one sample is 

misclassified, and some other correctly-classified samples have error bars large enough to include 

ybound. As such, these samples have a Prmisclass close to 0.5, indicating that the model assigns a low 

degree of assurance to these classifications. The R2 value for classification is 0.82, which is also 

not much worse than without the cross-validation procedure. As an additional test, we repeated the 

cross-validation ten times, the results of which are shown in supplementary Fig. S1. Never more 
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than three samples are misclassified in these validation tests, and none ever definitely wrong. 

Almost all samples are assigned low Prmisclass. We argued in Section 2.8 and in our previous PLS-

DA study [31] that a model could be considered reliable if it assigned low misclassification 

probability to correctly-identified samples and Prmisclass close to 0.5 for misidentified samples. The 

model here does exactly that, and so the model can be said with some assurance to be reliable. 

The situation is much different when using the complete data set, without consensus analysis. 

The R2 value is 0.69, considerably worse than using consensus analysis. Furthermore, nine samples 

from the training and test sets are misclassified, including three as definitely wrong. We repeat the 

test ten times, showing the results in Fig. S2; the results are similar, with never fewer than three 

misclassified samples and, in almost every case, at least one definitely wrong. Therefore, the model 

trained on the complete data set cannot be said to be reliable. 

In addition to how the model classifies the liver samples, it is important to understand the 

physical basis assigned by the model for those classifications. This information comes from 

interpreting the latent variable loading values (the pseudoinverse of the W values from Eq. 4), 

which are shown in Fig. 12. This figure also shows the uncertainties in the latent variables, which 

can help to explain the amount of importance that should be assigned to any particular feature. For 

the first LV (78% explained variance (EV) in X), the uncertainties in the loadings are almost zero 

compared to the loadings themselves (~0.2 for the loadings as opposed to ~0.01 for the 

uncertainties). For the second LV (22% EV in X), the relative uncertainties are much larger (~0.2 

versus ~0.1); similar to the PCA, the large relative uncertainty suggests that the second LV 

contains less useful diagnostic information than the first. 

In the original Viant study [66], PCA was used to identify several metabolites as being 

responsible for separating the exposed-site fish from the control-site fish, namely glucose, lactate, 
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and three unknown substances. Our recent study [28] using PCA combined with outlier analysis 

identified another spectral feature at a frequency shift of approximately 1.5 ppm, although that 

feature was not assigned a chemical identity. This same feature appears prominently in the loadings 

of the first LV, in Fig. 12, indicating that changes in the associated substance can be used to 

separate the exposed-site and control-site fish. The low uncertainty assigned to this spectral feature 

suggests that it has some diagnostic value in distinguishing the two groups. Likewise, a similar 

feature appears in the second LV, but the uncertainty is quite large and so it is likely does not 

contribute to separation along this axis. 

5 Conclusions 

In this work, we have proposed a start-to-finish consistency analysis, consensus analysis, and 

uncertainty analysis workflow for metabolomics and chemometrics more generally. Here, we 

apply this workflow to separation and classification of environmental metabolomics NMR spectra, 

but the workflow is general and will be useful for interlaboratory intercomparison analysis. The 

consistency and consensus analysis portions of the workflow were conducted in an earlier study 

[28] and the results of that analysis were used as an input to an uncertainty algorithm developed 

for partial least squares [31]. 

We used principal components analysis (PCA) and partial least squares discriminant analysis 

(PLS-DA) to separate and classify environmental metabolomics NMR spectra. The PCA was 

conducted on samples of specified composition and the PLS-DA was conducted on fish liver 

samples from an industrially contaminated site and a control site. In all cases, the uncertainty 

analysis results in a differing interpretation from the situation without uncertainty analysis. When 

uncertainty analysis was added to PCA, groups of samples that would have been considered as 
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separate without uncertainty analysis became merged once the uncertainty in the scores was 

included.  

Likewise, the PLS-DA model by itself would have been said to be acceptable without 

uncertainty analysis. With this uncertainty protocol, it becomes possible to classify samples as 

exposed-site and control-site, but also to attach a level of assurance to that classification. In 

particular, even though the PLS-DA model appears to be adequate, the model is able to 

demonstrate different levels of confidence for some classifications, providing a warning that the 

classification may be wrong. The model never makes a confident classification that turns out to be 

wrong (Prmisclass ≈ 1). 

One advantage of the uncertainty analysis performed here is that the bootstrap-based models 

can be provided in the metadata for the analysis, meaning that anyone can take an unknown sample 

and use the model to generate a prediction and uncertainty. Consequently, if the model is used to 

make a prediction in the field, an uncertainty will be assigned to that prediction. The assigned 

uncertainty means that the prediction can be used with substantially more confidence and also 

easily compared with an experimental measurement, if independent verification should be 

necessary. Wider adoption of an uncertainty analysis strategy for model development will help 

address many challenges faced by chemometric model development. 

Disclaimer 
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Figures 

 

Figure 1. Graphical representation of the overall workflow presented in this paper. Synthetic-sample data is used to 

determine the consensus set of laboratories. The synthetic-sample data from these laboratories is passed to PCA with 

bootstrapping, while the biological-sample data is passed to PLS with residual bootstrapping. 
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Figure 2. Graphical representation of the PCA bootstrapping process, adapted from [50]. The X data is sampled with 

replacement, and PCA is performed on each sample. The X data is then projected into the bootstrap PCA space and aligned 

with the original bootstrap scores. Uncertainty in the scores is estimated based on Hotelling distance within each class. 

 

Figure 3. Graphical representation of the PLS residual bootstrapping process. The PLS model is calculated and then a new 

Y data set is constructed by sampling from the residuals of the original model, after which new models are calculated. 

Uncertainty in the PLS predictions is estimated from the predictions of the models on each spectrum. 
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Figure 4. Representative synthetic-mixture NMR spectra with sample labels from Viant, et al. [66] 

 

Figure 5. Principal component scores and uncertainties for the synthetic mixture NMR spectra. Uncertainties in the 

groups are calculated using a the Hotelling T2 95 % confidence ellipse based on a) the scatter in each individual group 

(solid ellipse) and b) the scatter in the bootstrap samples (dashed ellipse). 
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Figure 6. Principal component loadings (black) and uncertainties based on 95 % confidence intervals (red) for the six PCs 

in the PCA model. 

 

Figure 7. Representative biological-sample NMR spectra with sample labels from Viant, et al. [66]. 

 

Figure 8. Sample classification (left) and misclassification probability (right) from partial least squares for the biological-

sample NMR spectra with 95 % confidence uncertainties calculated from the residual bootstrap. Different laboratories 

are separated on the plot by vertical dashed lines and are identified by the laboratory number and NMR field strength 

from Viant, et al. [66]. Data have been screened by the consensus-analysis algorithm [28]. 
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Figure 9. Sample classification (left) and misclassification probability (right) from partial least squares without using the 

consensus-analysis algorithm [28].  This figure is otherwise identical to Fig. 8. 

 

Figure 10. Representative sample classification (left) and misclassification probability (right) from PLS with cross-

validation for the biological-sample NMR spectra with 95 % confidence uncertainties calculated from the residual 

bootstrap. Different laboratories are separated by dashed vertical lines and are identified by the laboratory number and 

NMR field strength from Viant, et al. [66]. The test and training set are separated by the vertical dash-dot line (between 

lab 0333 and 0711). Misclassification probabilities for the training set are shown with open circles and for the test set with 

closed circles. Data have been screened by the consensus-analysis algorithm [28]. 
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Figure 11. Representative sample classification (left) and misclassification probability (right) from PLS with cross-

validation without using the consensus-analysis algorithm [28]. This figure is otherwise identical to Fig. 10 

 

 

 

Figure 12. Latent variable loadings (black) and uncertainties based on 95 % confidence intervals (red) for the two LVs in 

the PLS model. Spectral features identified in the Viant, et al. study are marked with vertical lines. Glucose is blue, 

lactate is cyan, and the three unknown metabolites are red, magenta (dash-dot), and green (dash-dot). 
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