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#### Abstract

In this study, we design and implement two algorithms for dynamic spectrum access that are based on survival analysis. They use a non-parametric estimate of the cumulative hazard function to predict the remaining idle time available for secondary transmission subject to the constraint of a preset probability of successful completion. In addition to theoretical performance analysis of the algorithms, we evaluate them using data collected from a long term evolution band to model primary user activity to demonstrate their effectiveness in real-world scenarios, even at fine time scales. The algorithms are run in different configurations, i.e., they are trained and run on a few combinations of data sets. Our results show that as long as the cumulative hazard functions are fairly similar across datasets, the algorithms can be trained on one dataset and run on that of another without any significant degradation of performance. The algorithms achieve fairly high white space utilization and have a measured probability of interference that is at or below the preset threshold.


Index Terms-Dynamic spectrum access, spectrum sharing, survival analysis, hazard function.

## I. Introduction

DYNAMIC spectrum access (DSA) seems poised to mitigate the problem of spectrum scarcity. In a typical DSA scenario, a primary user (PU) has priority access to a given band. A secondary user (SU) can transmit during unoccupied (idle) periods opportunistically but must vacate when the PU needs the band again. In order to make efficient use of the spectrum in a DSA environment, an accurate and useful model of spectrum occupancy is needed.
Spectrum occupancy refers to whether or not a particular channel or band is occupied. In this paper, we use the term channel to denote the smallest allocable range of frequencies within a particular communications technology, e.g., 180 kHz for Long Term Evolution (LTE). A band is comprised of multiple channels and represents a single service, e.g., there are 50 channels in a 10 MHz LTE uplink band. We model the

[^0]occupancy of a given channel as a two-state (binary) random process similar to that used by Spaulding and Hagn [2]:
\[

X(t)=\left\{$$
\begin{array}{l}
1 \text { if } P_{R}(t)>P_{t h}  \tag{1}\\
0 \text { otherwise }
\end{array}
$$\right.
\]

where $P_{R}(t)$ is the signal power observed at the receiver at time $t$ and $P_{t h}$ is a threshold value. $X(t)=1$ represents the occupied state and $X(t)=0$ represents the unoccupied state.

## A. Previous Work

Various models have been proposed in the literature for spectrum occupancy. A two state Discrete-Time Markov Chain (DTMC) has been used to model spectrum occupancy in [3]. However, stationary DTMC models have been found to be inadequate to represent idle and busy periods. Hence, López-Benítez and Casadevall [3] have proposed a timeinhomogeneous DTMC model. Some authors have also used semi-Markov models for spectrum occupancy [4]. This study assumes a general distribution (rather than exponential) for the idle and busy periods of the spectrum. Further, since there are only two states (ON/OFF), the process is also analyzed as an Alternating Renewal Process [4], [5].

Continuous-Time Markov Chain (CTMC) based models have also been used to represent spectrum idle and busy periods. Since some measurement studies have shown that the ON and OFF periods of spectrum are not exponentially distributed, Geirhofer et al. [6], [7] and Stabellini [8] have used semi-Markov models for the purpose. Model occupancy of adjacent channels has been modeled as a two-dimensional Markov chain by Gibson and Arnett [9], [10].

Some studies have shown that busy and idle periods of spectrum exhibit negative correlation, i.e., the idle period following a long busy period is typically short and vice-versa [11]. In this study, the authors have proposed time-correlation models for periodic and non-periodic auto-correlation functions.

There have been few models proposed for predicting spectrum occupancy, which is critical to allocating spectrum to the secondary users. The Partially-Observable Markov Decision Process (POMDP) model has been proposed in [12]. The spectrum sharing scheme proposed in [13] is based on prediction of spectrum occupancy by the primary users in terms of the expected remaining OFF time. A two state semi-Markov model proposed in [4] is used to estimate the distribution parameters of ON/OFF periods. Some methodologies proposed in the literature indirectly predict spectrum occupancy by limiting the duration of transmission of the secondary user (SU) to some constraint. In [14], the transmission duration
of an SU is based on the maximum bound on probability of interference to the primary user (PU). Residual idle time of an Alternating Renewal Process is used in [5] to indirectly predict reappearance of the PU. Some researchers have used a Restless Multiarm Bandit formulation for opportunistic channel access [15], [16]. Researchers have also looked at pattern mining of spectrum occupancy data to predict channel availability [17], [18].

## B. Motivation for Present Work

The motivation behind the present work is threefold. We want to develop a prediction scheme that is robust, flexible and useful even for very fine time scales. We assume centrally co-ordinated scheduling for the SUs. The scheduler knows when the primary user is no longer active, and when an SU requests a transmission opportunity, the scheduler grants or denies the SU request. Our scheme is not limited to a centralized scheduling architecture, however. It can be used in a carrier sense multiple access (CSMA) system as well. In such a system, the SUs would sense the channel and use our algorithms to predict residual idle time before transmitting as a form of collision avoidance. Analysis and application of prediction schemes presented in this paper to a CSMA based system is beyond the scope of this study.

Most of the stochastic based schemes in the literature either assume a certain distribution (e.g., exponential) of spectrum occupancy data or require that a distribution be fitted to a set of observed data. This study does not have such a requirement. It uses a non-parametric estimate of the cumulative hazard function from historical data to grant dynamic access to the SUs. Hence, our scheme is much simpler to implement in practice.

Finally, most of the DSA schemes in the literature are run over simulated spectrum occupancy data. We ran our algorithms over real spectrum occupancy data to show that they are suitable for implementation on practical systems. We collected occupancy data in the uplink of LTE Band 17, which is centered at 709 MHz with a 10 MHz bandwidth. From these collected datasets we observed that there was a useable amount of white space available in the LTE uplink during peak hours (e.g., 3 PM to 4 PM). During off-peak hours (e.g., 3 AM to 4 AM ), the band was very rarely busy. We believe it is possible to exploit white space in the LTE uplink, especially during off-peak hours, for applications that require small and non-delay sensitive data transmissions (e.g., utility meter reading). Hence, we show the effectiveness of our DSA algorithms over this LTE band.

We also envision that our scheme (or some variation thereof) may be used in the Spectrum Sharing architecture proposed in the 3.5 GHz band [19]. In this architecture, there will be three tiers of users in the band. First tier users have the highest priority, but they use the band infrequently. The tier two users, called Priority Access Layer (PAL) users, will be LTE carriers and have medium priority. When tier 1 and tier 2 users are not present in the band, it can be used by tier 3 users called General Authorized Access (GAA) users. It is conceivable that a PAL user can sell its white space (idle time) to users who can make use of transmission opportunities on the order of milliseconds as long as the interference to PAL users remains


Fig. 1. SU request.
below an agreed threshold. While our scheme is not specific to a particular type or class of SUs, we anticipate increased future traffic from Internet of things (IoT) devices and machine-tomachine (M2M) communications. The result is a large number of entities that each have small, infrequent, non-delay-sensitive data transmissions and can make use of even brief PU idle periods. These opportunistic users can implement our scheme to exploit PAL white spaces.

Let us now define the prediction problem upon which our DSA algorithms are based more precisely. We are concerned with how long the channel has been unoccupied by the PU and how much longer the channel will remain unoccupied. Specifically, given that the channel has been unoccupied by the PU for duration $t$ when a request from an SU arrives to transmit for a duration $\tau$, what is the probability that the SU will be able to complete the transmission before the PU appears on the channel? Figure 1 illustrates the relationship between the PU and SU.

The remainder of this paper is structured as follows. Section II formulates the prediction problem in terms of survival analysis, resulting in two algorithms for secondary channel requests. Section III presents proofs that the probability of interference threshold is also an upper bound of the overall probability of SUs and the PU experiencing interference. Section IV describes the collected data, simulation environment and metrics we used to evaluate the algorithms. Section V presents our results. Section VI interprets the results and discusses future work.

## II. Prediction Algorithms

## A. Survival Analysis

Survival analysis has been used to analyze statistical properties of the duration of time until an event, such as failure in a mechanical system, occurs [20]. Our prediction problem can be solved by using survival analysis as presented below.

Let $T_{1}, S_{1}, T_{2}, S_{2}, \ldots$, represent the successive idle and busy periods of the spectrum. Thus $T_{i}$ and $S_{i}$ represent the $i^{\text {th }}$ idle and busy periods respectively. The $T_{i}$ 's can be thought of as survival times. That is, an idle period survives only until the channel becomes busy again. Let random variable $T$ represent an arbitrary survival time and $0<p<1$ an adjustable parameter. Assuming the $T_{i}$ 's are independent and identically distributed as $T$, our prediction problem can be represented by the hypothesis test given by

$$
\begin{align*}
& \mathcal{H}_{0}: P[T \geq t+\tau \mid T \geq t]>p \quad \text { versus } \\
& \mathcal{H}_{1}: P[T \geq t+\tau \mid T \geq t] \leq p \tag{2}
\end{align*}
$$

$\mathcal{H}_{0}$ holds if the idle period, having lasted $t$ units of time, lasts $\tau$ more units of time with probability greater than $p$. Note that $p$ represents the probability of successful transmission for duration $\tau$, given that the channel has been idle for duration $t$.

The basic functions of survival analysis are the survival function and the hazard function. The survival function at time $t$ is the probability of surviving at least $t$ units of time and is given by

$$
\begin{equation*}
S(t)=P[T \geq t]=1-F(t)=\int_{t}^{\infty} f(s) d s \tag{3}
\end{equation*}
$$

where $f(s)$ and $F(t)$ are the probability density function and cumulative distribution function of $T$, respectively. The hazard function is the probability of instantaneous failure at time $t$ given survival up to time $t$ and indicates the risk of failure at time $t$. The hazard function is given by

$$
\begin{align*}
h(t) & =\lim _{\delta t \rightarrow 0} \frac{P[t \leq T<t+\delta t \mid T \geq t]}{\delta t} \\
& =\lim _{\delta t \rightarrow 0} \frac{P[t \leq T<t+\delta t]}{P[T \geq t] \cdot \delta t} \\
& =\frac{1}{P[T \geq t]} \cdot \lim _{\delta t \rightarrow 0} \frac{P[t \leq T<t+\delta t]}{\delta t} \\
& =\frac{f(t)}{S(t)} \tag{4}
\end{align*}
$$

From (3), it is clear that the derivative of $S(t)$ is $-f(t)$. Hence, (4) can be rewritten as

$$
\begin{equation*}
h(t)=-\frac{d}{d t} \log S(t) \tag{5}
\end{equation*}
$$

Now integrating both sides of (5) from 0 to $t$, noting that $S(0)=1$ and finally taking the exponential on both the sides, we have

$$
\begin{equation*}
S(t)=\exp \left(-\int_{0}^{t} h(s) d s\right) \tag{6}
\end{equation*}
$$

The function important to us is the cumulative hazard function, defined by $H(t)=\int_{0}^{t} h(s) d s, t \geq 0$. Using (6) we have

$$
\begin{align*}
P[T \geq t+\tau \mid T \geq t] & =\frac{P[T \geq t+\tau]}{P[T \geq t]} \\
& =\exp \left(-\int_{0}^{t+\tau} h(s)+\int_{0}^{t} h(s) d s\right) \\
& =\exp (-[H(t+\tau)-H(t)]) \tag{7}
\end{align*}
$$

Thus, using (7) the hypotheses in (2) can be expressed as

$$
\begin{align*}
& \mathcal{H}_{0}: \exp (-[H(t+\tau)-H(t)])>p \quad \text { versus } \\
& \mathcal{H}_{1}: \exp (-[H(t+\tau)-H(t)]) \leq p \tag{8}
\end{align*}
$$

Having observed a large sample $T_{1}, T_{2}, \ldots, T_{n}$ of $n$ survival times, a non-parametric estimate of the survival function can be computed using the empirical distribution function, $F_{n}(t)$ of the data $T_{i}, i=1, \ldots, n$, as shown below.

$$
\begin{equation*}
S_{n}(t)=1-F_{n}(t)=1-\frac{1}{n} \sum_{i=1}^{n} 1_{T_{i}<t} \tag{9}
\end{equation*}
$$

where $1_{A}$ is the indicator function for event $A$.
Let $T_{(1)} \leq T_{(2)} \cdots \leq T_{(n)}$ be the ordered $T_{i}, i=1, \ldots, n$. Then the survival function at any $T_{(i)}$ can be computed using (9) as follows.

$$
\begin{align*}
S_{n}\left(T_{(i)}\right) & =1-\frac{1}{n} \sum_{j=1}^{n} 1_{T_{j}<T_{(i)}} \\
& =1-\frac{1}{n} \cdot(i-1)=\frac{n-i+1}{n} \tag{10}
\end{align*}
$$

In the above derivation, we used the fact that exactly $(i-1)$ values of $T_{i}$ are strictly less than $T_{(i)}$. The empirical density function is

$$
\begin{equation*}
f_{n}\left(T_{(i)}\right)=\frac{1}{n} \quad \text { and zero elsewhere } \tag{11}
\end{equation*}
$$

because mass $1 / n$ is put at each $T_{(i)}, i=1, \ldots, n$. Since $h(t)=$ $f(t) / S(t)$ from (4), using (10) and (11) we get the following empirical estimate of $h(t)$

$$
\begin{aligned}
h_{n}\left(T_{(i)}\right) & =\frac{1}{n-i+1} \text { for } i=1,2, \ldots, n \\
h_{n}(t) & =0 \text { for all other } t
\end{aligned}
$$

Using the definition of the cumulative hazard function, an estimate of it is

$$
\begin{equation*}
H_{n}(t)=\sum_{i: T_{(i)} \leq t} \frac{1}{n-i+1} \tag{12}
\end{equation*}
$$

Our test statistic is based on the difference of the cumulative hazard function at two different times. An estimate for the difference of the cumulative hazard function at two different times is given by

$$
\begin{equation*}
H_{n}(t+\tau)-H_{n}(t)=\sum_{i: t \leq T_{(i)} \leq t+\tau} \frac{1}{n-i+1} \tag{13}
\end{equation*}
$$

Note that this is a form of the well-known Nelson-Aalen estimator for the cumulative hazard function. We used a more general form of $H_{n}(t)$ to account for duplicate values of $T_{(i)}$, that is, multiple idle times of the same duration [21]. Therefore, after simple manipulation of $\mathcal{H}_{0}$ in (8), our prediction algorithms are formulated in terms of an approximate test statistic,

$$
\begin{equation*}
\text { Reject } \mathcal{H}_{0} \text { if : } H_{n}(t+\tau)-H_{n}(t) \geq(-\ln p) \tag{14}
\end{equation*}
$$

## B. Definition of Algorithms

Below are two formulations of the prediction algorithm. Algorithm 1 is a request to transmit on a channel for duration $\tau$. If the channel is occupied at the time of request, the request is denied. If the channel is not occupied, then the algorithm grants the request if it determines that the probability of a successful transmission (i.e., the probability of completing the transmission without colliding with the PU ) is above a given threshold.
Algorithm 2 returns the longest estimated duration available for transmission for a request made at a particular time. The time returned is the largest value for which the probability of successful transmission exceeds the given threshold or, equivalently, the largest $\tau$ in $\left[0, T_{(n)}\right]$ that satisfies $H_{n}\left(t_{0}+\right.$ $\tau)-H_{n}\left(t_{0}\right)<\theta$. This $\tau$ can be found using a binary search over the $n$ ordered idle times used to compute $H_{n}(t),\left\{T_{(i)}\right\}$. Alternatively, a closed-form expression for $\tau$ can be derived as follows.

We want to find the largest $\tau$ such that

$$
H\left(t_{0}+\tau\right)-H\left(t_{0}\right)<\theta
$$

Since $H(t)$ is monotonically non-decreasing, and $t_{0}$ and $\tau$ are positive, we can find the optimal $\tau$ by solving

$$
\begin{equation*}
H\left(t_{0}+\tau\right)-H\left(t_{0}\right)=\theta \tag{15}
\end{equation*}
$$

```
Algorithm 1 Request Channel for \tau Seconds
    input:
    \tau - the transmit duration requested
    parameters:
    p-the probability of successful transmission
    output: Grant or Deny
    if occupied then
        return Deny
    end if
    0:= - ln p
    Wn}:=\mp@subsup{H}{n}{}(\mp@subsup{t}{0}{}+\tau)-\mp@subsup{H}{n}{}(\mp@subsup{t}{0}{}
    if }\mp@subsup{W}{n}{}<0\mathrm{ then
        return Grant
    else
        return Deny
    end if
```

    \(H_{n}(t)\) - the estimated cumulative hazard function
    \(t_{0}\) - the time elapsed since end of last transmission
    Recall that from (7)

$$
\begin{equation*}
e^{-\left(H\left(t_{0}+\tau\right)-H\left(t_{0}\right)\right)}=\frac{P\left[T>t_{0}+\tau\right]}{P\left[T>t_{0}\right]}=\frac{\bar{F}\left(t_{0}+\tau\right)}{\bar{F}\left(t_{0}\right)} \tag{16}
\end{equation*}
$$

where $\bar{F}(t)=1-F(t)$, and $F(t)$ is the cumulative distribution function of $T$ as defined above. By raising $e$ to the negative power of both sides of (15), we get

$$
\begin{equation*}
e^{-\left(H\left(t_{0}+\tau\right)-H\left(t_{0}\right)\right)}=e^{-\theta} \tag{17}
\end{equation*}
$$

Then, using the relation in (16),

$$
\begin{equation*}
\frac{\bar{F}\left(t_{0}+\tau\right)}{\bar{F}\left(t_{0}\right)}=e^{-\theta} \tag{18}
\end{equation*}
$$

Recalling that $\theta=-\ln p$, we have

$$
\begin{equation*}
\frac{\bar{F}\left(t_{0}+\tau\right)}{\bar{F}\left(t_{0}\right)}=p \tag{19}
\end{equation*}
$$

Using the quantile function $q_{F}(\alpha)=F^{-1}(\alpha)$, we solve (19) to find the optimal value of $\tau$,

$$
\begin{align*}
\bar{F}\left(t_{o}+\tau\right) & =p \bar{F}\left(t_{0}\right) \\
1-F\left(t_{o}+\tau\right) & =p \bar{F}\left(t_{0}\right) \\
F\left(t_{o}+\tau\right) & =1-p \bar{F}\left(t_{0}\right) \\
t_{0}+\tau & =q_{F}\left(1-p \bar{F}\left(t_{0}\right)\right) \\
\tau & =q_{F}\left(1-p \bar{F}\left(t_{0}\right)\right)-t_{0} . \tag{20}
\end{align*}
$$

Thus, one can use $\hat{\tau}_{n}=q_{F_{n}}\left(1-p \bar{F}_{n}\left(t_{0}\right)\right)-t_{0}$ as an estimate of the maximum transmit time $\tau$ in Algorithm 2. For any value $b, 0 \leq b \leq 1, q_{F_{n}}(b)$ is $100 b^{t h}$ sample quantile of the data $\left\{T_{1}, T_{2}, \ldots, T_{n}\right\}$. In the expression for $\hat{\tau}_{n}, b=1-p \bar{F}_{n}\left(t_{0}\right)$.

## III. Probability of Interference

Having defined the algorithms, we now prove that $(1-p)$ defines an upper bound on the overall probability of interference to both the PU and the SUs. This distinguishes Algorithms 1 and 2 from other approaches to DSA in that

```
Algorithm 2 Request Maximum Channel Availability
    parameters:
    Hn}(t)\mathrm{ - the estimated cumulative hazard function
    {T}\mp@subsup{T}{(i)}{}}\mathrm{ - the }n\mathrm{ ordered idle times used to compute }\mp@subsup{H}{n}{}(t
    to - the time elapsed since end of last transmission
    p-the probability of successful transmission
    output: }\tau\mathrm{ - the maximum transmit time available now
    if occupied then
        return 0
    end if
    0:= - ln p
    Find largest \tau in [0, T(n)}]\mathrm{ such that }\mp@subsup{H}{n}{}(\mp@subsup{t}{0}{}+\tau)-\mp@subsup{H}{n}{}(\mp@subsup{t}{0}{})<
    return }
```

they are tunable by a well-defined, intuitive and critical system parameter. These statistical guarantees are important and useful when defining service contracts between tiers in a spectrum sharing system. The value of $p$ will likely be set by either regulation or by contract.

We first show that both algorithms provide a statistical guarantee on the probability of interference to both the PU and the SUs. Both algorithms have a tunable parameter $p$ that is the requested minimum probability of successful transmission for a given request. Thus, $(1-p)$ is the maximum allowable probability of interference (PoI) for each individual SU request for spectrum.

Note that $p$ and, by extension, $(1-p)$ are run-time parameters that are independent of the estimate of the cumulative hazard function. That is, they are independent of the training data set. In general, $p$ can be different from one request to another, though we anticipate $p$ will be fixed for a given service based on the PU and SU requirements.

Although $p$ and $(1-p)$ are per-request probabilities, we can show that if they remain constant over a period of time, then they serve as lower and upper bounds on the overall probabilities of success and interference, respectively, during that time period. Specifically, $(1-p)$ is an upper bound on both the overall probability of an SU transmission experiencing interference, and $(1-p)$ is an upper bound on the overall probability of a PU transmission experiencing interference. We prove both of these assertions below. In our proofs, we assume that the estimated cumulative hazard function of the PU idle time lengths, $H_{n}(t)$, is equal to the true cumulative hazard function, $H(t)$.

That $(1-p)$ is an upper bound on the probability of SU transmissions is intuitive, and its proof is straightforward. By the definition of both Algorithm 1 and Algorithm 2, $(1-p)$ is always greater than or equal to the probability of any individual granted SU request being interfered with. There are three cases of SU activity during a PU idle period. The first is that no SU requests are granted during the idle period. No interference can occur in this case. The second case is that exactly one SU request is granted in an idle period. The probability that it can be interfered with is less than or equal to $(1-p)$. The third case is that two or more SU requests are granted in an idle period. If this happens, then by the definition of the
algorithm only the last SU request granted can be interfered with, with probability less than or equal to $(1-p)$. Thus, the overall probability of interference to the SU is less than or equal to $(1-p)$.

We now show that $1-p$ in Algorithm 1 is an upper bound on the overall probability of a PU being interfered with. A PU transmission starts after an idle period of length $T$. For any given idle period $T$ preceding a PU transmission, interference to the PU occurs when the following two conditions are true:

1) an SU is granted permission to transmit at time $t_{0}$ for a duration $\tau$ and
2) $t_{0}+\tau>T$

During any given idle period preceding a PU transmission, there are two cases of SU activity. The first is that no SU transmission requests are granted. In this case, the probability of the PU being interfered with is zero. The second case is that one or more SU transmission requests are granted. In this case, by definition, only the last (latest in time) granted SU request can interfere with the PU. The probability of the final granted SU transmission during an idle period interfering with the PU is

$$
\begin{equation*}
P\left[t_{0}+\tau>T\right] \tag{21}
\end{equation*}
$$

From the definition of Algorithm 1, we know that if this last request was granted, then the following must be true: $W_{n}<\theta$ and $T>t_{0}$. Therefore, the proof proceeds as follows:

$$
\begin{align*}
W_{n} & <\theta  \tag{22}\\
H\left(t_{0}+\tau\right)-H\left(t_{0}\right) & <\theta \quad / / \text { Definition of } W_{n} \\
e^{-\left[H\left(t_{0}+\tau\right)-H\left(t_{0}\right)\right]} & >e^{-\theta} \\
e^{-\left[H\left(t_{0}+\tau\right)-H\left(t_{0}\right)\right]} & >p \\
\frac{P\left[T \geq t_{0}+\tau\right]}{P\left[T \geq t_{0}\right]} & >p \quad / / \text { From Equation }(7) \\
P\left[T \geq t_{0}+\tau\right] & >p \quad / / \text { Since } P\left[T>t_{0}\right]=1 \\
1-P\left[t_{0}+\tau>T\right] & >p \\
P\left[t_{0}+\tau>T\right] & <1-p \tag{23}
\end{align*}
$$

Thus, in both cases, the probability of interference is less than or equal to $1-p$, making the overall probability of interference to the PU necessarily less than or equal to $1-p$. Though we developed the proof for Algorithm 1, it is also valid for Algorithm 2, as the condition on $\tau$ is equivalent to the first statement of our proof, $W_{n}<\theta$.

## IV. Evaluation

Our algorithm is non-parametric; thus, to demonstrate its effectiveness we used a real PU signal, not a modeled one that follows a distribution. We used captured LTE uplink spectrum occupancy data to represent our PU. However, the requirements for SU traffic are different. We need a well-understood and easily interpreted SU traffic model in order to evaluate its performance. Therefore, we assume there is a group of undetermined number of SUs whose aggregate requests for spectrum usage can be modeled as a Poisson arrival process. That is, the inter-arrival times of requests from the SUs are exponentially distributed.

## A. Data Collection

Data was collected in Band 17, a 10 MHz uplink (UL) LTE band centered at 709 MHz . A small 10.78 cm rubber duck antenna was connected to an Ettus Universal Sofware Radio Peripheral (USRP) ${ }^{1}$ running USRP hardware driver (UHD) version 003.009.001 and GNU Radio version 3.7.9rc1. The sampling rate was 12.5 MHz , resulting in one complex-valued sample, with in-phase and quadrature (I/Q) components every 80 ns . Every $50 \mu \mathrm{~s}, 625$ consecutive I/Q samples were used to compute a power spectrum over that interval. The power spectra of 20 consecutive $50 \mu$ s periods were averaged, and the coefficients were binned to produce a 56 point power spectrum for each 1 ms period. Each power spectrum coefficient is an 8 bit signed integer representing a decibel ( dB ) value rounded to the nearest integer. Each coefficient corresponds to the power in dB over a 180 kHz range. The middle 50 coefficients correspond to the 50 LTE channels.

An LTE resource block (RB) is 180 kHz wide in frequency and is one slot ( 0.5 ms ) in duration. Thus, our collected dataset consists of an integer power value, in dB, for each pair of RBs. RBs are allocated in pairs, and there are two RBs per LTE subframe ( 1.0 ms ). In [1] we used the same data collection procedure but added an additional step, taking the peak power value over 100 ms . The higher resolution (in time) dataset in this paper lets us evaluate our algorithms on a different time scale that better captures the dynamics of an LTE system.

We applied a noise threshold power value to produce a binary occupancy sequence for each of the 50 channels. The decision threshold was determined as follows. We connected a matched-load terminator to the receiver port of the USRP and collected samples for a one hour period. We found the level at which $1 \%$ of the sample values were above the threshold, i.e., a $1 \%$ probability of false alarm (PFA) [22]. We set this as our internal noise threshold. When we connected the antenna, we also found significant external noise, resulting in an additional 3 dB being added to the threshold.

Data was collected for four different one hour periods (dataset name in parentheses):

- 3:00 PM to 4:00 PM local time, Monday, August 28, 2017 (3pm_day1)
- 3:00 AM to 4:00 AM local time, Tuesday, August 29, 2017 (3am_day1)
- 3:00 PM to 4:00 PM local time, Tuesday, August 29, 2017 (3pm_day2)
- 3:00 AM to 4:00 AM local time, Wednesday, August 30, 2017 (3am_day2)
We chose these four so that we could compare the same time period on two separate days for two levels of expected user activity (i.e., relatively high activity from 3 PM to 4 PM on a weekday and low activity between 3 AM and 4 AM).


## B. Simulation

As stated above, an idle period of the spectrum occupancy is a set of one or more consecutive zeros. Each zero represents

[^1]an idle period with a duration of one sampling interval ( 1 ms for our experiments). Thus, the $T_{i}$ values (in terms of sampling interval) are represented as the number of consecutive zeros. Similarly, a busy period is a set of one or more consecutive ones. In our experiments, we have used the occupancy of LTE uplink channel number 5 as our PU traffic. After building the idle and busy periods, we then compute the cumulative hazard function as per (13). We set the probability of successful transmission ( $p$ ) and, thus, the interference threshold, which is equal to $(1-p)$. Note that the PU expects its measured probability of interference (PoI) to be less than this preset interference threshold as well, as we have shown in Section III.

We have evaluated the performance of Algorithm 1 and Algorithm 2 in different configurations as described below. The configurations are denoted as time_train_run, where time is the start time of both datasets, train is the day of the dataset used for training the algorithm (i.e., the cumulative hazard function is built using this data) and run represents the day of the dataset which is used to run the algorithm.

As an example, in configuration 3pm_day1_day1, the algorithms are trained using $3 p m \_d a y 1$ data, i.e., the cumulative hazard function is built using 3pm_day1 data and then the algorithm is also run on $3 p m \_d a y 1$ data. Results from this configuration validate the effectiveness of survival analysis for opportunistic spectrum access.

When using configuration 3pm_day1_day2 the algorithms are trained using 3pm_day1 data but run on 3pm_day2 data. This configuration helps us understand how the algorithms perform when the training and running data are from different week days. Note that in practice, the 3pm_dayl_dayl configuration does not correspond to a realistic scenario, since the training has to happen on some historical data and then the algorithm would run on different data. Hence, this configuration is useful for analysis only.

As stated above, SU traffic is modeled as a Poisson arrival process. We test Algorithm 1 using a fixed transmission length request $\tau$. This models SU traffic as a large number of devices each of which has short, infrequent, non-delay-sensitive data transmissions such as Internet of things (IoT) devices and machine-to-machine (M2M) communication. Such devices can transmit opportunistically given even brief PU idle periods. In Algorithm 2, instead of a particular transmission time requested, the maximum available transmission time that meets the PoI threshold is returned. This can be useful for an SU that serves as an aggregator of small messages or is able to transmit large data in multiple chunks.

## C. Metrics

We used the following metrics to measure performance of the two algorithms. The first three metrics are common to both the algorithms whereas the remaining four are defined for Algorithm 1 only.

- White Space Utilization (WSU): Given the spectrum occupancy of a channel, White Space Utilization (WSU) of the channel by the secondary users is defined as the fraction of total idle time used by the SUs for their own transmissions. In another words, it is the ratio of the
total duration of idle time used by the SUs for their own transmissions to the total PU idle time duration in the channel.
- Probability of Interference (PoI): For a given channel, the PoI of the SUs is defined as the probability that a transmission of an SU collides with that of the PU. Thus, it is the ratio of the number of times an SU transmission collides (or runs into a busy period) with a PU transmission to the total number of SU transmissions over a statistically long observation period.
- Percentage Overlap of SU Transmission (POST): This is the duration of the overlap of SU transmissions with PU transmissions expressed as a percentage of total SU transmission time.
- Desirable Accept Ratio (DAR): This is defined as the fraction of requests that were accepted, and the corresponding transmissions were successful. In these cases the algorithm correctly predicted the remaining idle time.
- Undesirable Accept Ratio (UAR): This is defined as the fraction of requests that were accepted, and the corresponding transmissions were not successful, i.e., these transmissions resulted in a collision with a PU transmission. In these cases the algorithm incorrectly predicted the remaining idle time.
- Desirable Reject Ratio (DRR): This is defined as the fraction of requests that were rejected and would have resulted in collision with the PU if they were accepted. So, in these cases the algorithm correctly predicted the remaining idle time and rejected the requests.
- Undesirable Reject Ratio (URR): This is defined as the fraction of requests that were rejected and would have resulted in successful transmission if they were granted. In these cases the algorithm incorrectly predicted the remaining idle time and rejected the requests. This metric represents lost opportunities for the SU .


## D. Baseline WSU for Algorithm 1

Since the SU requests are modeled as a Poisson arrival process with a fixed $\tau$, our WSU will depend in part on the offered load defined by these parameters. We need a benchmark WSU that accounts for this in order to evaluate the performance of Algorithm 1. We can do this by computing the WSU for a simpler system. First, we treat the segments of PU idle time as one long continuous stretch of time. Second, we assume that all SU requests, that arrive when no other SU is transmitting, are granted. In other words, we do not test that $W_{n}$ is below $\theta$ before granting the request. Of course, SU requests that arrive when another SU is transmitting will be denied (dropped). This gives us a bound for a maximum achievable WSU for a given inter-arrival time and transmission time $\tau$.

We can model this simpler system using an $M / D / 1 / 1$ queue, which is a single server Erlang loss queue (i.e., zero length buffer) with deterministic service time (i.e., fixed $\mu=\frac{1}{\tau}$ ). If the SU requests follow a Poisson arrival process of rate $\lambda$, where $\lambda$ is the inverse of the average inter-arrival


Fig. 2. Idle time duration density of 3 pm_day 1 dataset discretized to 1 millisecond. Dashed line is a smooth kernel density approximation. The large standard deviation is a result of the density having a heavy tail. Tail part > 200 ms not shown.


Fig. 3. Idle time duration density of 3pm_day2 dataset discretized to 1 millisecond. Dashed line is a smooth kernel density approximation. The large standard deviation is a result of the density having a heavy tail. Tail part > 200 ms not shown.
times, we can compute the following quantities [23]:

$$
\begin{align*}
\rho & =\lambda \tau & & \text { (offered load) } \\
P_{B} & =\frac{\rho}{1+\rho} & & \text { (blocking probability) } \\
U & =\rho\left(1-P_{B}\right) & & \text { (utilization) } \tag{24}
\end{align*}
$$

The last quantity gives us an upper bound for our Algorithm 1 simulation WSU results.

Algorithm 2 returns the largest $\tau$ value that still meeets the probability of interference threshold. Thus, it depends on the distribution of PU idle times. It is not as straightforward to determine analytically the distribution of the SU transmission times (i.e., $\tau$ values) that would be needed to model it as an $\mathrm{M} / \mathrm{G} / 1 / 1$ queue, which is left as future work.

## V. Results

## A. Hazard and Cumulative Hazard Function

Before we present the results of our algorithms, we want to present the hazard and cumulative hazard functions of idle time durations of the collected data, which will help in understanding the results better. The cumulative hazard function is used directly in Algorithms 1 and 2; however, it is also useful to look at the corresponding instantaneous hazard function, since it is more widely known and often more easily interpreted. For example, the characteristic "bathtub" shape often found in many other applications is visible in Figure 8,


Fig. 4. Idle time histogram of 3am_day1 dataset.


Fig. 5. Idle time histogram of 3am_day2 dataset.


Fig. 6. Cumulative Hazard Function of Idle time Lengths (up to 400 sampling intervals).
most prominently between the values of 1 ms and 40 ms , but also repeated over successive 40 ms intervals.
Figure 2 and 3 show the idle time duration density of 3pm_day1 and 3pm_day2 dataset respectively. The 3pm_day1 dataset has more number of long idle durations below 50 ms . Hence, the hazard function of 3 pm_day 1 has values lower than 3pm_day2 (Figure 8) in this time range. Idle time duration density presented Figure 2 and 3 show that on both the days most of the idle times are of very long duration at 3 am . Hence, the corresponding hazard funtions are zero for the initial part for both the days. Since the range of idle periods is very large, we show the $H(\cdot)$ function up to 400 sampling intervals ( 400 ms ) in Figure 6, whereas Figure 7 covers the


Fig. 7. Cumulative Hazard Function of Idle Time Lengths (for the entire range of idle period).


Fig. 8. Hazard Function of Idle Time Lengths (up to 400 sampling intervals).


Fig. 9. Hazard Function of Idle Time Lengths ((for the entire range of idle period)).
entire range of idle periods. The slope of $H(\cdot)$ of 3pm_day1 is less steep than 3 pm _day 2 for about the first 40 sampling periods. Above 40 ms , the slopes for the two days are more or less equal. This is also clear from the instantaneous hazard function $h(\cdot)$ shown in Figure 8 and 9. The hazard functions of 3 pm _day1 and 3 pm _day 2 have periodic spikes at about 40 ms intervals. These periodic spikes are due to the periodic Sounding Reference Signal (SRS) sent by the UEs in the uplink. The first spike at about 40 ms is higher for 3 pm _day 2 and then the next spikes are almost equal to 3 pm _day1. The cumulative hazard functions of 3 am _day 1 and 3 am _day 2 are


Fig. 10. WSU vs inter-arrival time for 3 pm dataset for Algorithm 1.


Fig. 11. WSU vs inter-arrival time for 3am dataset for Algorithm 1.


Fig. 12. Probability of Interference vs inter-arrival time for 3pm dataset for Algorithm 1.
initially both zero and then aftwerwards the slope of 3am_day1 becomes steeper than 3am_day2. This is also evident from the instantaneous hazard function shown in Figure 8 and 9, where the hazard value is zero for both the days in the beginning.

## B. Performance of Algorithm 1

Figure 10 shows the performance of Algorithm 1 in terms of WSU as average request inter-arrival time varies for the 3 pm dataset. As request inter-arrival time increases, WSU decreases


Fig. 13. Percent overlap vs inter-arrival time for 3pm dataset for Algorithm 1.


Fig. 14. WSU vs PoI threshold for 3 pm dataset for Algorithm 1 for request inter-arrival time of 10 ms .
since the offered load from the SU requests decreases. Since slope of $H(\cdot)$ function for 3 pm day 2 is steeper than that of 3 pm _day1, WSU of 3pm_day2_day2 is always lower than 3pm_day1_day1. For 3pm_day2_day1, SU transmission grants are computed using 3pm_day2 dataset which has steeper slope in its $H(\cdot)$ function. So the WSU of 3pm_day2_day1 is less than 3 pm_day1_day1. Likewise, WSU of 3pm_day1_day2 is more than 3 pm _day2_day2, since 3 pm _day1 dataset has lower slope in its $H(\cdot)$ function. For comparison, the baseline WSU computed using Equation (24) is also plotted in the figure. WSU of all configurations always remains below this theoretical upper bound.

From Figure 12, we observe that the PoI is always well below the set threshold of 0.1 for all configurations of 3 pm dataset. Since 3 pm _day2 dataset has fewer idle times (see Figure 2 and 3) and 3pm_day1 data has a less steep $H(\cdot)$ function, when the algorithm is run on 3pm_day2 data using 3 pm _day 1 data for learning, (i.e., Configuration 3pm_day1_day2), the algorithm grants relatively longer transmission durations (based on the training dataset). This leads to more interference because of the relatively shorter idle periods of 3pm_day2. Thus the PoI for this configuration is higher than the other three.

From Figure 13 it can be seen that the POST for 3 pm datasets are low for all configurations, and for a given


Fig. 15. WSU vs PoI threshold for 3 pm dataset for Algorithm 2 for request inter-arrival time of 10 ms .
configuration it is almost constant across inter-arrival times. These properties can be attributed to the short duration of SU transmissions used ( 2 ms ) in the experiments.

For the 3am datasets Figure 11 shows the WSU versus request inter-arrival time. WSUs of all configurations are almost identical to each other. From the idle time histogram of 3am data on both days (Fig. 4 and 5), it can be seen that the channel mostly has very long idle periods. From these datasets we also observed that the busy periods were very short and very sparse. Each SU transmission is of constant duration of 2 ms which is very short compared to the length of idle periods. The $H(\cdot)$ functions of 3am dataset on both the days are at zero for a long duration. Thus, almost equal number of requests are granted in each configuration, which leads to almost identical WSU for all configurations. It is interesting to see that the baseline WSU computed using Equation (24) very closely matches with the WSU computed by Algorithm 1. The baseline WSU computation assumes that the PU idle time is a long continuous stretch of time and that all SU requests, which arrive when no other SU is transmitting, are granted. The low PU activity in the 3am datasets and DAR value of 100 \% (See Table I) very closely matches those assumptions.

The PoI and POST values for 3 am dataset in all configurations are always very close to zero for all configurations and for all values of request inter-arrival times. Hence, we have not provided graphs for these cases. This behavior can be explained as follows. Since the idles periods are very long and the busy periods are very short and extremely sparse in 3 am dataset, the number of interference events and the duration of any overlap of SU transmissions with PU activity are both extremely small.

Figure 14 shows the variation of WSU with respect to the PoI threshold for an average request inter-arrival time of 10 ms for 3 pm dataset. As the PoI threshold increases, WSU also increases, because with a higher PoI threshold, the SUs are granted more transmission opportunities as they are allowed to interfere with the PU with higher probability.

We show the DAR, UAR, DRR and URR for Algorithm 1 when the $S U$ request inter-arrival time is 4 ms . The URR is zero for all configurations. Thus Algorithm 1 results in no lost opportunities across all the configurations. The algorithm also

TABLE I
Various Accept and Reject Ratios for Request Inter-Arrival Time 4 ms for Algorithm 1

| Configuration | DAR <br> $(\%)$ | UAR <br> $(\%)$ | DRR <br> $(\%)$ | URR <br> $(\%)$ |
| :--- | :--- | :--- | :--- | :--- |
| 3pm_day1_day1 | 74.9 | 1.2 | 23.9 | 0 |
| 3pm_day1_day2 | 60.3 | 3.0 | 36.7 | 0 |
| 3pm_day2_day2 | 43.4 | 1.6 | 54.9 | 0 |
| 3pm_day2_day1 | 60.7 | 0.9 | 38.4 | 0 |
| 3am_day1_day1 | 100.0 | 0 | 0 | 0 |
| 3am_day1_day2 | 100.0 | 0 | 0 | 0 |
| 3am_day2_day2 | 100.0 | 0 | 0 | 0 |
| 3am_day2_day1 | 100.0 | 0 | 0 | 0 |



Fig. 16. WSU vs inter-arrival time for Algorithm 2 for 3pm dataset.
has very low UAR, which is good, since this metric shows how well the algorithm avoids making bad decisions while accepting a request. Although not shown, results for other request inter-arrival times are equally good.

Where possible, the $\tau$ value for Algorithm 1 should be chosen carefully as per the $H(\cdot)$ function. If the $H(\cdot)$ function has a very low slope, then a large $\tau$ value can be chosen to obtain high WSU. However, if $\tau$ is large but the slope of $H(\cdot)$ is very steep, then many requests may be rejected, resulting in low WSU. Therefore, keeping $\tau$ relatively low is a better approach to achieving high WSU. Although WSU per request will be lower, it is more than compensated for by a higher number of granted SU requests.

## C. Performance of Algorithm 2

Figure 16 and Figure 17 show the performance of Algorithm 2 in terms of WSU for the $3 p m$ and 3 am datasets respectively. As the average request inter-arrival time increases, the SUs exploit less white space for transmission. Hence, the WSU decreases for both cases. In Figure 16, WSU for 3pm_day1_day1 is higher than 3pm_day2_day2. The slope of the $H(\cdot)$ function for 3pm_day1 dataset is less steep than that of the 3pm_day2 dataset in the initial part of the curve. Also, 3pm_day1 has longer idle periods than 3pm_day2. So for 3pm_day1_day1, the algorithm grants longer transmission times for many SU requests. For 3pm_day2_day1, the algorithm determines SU transmission using the $3 \mathrm{pm} \_$day 2 -trained $H(\cdot)$ function, which has a steeper slope than 3pm_day1. Hence, the WSU in this case is lower


Fig. 17. WSU vs inter-arrival time for Algorithm 2 for 3am dataset.


Fig. 18. PoI vs inter-arrival time for Algorithm 2 for 3pm dataset.
than for 3 pm _day1_day1. Likewise, since the $H(\cdot)$ function of 3 pm _day 1 has a lower slope than that of 3 pm _day2, the WSU of 3 pm _day1_day 2 is higher than that of 3 pm _day2_day2. For the 3am datasets, WSU is very high for all configurations. The channel was very rarely busy during that time. Hence, the idle time durations are very long, and the total idle time is also very high. Since the slope of $H(\cdot)$ remains at zero in the initial part for both 3am_day1 and 3am_day2, SU transmission grants are long. Since both the days have very sparse busy periods, the WSU for all configurations of 3am dataset are almost the same.

When we compare the WSU performance of Algorithm 1 with Algorithm 2 for a given request inter-arrival time and a given configuration, we notice that the WSU of Algorithm 1 is much lower than that of Algorithm 2. The fundamental design of the two algorithms gives rise to this behavior. For a given request, Algorithm 2 maximizes the granted SU transmission duration, whereas Algorithm 1 only checks to see if it can grant a request for a constant transmission duration ( 2 ms in our experiment). Thus, Algorithm 2 is more aggressive than Algorithm 1 in terms of duration of SU transmission grants and is able to achieve higher WSU.
Figure 18 and 19 show the variation of PoI as the inter-arrival time of the requests increases. For 3 pm dataset, in all configurations, the PoI is mostly below the set threshold (0.1). For 3pm_day1_day2, for higher values of


Fig. 19. PoI vs inter-arrival time for Algorithm 2 for 3am dataset.


Fig. 20. POST vs inter-arrival time for Algorithm 2 for 3pm dataset.
request interarrival, the observed probability of interference is negligibly higher than the set threshold. Since $H(\cdot)$ function of 3 pm _day 1 is less steep, SU transmission duration is more aggressively granted than 3pm_day2. Hence, when 3pm_day2 data is run using 3 pm _day1 data for learning, it tends to interfere more. Hence, PoI for 3pm_day1_day2 is the highest. For 3am data, the actual probability of interference is always much below the set threshold. Since the channel is rarely busy in these datasets, the PoI is almost constant across all configurations.

Figure 20 and 21 present POST versus request inter-arrival time. Since the channel was mostly idle during 3am, POST is very close to zero for all the configurations of this dataset. In Figure 21, the POST values of 3am_day1_day2, 3am_day2_day1 and 3am_day2_day2 are almost identical to each other $(0.03 \%)$. Hence, the curves are indistinguishable from each other. For the 3 pm dataset POST values are small but higher than those of the 3am datasets. This is attributed to very sparse busy periods in the 3 am datasets compared to the 3 pm datasets.

Finally, Figure 15 shows the variation of WSU as the PoI threshold is varied for an average request inter-arrival time of 10 ms for the 3 pm datasets. As the PoI threshold increases, WSU increases. With a higher PoI threshold, Algorithm 2 grants longer SU transmissions, resulting in higher WSU. Since Algorithm 2 returns a maximum allowable transmission


Fig. 21. POST vs inter-arrival time for Algorithm 2 for 3am dataset.
time for a given PoI threshold instead of a simple Grant or Deny, the DAR, UAR, DRR and URR metrics do not apply to it.

Our results indicate that the algorithms can be trained using data from one day at a given time and run during the same time on another day to get reasonable WSU while satisfying the PoI threshold and with low overlap transmission with the PU.

All our experiment runs were for a very long duration (3.6 million sampling intervals). Hence, the number of SU requests were very large, and the computed performance metrics of the two algorithms had very little variation across different runs.

## VI. Conclusion

We introduced DSA algorithms based on survival analysis that make efficient use of white space in an LTE band, even at very fine time scales. They are stochastic but non-parametric and therefore do not require the assumption of a particular distribution. This makes the implementation simple. The tuning parameter for the algorithm is the probability of successfully completing a transmission or, equivalently, the PoI threshold. Thus, it is easy to interpret and directly reflect desired system performance metrics. We used real LTE band occupancy data for the PU activity in our simulations. Our results show that if the cumulative hazard functions are fairly similar (in terms of slope) across different datasets, the algorithms can be trained on one dataset and run on another dataset without significant degradation of performance. This is a very important property of the algorithms, since in practice, the algorithms will be trained on historical data and then run in real-time. We expect that in actual spectrum sharing systems the PUs will be wary of sharing their spectrum with SUs for fear of too much interference. This is addressed in our algorithms by showing that the PoI is around or below the preset threshold in all configurations.

This paper provides an initial performance analysis of the algorithms in an LTE band. Evaluation using datasets collected in different bands at varying locations with other traffic characteristics needs to be done. Other time scales need to be investigated to show the range over which the algorithms are effective. A theoretical performance analysis and comparison with other prediction schemes are needed as well.

Depending on the SU application, alternative forms of the algorithms presented in this paper can easily be developed using the same fundamental approach. One can imagine a form of spectrum requests that includes a maximum or desired transmit time and a minimum acceptable time. The algorithm would then either deny the request or return a grant duration in the requested range. Another form could have the user requesting a minimum initial grant and then the scheduler can add additional follow-on transmission time, if available, once the initial request has elapsed. An adaptive version of the algorithm may be more attractive for implementation on practical systems. It would update the estimated cumulative hazard function as new idle periods appear in the spectrum.

In summary, we have introduced and analyzed two DSA algorithms that are tunable by a well-defined, intuitive and critical system parameter, namely, the probability of successful transmission, $p$. Furthermore, $p$ is independent of the training process and data. Training is fast and computationally inexpensive, and the algorithms' run time performance is not overly sensitive to the training data.
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