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ABSTRACT
Cryptography is an essential component of modern comput-
ing. Unfortunately, implementing cryptography correctly is
a non-trivial undertaking. Past studies have supported this
observation by revealing a multitude of errors and devel-
oper pitfalls in the cryptographic implementations of soft-
ware products. However, the emphasis of these studies was
on individual developers; there is an obvious gap in more
thoroughly understanding cryptographic development prac-
tices of organizations. To address this gap, we conducted 21
in-depth interviews of highly experienced individuals rep-
resenting organizations that include cryptography in their
products. Our findings suggest a security mindset not seen
in other research results, demonstrated by strong organiza-
tional security culture and the deep expertise of those per-
forming cryptographic development. This mindset, in turn,
guides the careful selection of cryptographic resources and
informs formal, rigorous development and testing practices.
The enhanced understanding of organizational practices en-
courages additional research initiatives to explore variations
in those implementing cryptography, which can aid in trans-
ferring lessons learned from more security-mature organiza-
tions to the broader development community through edu-
cational opportunities, tools, and other mechanisms. The
findings also support past studies that suggest that the us-
ability of cryptographic resources may be deficient, and pro-
vide additional suggestions for making these resources more
accessible and usable to developers of varying skill levels.

1. INTRODUCTION
In a dynamic, threat-laden, and interconnected digital envi-
ronment, cryptography protects privacy, provides for ano-
nymity, ensures the confidentiality and integrity of com-
munications, and safeguards sensitive information. Given
the need for cryptography, there is an abundance of cryp-
tographic algorithm and library choices for developers wish-
ing to integrate cryptography into their products and ser-
vices. However, developers often lack the expertise to navi-
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gate these choices, resulting in the introduction of security
vulnerabilities [27]. A 2016 industry survey that included
over 300,000 code assessments found that 39% of those ap-
plications had cryptographic problems [72]. Implementing
cryptography correctly is a non-trivial undertaking.

In 1997, security expert Bruce Schneier commented on the
lack of cryptographic implementation rigor and expertise at
that time, asserting, “You can’t make systems secure by
tacking on cryptography as an afterthought. You have to
know what you are doing every step of the way, from con-
ception to installation” [61]. Past studies have supported
this observation by revealing a multitude of errors in the
cryptographic implementations of software products (e.g.,
[17–19, 42]) and the pitfalls developers encounter when in-
cluding cryptography within products (e.g,. [1,2,48]). This
body of research suggests that developers have not pro-
gressed much in the past 20 years. However, as these stud-
ies have been largely focused on individual practices out-
side the professional work context or on the development
of mobile apps, it is unclear if these shortcomings also ap-
ply to organizational development and testing, particularly
among organizations for which security and cryptography
are essential components. One exploratory survey exam-
ined high-level organizational practices in cryptographic de-
velopment, but lacked rich insight into actual practices and
motivators behind those [31]. Clearly, there is a gap in the
literature in more thoroughly understanding organizational
cryptographic development practices.

To address this gap, we performed a qualitative investigation
into the processes and resources that organizations employ
to ensure their cryptographic products are not fraught with
errors and vulnerabilities. We define the scope of crypto-
graphic products as those implementing cryptographic al-
gorithms or using crypto (cryptography) to perform some
function. We conducted 21 in-depth interviews involving
participants representing organizations that develop either
a security product that uses cryptography or a non-security
product that heavily relies on cryptography. Unlike previ-
ous studies, our participants were professionals who were
highly experienced in cryptographic development and test-
ing, not computer science students or developers with little
cryptographic experience.

The study aimed to answer the following research questions:

Q1 What are the cryptographic development and testing
practices of organizations?



Q2 What challenges, if any, do organizations encounter while
developing and testing these products?

Q3 What cryptographic resources do these organizations
use, and what are their reasons for choosing these?

Our findings went deeper than uncovering practices, reveal-
ing a security mindset not noted in other research results.
We discovered that some organizations believe they have
achieved the expertise and rigor recommended by Schneier.
Compared to developer populations studied in the past, the
organizations in our investigation appear to have a stronger
security culture and are more mature in their cryptogra-
phy and security experience. The strong security culture we
observed does not appear to be linked to company size or
available resources. These security mindsets permeate the
entire development process as they inform judicious selec-
tion of cryptographic resources and rigorous development
practices.

Our work has several contributions. To our knowledge, this
is the first in-depth study to explore cryptographic develop-
ment practices and security mindsets in organizations from
the viewpoint of those with extensive experience in the field.
While some of the practices identified in our study may be
considered known best practice within the security commu-
nity, our paper is novel in that there are few research studies
documenting occurrences of strong security culture and de-
velopment in actual practice, and none within the cryptogra-
phy context. Our study provides systematic, scientific vali-
dation to the anecdotal point often made by security experts
that there is no magical, one-dimensional solution to crypto-
graphic development. Rather, good crypto is the result of a
concerted effort to build expertise and implement secure de-
velopment practices. The enhanced understanding encour-
ages additional research initiatives to explore variations in
those implementing cryptography. This can aid in trans-
ferring lessons learned from more security-mature organiza-
tions to the broader development community through edu-
cational opportunities, tools, and other mechanisms. Our
findings also support past studies that suggest that the us-
ability of cryptographic resources may be deficient, and pro-
vide additional suggestions for making these resources more
accessible and usable to developers of varying skill levels.

2. RELATED WORK
To provide context, this section begins with a brief overview
of cryptographic standards and certifications frequently ref-
erenced in our interviews. We then underpin our assertion
that cryptographic development is not a trivial undertaking
by summarizing past research on crypto misuse and lack of
crypto resource usability. We also present an overview of
prior work on lack of security mindsets and secure develop-
ment practices to serve as a contrast to the more security-
conscious approaches of our study organizations.

2.1 Cryptographic Standards
Cryptographic algorithm standards are developed by con-
sensus of community stakeholders (e.g. vendors, researchers,
governments) to foster compatibility, interoperability, and
minimum levels of security. These can be found in formal
standards documents from organizations such as Institute
of Electrical and Electronics Engineers (IEEE) [35], Inter-
national Organization for Standardization (ISO) [36], and

the U.S. National Institute of Standards and Technology
(NIST) [52]. Likely due to the U.S. locations of most of the
study organizations, the participants most often mentioned
cryptographic requirements issued by NIST. As perhaps the
best known government standard, the Federal Information
Processing Standards Publication (FIPS) 140-2 “specifies
the security requirements that will be satisfied by a crypto-
graphic module utilized within a security system protecting
sensitive but unclassified information” [49]. These require-
ments are mandatory for cryptographic products purchased
by the U.S. Government, but also are used voluntarily out-
side the government. There are two certification programs
associated with FIPS 140-2 [50, 51]. Under these programs,
vendors may submit cryptographic algorithm and module
implementations for validation testing to accredited testing
laboratories.

2.2 Cryptographic Misuse
Numerous studies have highlighted the difficulty developers
have in correctly implementing cryptography. In 2002, Gut-
mann observed that security bugs were often introduced by
software developers who did not understand the implications
of their choices [30]. Nguyen showed that even open-source
implementations under public scrutiny have cryptographic
flaws [53]. Lazar performed a systematic study of 269 cryp-
tographic vulnerabilities in the Common Vulnerabilities and
Exposures (CVE) database, noting that 17% of bugs were
in cryptographic libraries and the remaining 83% were in in-
dividual applications, usually due to cryptographic library
misuses [40]. Georgiev et al. discovered rampant misuse of
Secure Sockets Layer (SSL) in security-critical applications
due to poorly designed application programming interfaces
(APIs) [25]. Fahl et al. analyzed 13,500 Android apps and
found that 8% were susceptible to man-in-the-middle at-
tacks [19]. Using static analysis, Egele et al. found similar
issues, observing that 88% of over 11,000 examined Android
apps contained a significant error in their use of a cryp-
tographic API [18]. Li et al. analyzed 98 apps from the
Apple App Store and found 64 (65.3%) that contained cryp-
tographic misuse flaws [42].

2.3 Usability of Cryptographic Resources
Usability is often neglected in cryptographic resources such
as standards and libraries, resulting in complex solutions
that provide little assistance to developers in making secure
choices [27, 48]. Several research groups attempted to rem-
edy this by developing tools, e.g., OpenCCE [4], Crypto-
Assistant [23] and Crypto Misuse Analyzer [64], to guide
developers in choosing and integrating appropriate cryp-
tographic methods. Others proposed more usable crypto-
graphic libraries. Forler et al. developed libadacrypt, a cryp-
tographic library created to be“misuse-resistant” [20]. Bern-
stein et al. created the Networking and Cryptography li-
brary (NaCl) [8], a cross-platform cryptographic library de-
signed to avoid errors found in widely used cryptographic
libraries like OpenSSL [55]. Acar et al. conducted a usabil-
ity study of cryptographic APIs that revealed that, in ad-
dition to usable interfaces, clear documentation with code
samples and support for common cryptographic tasks were
important in aiding developers [1].

2.4 Security Development and Mindset
There is much to learn from an examination of secure de-



velopment and testing practices since even the best imple-
mented cryptography can be subverted by the flawed im-
plementation of another system component. McGraw ad-
vocated for security to be integrated into all aspects of the
software development lifecycle [43]. Several documents, for
example the Microsoft Security Development Lifecyle [34]
and the System Security Engineering Capability Maturity
Model (SSE-CMM) [44], formally define secure development
practices. More recently, the Open Web Application Secu-
rity Project (OWASP) Secure Software Development Lifecy-
cle project is working towards providing guidelines for web
and application developers [54]. However, none of these re-
sources specifically mentions considerations for cryptogra-
phy.

Not surprisingly, the implementation of formal secure de-
velopment processes is not an easy task. A 2016 Veracode
survey of over 350 developers indicated that organizations
are prevented from fully implementing a secure development
process due to a variety of challenges, including security test-
ing causing product timeline delays, complexity in support-
ing legacy security processes, security standards and policies
varying across the organization, and developers not consis-
tently following secure coding practices [73]. Kanniah and
Mahrin found that a variety of organizational, technical, and
human factors affected implementation of secure software
development practices [38]. These factors included developer
skill and expertise, communication among stakeholders, and
collaboration between security experts and developers.

Failures in development and testing leading to security errors
appear to reflect a deficiency in a security mindset. Schneier
claimed that “Security requires a particular mindset. Secu-
rity professionals – at least the good ones – see the world
differently” [62]. A security mindset involves being able to
think like an attacker, maintaining a commitment to secure
practices, and perpetuating a strong security culture.

A need for a security mindset is revealed in several studies
that explored reasons why developers make security errors.
For example, Xie, Lipford, and Chu identified an absence of
personal responsibility for security as well as a gap between
developers’ understanding of security and how to implement
it [76]. Xiao et al. discovered that the failure to adopt se-
cure development tools was heavily dependent on social envi-
ronments and how tool information was communicated [75].
From a testing perspective, Potter and McGraw argued that
security testing is commonly misunderstood and should be
more risk-based, involving an understanding of a potential
attacker’s mentality [58]. Bonver and Cohen agreed, noting
that security testers should work closely with architects and
developers to identify potential vulnerabilities, taking into
account how an attacker may exploit a system [9].

3. METHODOLOGY
Between January and June 2017, we conducted 21 interviews
of individuals working in organizations that develop prod-
ucts that use cryptography. Following rigorous, commonly
accepted qualitative research methods, we continued inter-
viewing until we reached theoretical saturation, the point at
which no new themes or ideas emerged from the data [45],
exceeding the minimum of 12 interviews prescribed in qual-
itative research best practices [29].

Our research team was multidisciplinary and consisted of a

computer scientist specializing in information security and
human-computer interaction, a computer scientist specializ-
ing in usability, a mathematician with research experience in
usable security and privacy, and a sociologist experienced in
qualitative research. Having a diverse team may improve re-
search quality “in terms of enabling sounder methodological
design, increasing rigor, and encouraging richer conceptual
analysis and interpretation” [6].

The study was approved by our institutional review board.
Prior to the interviews, participants were informed of the
purpose of the study and how their data would be used and
protected. Interview data were collected and recorded with-
out personal identifiers and not linked back to the partici-
pants or organizations. Interviews were assigned an identi-
fier (e.g., C08) used for all associated data in the study.

3.1 Recruitment
To ensure that we could explore different perspectives within
the cryptographic product space, our sampling frame con-
sisted of individuals who had organizational experience de-
signing, developing, or testing products that use cryptogra-
phy or who were knowledgeable about and had played a key
role in these activities (e.g., managers of teams that per-
formed these tasks). We utilized a combination of purposeful
and convenience sampling strategies, which are widely em-
ployed in exploratory qualitative research [56]. Purposeful
sampling was used to select organizations of different sizes
and participants who had knowledge and experience within
this specialized topic area. This was combined with conve-
nience sampling, where participants were sought based on
ease of accessibility to the researchers and their willingness
to participate in the study.

Nine individuals were recruited from prior researcher con-
tacts. Additional participants were recruited from among
vendors at the RSA conference [14], a large industry IT se-
curity conference that also hosts an exhibition floor with
security-focused vendors. A list of 54 potential organiza-
tions was compiled after in-person researcher contact on the
exhibition floor. After the conference, we identified organi-
zations that provided organizational diversity in our sample
and that were accessible to the researchers. We emailed 17
of them to invite participation in the study. Eleven organi-
zations agreed to participate. One additional organization
was recruited based on the recommendation of a participant.

3.2 Interviews
We collected data via semi-structured interviews. Interviews
were conducted by two of the researchers and ranged from
30 to 64 minutes, lasting on average 44 minutes. We con-
ducted 21 interviews with 1-3 participants per interview, 29
participants total. Five organizations opted to have more
than one participant in the interview: three organizations
had three participants and two organizations had two par-
ticipants. Face-to-face interviews were conducted if feasible.
Otherwise, participants were given the choice of a phone or
video conference interview. Five interviews were conducted
face-to-face, 10 by phone, and six via video. Interviews were
audio recorded and transcribed by a third-party transcrip-
tion service.

After the first nine interviews, we performed a preliminary
analysis and chose to make minor revisions to the interview



protocol in accordance with the qualitative research prac-
tice of theoretical sampling. Theoretical sampling involves
adjusting data collection while the study is in-progress to
better explore themes as they arise [13].

The interviews began with demographic questions about
the organization (e.g., size, products) and the individual
participants (e.g., role within the organization, professional
background). Subsequently, participants were asked to de-
scribe their organizations’ development and testing practices
and associated challenges for their cryptographic products.
Questions then transitioned into exploring cryptographic re-
sources used by the organizations and how the participants
thought those resources might be improved, if at all. The
complete interview protocol is included in Appendix A.

3.3 Analysis
We utilized both deductive and inductive coding practices.
Initially we constructed an a priori code list based on our
research questions and literature in the field to provide di-
rection in the analysis. As we performed multiple rounds
of coding, we also identified emergent codes in the data.
This iterative, recursive process helped us identify additional
codes and categories as we worked with the data until we
reached saturation [26,69].

Five interviews (almost 24%) were first coded individually,
then discussed as a group to develop a codebook. Although
there is debate on the amount of text to collectively sample
in qualitative research, the amount of text we group coded
far exceeds the minimum of 10% often cited as standard
practice [33]. We calculated intercoder reliability on this
subset of the data using the ReCal3 software as a tool to
help us refine our codes [21, 22]. For the five interviews, we
reached an average Krippendorf’s Alpha score of .70, with
a high of .78, which is considered within the fair to good
bounds for exploratory research having rich data with many
codes and a larger number of coders [11,15,39].

Beyond the agreement metric, and in line with the views of
many qualitative research methodologists, we thought it was
important to focus on how and why disagreements in coding
arose and the insights gained from discussions about these
[5, 63]. These discussions better allow researchers to refine
coding frames and pursue alternative interpretations of the
data. During analysis, we found that each coder brought
a unique perspective that contributed to a more complete
picture of the data. For example, two of our coders more
often identified high-level, nuanced codes about emotions
and personal values, which may be due to their many years of
working in human-focused contexts. These interpretations
were often missed by the other coders who had more of a
technology-focused background.

After coding of the initial subset of data, the remaining 16
interviews were coded by two coders each. Once each pair
completed their coding, they had a discussion about the data
to address areas of divergence about their use and applica-
tion of the codes. This discussion resulted in the coders be-
ing able to understand each other’s perspectives and come to
a final coding determination. New codes that were identified
during these discussions were added to the codebook, with
previously coded interviews then re-examined to account for
additions. The final codebook is included in Appendix B.

During the coding phase, we also engaged in writing analytic
memos to capture thoughts about emerging themes [13].
For example, one memo captured thoughts on cryptogra-
phy complexity. Once coding was complete, we reorganized
and reassembled the data, created coding arrays, discussed
patterns and categories, drew models, discussed relation-
ships in codes and data, and began to move from codes to
themes [59]. The team met regularly to discuss our emer-
gent ideas and refine our interpretations. This process al-
lowed for the abstraction of ideas and the development of
overarching themes, such as how an organization’s maturity
and security culture drive formal development practices.

3.4 Limitations
Our study has several limitations. First, interviews are sub-
ject to self-report bias in which participants tend to under-
report behaviors they think may be viewed as less desirable
by the researchers, and over-report behaviors deemed to be
desirable [16]. Given that the researchers who conducted
the interviews represented an institution known for its se-
curity expertise, this bias may have influenced participant
responses. We also note that the answers to some of the
interview questions reflected participants’ perceptions of the
security level of their products and the security mindset of
their organizations, which may or may not reflect reality.

Since there is no prior research into what is representative
of the cryptographic development community, our sample is
not characteristic of all types of organizations in this space.
Although we did strive for diversity in organization size, with
a smaller sample size common in qualitative research, we
cannot definitively identify differences due to this variable.

4. DEMOGRAPHICS
Table 1 provides an overview of the organizations and par-
ticipants in our study. To protect confidentiality, product
types and participant roles are generalized.

The organizations represented in our study were of different
sizes, with six being very large (10,000 or more employees),
six large (10,00 - 99,99 employees), three medium (100 -
999 employees), three small (10 - 99 employees), and three
very small/micro (1 - 9 employees) [24, 32]. All organiza-
tions developed a security product that uses cryptography
(e.g. end user security software, hardware security module)
or a non-security product that heavily relies upon cryptogra-
phy to protect it (e.g. Internet of Things devices, storage
devices, operating systems). Customers of these products
ranged widely and included consumers, other parts of the
organization, and organizations and businesses in multiple
sectors such as government, technology, health, finance, au-
tomotive, and retail. Of the 15 organizations that discussed
how long their companies had been implementing cryptogra-
phy in their products, 12 had 10 or more years experience,
with six of those having at least 20 years experience. The re-
maining three were startup companies that had been doing
cryptographic development since their inception.

The 29 participants were a highly experienced group with
several having made major contributions to the cryptogra-
phy field. All participants had technical careers spanning
10 or more years, with several having been in the field for
30+ years. At least one individual from each of the inter-
views either currently worked on cryptography and security
as a major component of their jobs (19 participants), or had



Table 1: Interview Demographics
Org Prod

ID Size Reg Type Participant(s)
C01 VL U.S. HW Lead crypto architect
C02 VL U.S. COM Lead cryptographer
C03 VL U.S. HW, SW Systems architect
C04 VL U.S. HW Crypto design reviewer
C05 VL U.S. HW Crypto architect
C06 VS U.S. SW Systems analyst
C07 VS U.S. COM Founder & researcher
C08 VS U.S. IOT Founder & developer
C09 VL U.S. IOT Researcher
C10 L U.S. SW Founder & engineering

lead
C11 L U.S. HW, SW Product manager
C12 S U.S. SW 1) CTO

2) Marketing engineer
3) Business manager

C13 S U.S. SW 1) Chief Evangelist
2) Strategy Officer

C14 M U.S. SW 1) Marketing lead
2) Developer
3) Quality assurance

C15 L U.S. SW Principal engineer
C16 L U.S. SW CISO
C17 M Eur SW 1) CTO

2) Security engineer
C18 L Aus SW Crypto engineer
C19 L U.S. SW CTO
C20 S U.S. COM 1) Founder & architect

2) Compliance lead
3) Marketing director

C21 M Eur SW Crypto specialist

Org Size: VL=Very Large, M=Medium, S=Small,
VS=Very Small/Micro. Reg (Region/location of partici-
pant): U.S.=United States, Eur=Europe, Aus=Australia.
Prod (Product) Type: HW=Hardware, SW=Software,
COM=Communications Security, IOT=Internet of Things.

worked on cryptography extensively in the past (3 partici-
pants). The other participants were marketing or product
leads, but all had a technical background.

Most of the participants had learned cryptography “on-the-
job” as opposed to having formal training in the field. Five
had an education in mathematics, but only two of those had
studied cryptography as part of their formal study. Three
had an engineering education, one had a physics degree, and
the rest were educated in a computer-related discipline.

Four out of the 29 total interview participants had enhanced
their knowledge through involvement in cryptographic stan-
dards groups. A cryptography architect commented on the
value of his involvement in IEEE cryptographic standards
early in his career: “That’s where I got to commune with
cryptographers for a couple of years, me on the engineering
side, and them on the crypto side. . . You end up learning
things as a result of that process” (C05).

5. RESULTS
The interviews revealed an organizational security mind-
set seldom seen in other cryptographic development stud-

ies. Our results suggest that the security mindsets had their
roots in organizational attributes and culture that lay the
foundation for the selection and use of cryptographic re-
sources and rigorous development and testing practices.

For this section, we report counts of interviews throughout,
joining group interview participants’ answers to account for
their organization. Due to the semi-structured nature of the
interviews, the counts do not indicate quantitative results,
but are reported to give weight to certain themes that were
mentioned across interviews.

5.1 Security Mindset Characteristics
The interviews revealed organizational and personal charac-
teristics that demonstrated a strong security mindset. These
characteristics included professional maturity gained through
experience, a deep understanding of the complexity of cryp-
tography, and evidence of a strong security culture.

5.1.1 Emphasis on Experience and Maturity
Bruce Schneier said, “Only experience, and the intuition
born of experience, can help the cryptographer design se-
cure systems and find flaws in existing systems” [61]. The
study participants expressed the importance of this expe-
rience as they repeatedly highlighted their own and their
organizations’ substantial maturity with respect to develop-
ing secure products and working with cryptography.

Overall, the organizations placed great value on hiring and
retaining experienced technical staff. As previously men-
tioned, the majority of participants had substantial indi-
vidual experience with cryptographic products. They also
tended to work with other seasoned individuals. One par-
ticipant described his team: “We have a couple of the same
core people on our test team who’ve been here for 25 years.
They’ve gotten very good” (C01). A startup company had
only a few employees, but they all were veteran security soft-
ware developers: “Everyone we have has a lot of experience.
I think the most junior person has a master’s degree. . . and
10 and a half, 11 years of experience” (C07).

Eight interviews noted the importance of experience when
doing secure development, especially with cryptography. One
participant remarked that secure products are ultimately de-
pendent on“the people that are designing it having the neces-
sary knowledge and experience and understanding the whole
picture, not just the little microscopic piece they’re working
on” (C01). An interviewee with a long cryptographic back-
ground emphasized that there is no substitute for experience
as he recounted a story of how his former company had to
hire three less-qualified, full-time people to replace him in
the work he had been doing on a part-time basis. A company
founder remarked about the high level of technical maturity
needed to properly deal with the complexity of cryptogra-
phy: “The level of education somebody needs to attain to be
effective at doing crypto is relatively high. So it’s not like
I can put somebody who’s fresh out of school on something
and expect good results” (C10).

5.1.2 Recognition of Cryptography Complexity
Based on their own experiences, participants and their or-
ganizations were keenly aware that, even though develop-
ing secure cryptographic implementations may appear to
be easy, it is deceptively difficult. Despite proven algo-
rithms being available, “the algorithms are fairly involved,



and they’re difficult to understand” (C20). Yet understand-
ing the algorithm is just the first step. As described by an
IoT researcher, translating the algorithm correctly into a
product is “not a trivial implementation” (C09). One design
reviewer remarked about the pervasiveness of cryptographic
design errors he encountered over the course of his career: “I
think I reviewed about 2,500 products. . . I can only remember
eight that did not have a problem that either. . . they had to
fix, or. . . they had to change their marketing claims” (C04).

Our interviews also suggest that building cryptographic sys-
tems appears to be more of an art than a science, requiring a
careful balance between security, performance, and usability.
One participant described these tensions:

“Crypto algorithms are already very highly optimized
. . . It’s like balancing a supertanker on a 40,000-foot
high razor blade, and if you make one small change
you destroy the performance. If you make it the other
way, you just destroy the security.” (C04)

Because of the complexity, our participants recognized that
design and implementation errors can be rampant and re-
quire rigorous review and testing to answer the misleadingly
simple question “How do you know it’s right?” (C08). How-
ever, assessing cryptographic products can be challenging,
requiring knowledge and experience to construct good tests.
A cryptographic development architect described challenges
his organization had in the past when they lacked maturity
in cryptographic implementation and testing:

“We actually implemented a new symmetric encryption
algorithm, and it passed all the tests. . . and it turned
out that they did the algorithm completely wrong. That
was because. . . they wrote a test which said, ‘Gener-
ate some random data, encrypt it with the algorithm,
decrypt it, and see if you get back the original data.’
Well, yeah, it got back the original data, but the en-
crypted data was incorrect. It just was symmetric, so
it did the same wrong thing encrypting and decrypt-
ing.” (C01)

The organizations also understood that cryptography is just
one of many interdependent product components, with all
of them having to be properly implemented to ensure se-
curity. This sentiment was echoed by one participant who
commented, “For us, the design of the overall architecture
that uses the crypto algorithms is almost as important as the
correctness of the underlying algorithms themselves” (C01).

5.1.3 Security Culture
Each organization in our study appeared to have a strong se-
curity culture that was interdependent on the maturity and
experience of its employees. A security culture is a subcul-
ture of an organization in which security becomes a natural
aspect in the daily activities of every employee [60]. For de-
velopment organizations, this involves having dedicated se-
curity people, spending money on security, making security
a company core value, and offering secure products. For the
studied organizations, the culture included a commitment to
address security and the perpetuation of a security mindset
to others in the organization.

Commitment to Security: The organizations we studied
thought that having good product security and strong cryp-
tographic implementations was a “core value” (C07), “the

key to quality” (C09), and essential to company identity. As
an example, a Chief Information Security Officer (CISO) of a
large company remarked, “In our company, we are develop-
ing and selling security to our customers. So we care about,
basically, all three sides of the sort of security triangle [con-
fidentiality, integrity, availability] in what we do.” (C15). A
security engineer talked about his company’s belief that se-
curity must be an important consideration even when faced
with competing tensions such as time-to-market: “Since we
do a [security product], everybody feels that we need to add
security and good crypto at every step, so it’s not a big issue
to find the right balance” (C17). Another participant com-
mented on how his company demonstrates its commitment
to secure cryptography: “We have some fairly large teams
which concern themselves with cryptography and secure de-
sign methodology. All engineers get training on secure design
and we make it a big deal in the company” (C05).

Security culture is not just internally-motivated. External
motivators, like gaining a larger market share or customer
requirements, often necessitate strong attention to security.
One participant commented on how customer expectations
fostered a security culture that drove rigorous testing pro-
cesses within his company:

“We serve the kinds of customers who rely on the stuff
to work reliably and properly from the get-go, when they
buy it. So it’s not like. . . ‘Maybe we’ll update some-
thing later, if we find some problems.’ That’s not our
philosophy, and that’s not what our kind of customers
expect. . . Part of that is also company culture.” (C01)

Although security culture is often thought of as a“top-down”
phenomenon, it must be accepted by and acted upon at
all levels. One participant, a CISO for a large company,
commented on the importance of the security culture being
pervasive throughout an organization:

“If there’s senior executive support for a strong security
program,. . . that helps tremendously. At the same time,
if there is still a very strong feeling amongst a large
number of developers that security, cryptography, and
everything that’s related to that is really a nuisance
that should get out of the way and just to prevent them
from writing more interesting features, it’s definitely a
concern.” (C16)

The interviews showed evidence that our participants are
critical to the “bottom-up” support of organizational secu-
rity culture. They serve as security champions and self-
appointed educators, leading by example and projecting their
values, personal philosophies, and commitment to security
on the rest of the organization. Two of the participants ex-
plicitly embraced this role as a personal mission when they
referred to themselves as “security evangelists.” Another ex-
pressed his feeling of personal accountability to enact secu-
rity in the products he supported: “It’s essentially a mark
of my success or not, that I’m measured against, of whether
those things remain secure or hacked” (C05).

Perpetuating a Security Mindset: Just as the employ-
ees influence security culture, so does the culture influence
employees by perpetuating a security mindset. Part of this
perpetuation involves expert employees mentoring and sup-
porting less-experienced personnel in their learning of secure
programming methods and specialized security topics such



as cryptography, as discussed in ten interviews.

The interviews suggest that providing an opportunity for
individuals to gain hands-on experience with real products
is important in understanding the issues involved in devel-
oping a cryptographic product. However, given the distinct
possibility that a novice will make errors in the implemen-
tation, precautions must be taken. Two participants sug-
gested that mock training exercises conducted on a separate
testing infrastructure may be valuable initial steps. Oth-
ers discussed mentoring and peer review activities within
their organizations. For example, one organization enacted
“parent programming” (C14) for any code that uses crypto-
graphy. Another had a formal peer review process:

“We review everyone’s code. . . When I write something
down and it has a flaw in it, I’m told about it, which is
good. . . I think what we do is we take smart people who
care about doing good work, and we foster an environ-
ment where they’re not afraid to receive constructive
criticism, and they’re not intimidated away from giv-
ing it.” (C15)

The influence of an organization’s security mindset does not
necessarily end when an individual leaves that organization.
As evidenced by three participants who left large compa-
nies to start their own small businesses, there seemed to be
a transfer of security culture and practices from previous
employers. A small company founder described this trans-
fer: “I think some of it could be just kind of from my career
background, what I learned were the best practices. . . I think
we’ve just kind of learned them in the beginning and kind of
kept that culture” (C08).

Size Doesn’t Matter: We found no significant differences
in perceived security culture or overall security practices
based on size. Obviously, larger organizations had more
resources to dedicate to security and cryptographic devel-
opment. However, smaller organizations understood that
vulnerabilities in their products could do great harm to the
company’s reputation, and so were committed to security
and made thoughtful decisions about how they developed
and tested, even if on a smaller scale. For example, the
founder of a micro business noted:

“Being a small company, we’re trying to also gain cred-
ibility. And we don’t want to just claim that we have
the fastest [crypto implementation] in the world, we
also want to make sure that it is built safely and vali-
dated. . . [W]e cannot afford for this thing not to work
properly.” (C07)

5.2 Selection of Resources
Because of security mindsets, participants revealed a pro-
clivity towards careful selection of resources to help them
attain their goal of secure cryptographic implementations.
In this section, we describe considerations taken when choos-
ing and evaluating cryptographic resources.

5.2.1 Standards
In line with the popular quote “The nice thing about stan-
dards is that you have so many to choose from” by An-
drew S. Tanenbaum [67], the interviews revealed that all
the organizations used some type of cryptographic standards
from organizations such as IEEE, ISO, American National

Standards Institute (ANSI) [3], Internet Engineering Task
Force (IETF) [37], and Payment Card Industry (PCI) [57].
All but one described using NIST standards or guidance
documents, most commonly FIPS 140-2. The participants
and their organizations were knowledgeable enough to un-
derstand and evaluate the appropriateness of cryptographic
standards. However, not all organizations have the need
to directly read the standards. For those that do, this re-
quires maturity in the field given the standards’ complexity.
A Chief Technology Officer (CTO) at a small company ex-
pressed this challenge: “A lot of standards are notoriously
difficult to read. Unless you’re an expert in the field, a lot
of them don’t make sense” (C12). In another interview, a
principal engineer commented on the difficulty in translating
standards to products:

“I can tell you from my personal experience under-
standing the fundamentals of these things, still the stan-
dards were a challenge to use because they were very di-
vorced from the implementation day-to-day details that
I encounter while I’m trying to plug all the pieces to-
gether.” (C15)

Despite the complexity, when selected carefully and imple-
mented correctly, standards were seen as beneficial for sev-
eral reasons noted by our participants. Participants in eight
out of 21 interviews commented that the community review
of standards results in a more correct and secure solution. A
CISO at a large software as a service company reflected on
the value of public scrutiny: “By relying on other standards
that [were] vetted by multiple parties, I have much higher
assurance that the underlying cryptography and design [are]
done in an appropriate way” (C16). A director of product
management concurred with this: “So the standards, because
it’s out there and everybody’s looking at it and testing it, we
depend on that as kind of a layer of security” (C14).

Included in community review is the transparency of the
standards process. One participant illustrated this observa-
tion using the popular AES standard as an example:

“It gave us a lot of comfort knowing how AES evolved
. . . being able to see all the steps, having that all happen
out in the open and why and how it happened. Very
helpful to us making the decision for what we’re going
to use and why we’re going to use it.” (C10)

Participants in nine out of 21 interviews commented that the
use of standards eliminates some of the difficulty of crypto-
graphic development and testing by providing an authorita-
tive foundation. The founder of a software company said his
organization relies heavily on standards because “inventing
it on your own is just a different level of complexity that
we knew enough to know we did not want to be involved
in” (C10). Standards also add confidence that a product
will be “interoperable with our customers, with our partners,
even with our competitors” (C16).

Finally, participants noted that standards-based products
may elicit customer confidence. The director of product
line management at a large credential management com-
pany spoke of the importance of customer trust in gain-
ing market share, saying, “If the standard is mature, then
it means our product’s going to be more easily accepted by
customers” (C11).



Standards meet the needs of most companies we interviewed;
however, there are cases in which standards fail to address
a specific need. In these situations, organizations may ex-
tend or modify standards. These extensions were viewed as
adding rigor and security in addition to functionality, mak-
ing the cryptographic implementations “really ahead of any
industry standard practices” (C05).

Interestingly, three participants commented on distrust of
government standards because of allegations that a U.S.
government agency purposely weakened cryptographic algo-
rithms [28]. For example, although one organization made
extensive use of standards, they took special measures to ex-
clude aspects of a government standard they felt were ques-
tionable and exercised extra rigor in their testing processes
to account for potential vulnerabilities. In an extreme case,
a consulting company’s observation of customer distrust of
government standards and their own frustration with the
complexity of those led them to develop a new cryptographic
primitive: “I think it [the distrust] comes from . . . news re-
ports or exposés that say this standard may not be as secure
as we think. . . There is a lot of doubt out there . . . That’s why
there has to be additional options and alternatives” (C06).

5.2.2 Certifications
Seventeen out of 21 organizations obtained at least one for-
mal certification that the implementation of cryptographic
algorithms in their products met standards specifications.
Three additional organizations developed and tested to cer-
tification criteria without undergoing full certification. Eigh-
teen organizations referenced FIPS 140-2 certification [49],
five Common Criteria [41], three the Payment Card Industry
Data Security Standard (PCI-DSS) [57] validation program,
one the Underwriters Laboratories (UL) certification [70],
and others pursued country-specific certifications.

The perception of the benefit provided by adhering to cer-
tification requirements was mixed among our participants.
Among those who obtain certifications, only five organiza-
tions expressed that certifications establish additional confi-
dence through independent testing. One of these remarked,
“You have a lot of assurance that everything’s going to be
tested and get that nice, kind of warm and fuzzy” (C08). Six
organizations noted that, even though they do not undergo
the formal FIPS 140-2 certification process, they build to
and test against the certification specifications to gain added
assurance. A participant from a key and identity manage-
ment software company stated, “as a small company, I think
it is actually extra important to make sure that we go through
this battery of tests just to in a way reassure the people we’re
talking to that this is a robust product” (C12).

For some participants, certifications are perceived as being
more useful for meeting customer expectations than for bol-
stering security. Organizations most often obtain certifica-
tions because these are requirements of their customers in
certain sectors (e.g. government, financial): “for some areas,
if you don’t get the check-mark you don’t get to play” (C11).

Unfortunately, as noted in 12 of 21 interviews, certifications
can be expensive in time and resources, making them pro-
hibitive for smaller companies, especially those with prod-
ucts that run on multiple platforms and have frequent ver-
sion updates. However, our interviews suggest that con-
fidence in the cryptographic implementations may not be

dependent on any certification, but rather on the rigorous
development and testing practices these organizations un-
dertake. The founder of a small company commented that
FIPS 140-2 certification was too costly for them to pursue,
but was confident that his product met the certification re-
quirements: “It’s a place where we’ve done enough testing
ourselves. I know it’s fine. I know we would pass” (C10).
Another participant, whose company did undergo certifica-
tions, felt that the certifications provided little assurance
beyond what was provided by their own internal processes:

“We always design and test ourselves to have confi-
dence that [the product] meets all those requirements
before we release it to the lab for their testing. So when
they come back and say, ‘It passed this,’ we say, ‘Well,
okay, we expected that. Thank you.’ So the surprise
is if something fails, that we expected to pass. That
doesn’t happen very often.” (C01)

Four of our participants also remarked that certifications
may not be a robust contributor to the security of a product.
They expressed strong sentiments that certifications, espe-
cially FIPS 140-2, are more of a “checkbox” for customers
“without any additional benefit of security” (C02). A CTO
and long-time cryptographer added, “FIPS 140 is. . . not fo-
cused on how to use crypto securely. It’s focused on how to
safely provide crypto functionality” (C19).

In addition, seven out of 21 organizations commented that
maintaining FIPS certification may, in some cases, weaken
security by discouraging updates throughout the lifecycle of
the product. Once a product undergoes a significant update
(for example, fixing a security vulnerability), it may lose
its certification. Organizations are then put in a difficult
position: “this ability to address vulnerabilities and to patch
validated code is a real problem. It sends the wrong message
if you do what you should do, which is patch it and live
without [the certification]” (C19).

5.2.3 Third-Party Implementations
The complexity of implementing algorithms from scratch
and the expertise required to write those compelled two
thirds of the organizations to follow industry best practices
by not writing their own cryptographic code and instead us-
ing third-party cryptographic implementations, for example
open source libraries such as OpenSSL or built-in operating
system APIs. One participant used an analogy to explain
why his organization used these resources: “Not every per-
son should be performing brain surgery on another person.
I also don’t believe every software engineer should really go
write crypto code” (C07).

The organizations selected these third-party implementa-
tions based on several factors. First, four mentioned an
implicit trust of the resource based on the reputation of the
vendor or general community acceptance. In describing why
his organization chose a set of cryptographic libraries, one
participant said, “You pretty much trust those libraries be-
cause they are widely used, and you can run test vectors
against them easily” (C20). A third of the organizations said
that they have more confidence in formally vetted, certified
implementations. A participant from a small company that
works on IoT cryptography commented, “If a vendor has
submitted a library through FIPS 140-2 certification, ver-
sus a code that was up on GitHub for example,. . . I would



be more inclined to trust the one that has gone through the
FIPS validation” (C08).

Despite benefits of using third-party implementations, the
organizations respected that the use of these external re-
sources can still be difficult for less-knowledgeable individu-
als. A developer provided an example:

“[Crypto libraries] in general don’t provide enough to be
able to use them correctly out of the box. . . But there’s
many out there that think that they can just use AES,
and I included it and I’m using it. But I’m not us-
ing it correctly, and then I’m leaving myself open to
attack.” (C14)

This point illustrates that there is an important distinction
between a cryptographic algorithm being certified or deemed
“secure” and the proper use of the algorithm by developers.
Similarly, third-party libraries have faced their share of se-
curity vulnerabilities due to implementation errors of oth-
erwise sound cryptographic algorithms. Some of these vul-
nerabilities have had far-reaching impacts, for example the
Heartbleed vulnerability in OpenSSL [71]. A security archi-
tect commented that third-party implementations are“much
more likely to contain implementation bugs and vulnerabil-
ities” (C20). Therefore, some organizations attempted to
vet third-party implementations by doing their own vulner-
ability checks. One participant noted that his organization
monitors the vulnerability databases for security issues with
the libraries they use. Another commented on the extra se-
curity checks his company performs: “We validate outside
third-party libraries and software as they come in and con-
firm that they are bug-free and up to the latest standard or
perform the right risk assessments” (C16).

Finally, organizations may augment third-party implemen-
tations with their own internally developed modifications to
avoid potential errors or address gaps in the resources. For
example, to prevent developers from making errors while
using the Windows CryptoAPI, a vulnerability assessment
software company had “written libraries on top of that to
present a prettier facade in front of it because it’s a fairly
difficult library to use the way it’s delivered” (C15).

5.2.4 Academic and Research Resources
Our interviews revealed differing views on the value of aca-
demic research resources. Participants in three out of 21 in-
terviews said that they have referenced academic resources
(e.g., attended academic conferences or read (attack) re-
search papers) to either better understand cryptography or
to keep up with advances in the field. However, other par-
ticipants passionately voiced their lack of confidence in the
relevance of cryptographic research to their organizations’
real-world industry challenges. One participant commented,
“People out in academia are famous for claiming there are
holes in this kind of stuff where they don’t actually exist,
because they don’t configure things according to the recom-
mendations” (C01). A cryptography architect asserted that
his company’s testing methods for cryptographic implemen-
tations were more state-of-the-art than those described in
the academic world: “No, we don’t reference academic pa-
pers. They’re not where we are in understanding the test
problem. . . So there’s a six-year gap between the. . . methods
that we developed being identified in academia” (C05).

5.3 Development and Testing Rigor
Our interviews revealed that the organizations translated
their commitment to security and their expertise into rigor-
ous development and testing practices. Interestingly, when
participants spoke about how they test the cryptographic
components, they saw secure software development as the
foundation to providing cryptographic functionality.

5.3.1 Formal Processes
Of our 21 interviews, 20 reported that their companies em-
ployed formal development and testing strategies (those that
are structured and standardized within the company) to en-
sure that their products, including the cryptographic com-
ponents, were secure, while one participant said that they
contracted developers to do that for them.

The development and testing practices were often the result
of an evolutionary process spanning many years, as noted
by 10 interviews. A director of quality assurance remarked,
“Part of [the role of] our test lead is now to verify that we’re
at the appropriate levels from a security standpoint. . . so it’s
a big focus for us now, whereas in the past, it was kind of a
side item” (C14). A company founder described his organi-
zation’s introduction of more robust techniques over time:

“And it was an evolution, honestly. It started to where
we didn’t have hardly anything and new tools came on
the market, as well as we had more time to focus on it.
That allowed us to kind of improve code incrementally
over time.” (C10)

Twelve interviews revealed a strong security mindset when
they described developing and testing their products’ cryp-
tographic components based on risk. They would carefully
build threat models to protect against strong adversaries,
perform penetration testing, and would monitor current vul-
nerabilities to ensure their products were secure against those.
A cryptographic design reviewer commented on this risk-
based approach: “All we can do is try to build good adver-
sary models and then try to determine if our systems can
stand up to those adversaries” (C04).

Another discussed how his company’s practices ensured that
security had been considered throughout development:

“We have architects that do security reviews, that do
threat modeling. And it’s not just about the crypto, but
more in general, how do you use the product. Who gets
to do what? What are the risks? How do we mitigate
those risks?. . . And one of the items for the engineer-
ing gate release is making sure. . . we mitigated anything
that needed to be mitigated.” (C11)

Generally, the organizations’ development and testing pro-
cesses adhered to the principles in Figure 1. First, security
specifications, architectures, and designs would be developed
and reviewed. These would then be programmed against.
Internal or external code reviews would be subsequently be
conducted. During testing, tests would be run using inter-
nally developed test vectors or those provided with cryp-
tographic resources. Static analysis tools and testing tools
were also generally used. This development and testing pro-
cess would be iterated whenever functionality changed, and
performed in an expedited fashion if updates were being
made due to a discovered security vulnerability.
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Figure 1: Security Development Lifecycle [34] adapted to include development and testing strategies as
extracted from the interviews. Not all processes apply to all interviewed organizations.

5.3.2 Development
As mentioned above, the development phase for the orga-
nizations followed typical, commonly accepted development
practices such as requirements and risk analysis and pro-
gramming. We specifically highlight two practices that were
mentioned most often in the interviews.

Participants in nine interviews spoke about design reviews,
which were critical for finding potential errors in crypto-
graphic components early in the process. Those that do
cryptographic review must be highly skilled and able to piece
together others’ thought processes:

“A lot of the review is really just archeology. It’s delv-
ing down into what they’re producing, trying to under-
stand both the explicit and the implicit assumptions,
and then identifying where there are conflicts that lead
to attacks.” (C04)

Nine organizations also mentioned the importance of doing
code reviews to look for security and functional errors and
vulnerabilities. A participant from a security software com-
pany remarked, “We have a mandatory and systematic code
review. Each line of code and each comment of code needs
to be reviewed by usually at least two peers” (C17).

5.3.3 Testing
Figure 2 shows the types of testing mentioned in the inter-
views. In 16 interviews, automated testing was discussed,
often as being integrated with manual testing. The CTO
of a company that produces security software discussed this
integration of automated and manual testing: “We have au-
tomatic tests, unit tests, integration tests, functional tests
. . . , code analysis. . . . We have additional, manual tests be-
ing done. . . on top of the automated tests” (C17).

design reviews

code reviews
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Figure 2: Development and testing practices explic-
itly mentioned for secure cryptography.

Ten interviews mentioned the use of third-party testing to
improve the security of their cryptographic products. For
example, organizations used bug-hunting services, or exter-
nal testing such as blackbox, greybox, or whitebox penetra-
tion tests to increase the chances that bugs would be found
in a controlled environment, and prior to product release.
One participant described the benefit of his company using
a bug-finding platform:

“You have some complete geniuses there that have found
things that we never would have found. . . I feel like
you’re way more trustworthy if you are actually upfront
about this stuff and you are actively soliciting people to
attack you and paying them for their effort. You get a
much higher confidence that some random person at-
tacking won’t just find something easy.” (C10)

Third-party review can also be used to gain trust with cus-
tomers as expressed by a product manager: “When cus-
tomers ask us. . . ‘Can you prove to me that it’s done se-
curely?’ we can point to another organization that’s inde-
pendent to show” (C11).
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Figure 3: Challenges in development and testing.

End-user testing was not deemed as important for some or-
ganizations as they mostly develop products that become
components in other products. However, this type of test-
ing is critical for those producing products that will be di-
rectly used by businesses and consumers, and was discussed
in eight interviews. These interviews mentioned formal beta-
testing, continuous feedback, employing a user testing ser-
vice, or recruiting convenience samples to test the product.
One participant described the importance of user testing for
his organization’s consumer security software:

“We’d bring in our friends and family and sit them
down and watch them. And it was eye-opening. It
caused us to change a lot of what we did because, es-
sentially, they didn’t get the concept. . . We also used
usertesting.com, which has been very great. You can
show 10 people something and you have a pretty good
idea.” (C10)

Another company takes advantage of beta testing to identify
potential issues in their product: “We have a very extensive
beta program, and we have a very active customer base. . . so
we have no lack of feedback” (C15).

5.3.4 Challenges
All 21 of our interviews mentioned challenges to develop-
ment and testing (Figure 3). We focus here on challenges
directly related to cryptography, excluding challenges that
have already been discussed, e.g., cryptographic complexity.

One challenge mentioned in six interviews was the tension
between getting a product to market and taking the time to
do robust security development and testing. For example, a
participant from a company that spends years securely de-
veloping its cryptographic hardware modules observed that
in most of the hardware/software industry, “The design fo-
cus is simply not to do a solid job which will last a long time
cryptographically. . . . They cannot care because they have to
get the products out in a timely fashion” (C05).

Testing for vulnerabilities in cryptographic implementations
was another challenge mentioned in seven interviews, with
three expressing concern for adequate testing of side-channel
attacks. A participant who integrates cryptography into IoT
devices said, “especially in the embedded world, what the test
vectors don’t address I think is side-channel attacks, [which]
could be really detrimental to the embedded device” (C08).

Another challenge, as mentioned in three interviews, was
the longevity of cryptographic products in customer spaces.

An IoT researcher commented, “Many devices are going to
be deployed for 20 years. So, maybe the crypto in 20 years
is no longer secure” (C09). Another participant expressed
the difficulty of having to maintain legacy cryptographic al-
gorithms in a product: “Old things become weak and you
shouldn’t use them anymore, and you need to add new ones
. . . However, customers are not so cooperative. . . It may take
10 years before everybody stops using something” (C01).

Four interviews discussed challenges in having to troubleshoot
or update third-party cryptographic implementations when
vulnerabilities or errors are found. A principal engineer at a
security software company described, “when we’re using any
third-party library...and you happen to do something, and it
fails, it’s really hard to figure out what went wrong” (C15).

Other cryptography-related challenges included the need for
more test vectors (3 interviews), keeping up with changes
in cryptographic standards (3), and having to use crypto-
graphic libraries on multiple platforms (3).

In spite of these challenges, organizations in our study re-
ported confidence in their processes and the resulting se-
curity of their cryptographic products (16 interviews). For
example, a senior systems analyst at a small company de-
scribed his confidence in the cryptographic algorithm they
had developed: “I don’t make any bold claims, but at the
same time, we looked at our encryption algorithm and we
considered it quantum-proof” (C06). In another interview,
a company founder stated, “I think we are definitely in the
higher echelon for going above and beyond” (C10).

6. IMPLICATIONS

6.1 Expanding Research Contexts
Our results suggested that the organizations believe they
have a mature workforce, appreciate the complexity of crypto,
possess a strong security culture, effectively use cryptographic
resources, and practice secure development. However, the
various studies mentioned in Related Work (e.g., [1, 2, 17–
19,42,48]) indicate that there are many poor cryptographic
implementations “in the wild,” and developers typically lack
a fundamental understanding of cryptography.

Where, then, is the disconnect between our findings and past
research? It is possible that our self-report data are merely
perceptions and do not accurately reflect the security mind-
sets of the organizations. Participants may be overconfident
or may have overstated their organizations’ security prac-
tices because of observer bias. We also recognize the value of
future research to verify organizational claims by examining
vulnerability databases, for example Common Vulnerabili-
ties and Exposures (CVE) [68], to enumerate security issues
in their products. Additionally, knowledge of an organiza-
tion’s development maturity level (e.g. Capability Maturity
Model [12]) could be used as a comparison point.

Alternatively, this population is likely quite distinctive from
previously studied developer populations and contexts, which
may explain some of the differences in our findings. First,
our participants exhibited more maturity in security and
cryptography, with all having more than 10 years of secu-
rity development experience. Second, organizational culture
and constructs were an important driver of security mind-
sets within our study, while previous studies often involved



independent application developers, many of whom were not
full-time developers or had not received formal education or
organizational training in programming, cryptography or se-
curity. Third, there was a marked difference in the types of
cryptographic resources used. Other studies (e.g., [2]) in-
dicated that developers are reliant on information gleaned
from search engines and Stack Overflow, which was only
mentioned once in our interviews. Instead, the organiza-
tions in our study turned to more authoritative resources
such as cryptographic standards and certification specifica-
tions. Finally, many of the studies that identified crypto-
graphic vulnerabilities examined mobile apps, presumably
because these were easy to obtain from public application
stores, and open source projects. Our participants were de-
veloping more complex, expensive software and hardware
products. Lack of security in these products had greater
consequences, with the potential of harming the company’s
reputation or resulting in loss of sales.

These differences suggest that perhaps the security research
community is not capturing a comprehensive picture of the
cryptographic development environment. This demonstrates
the need for the research community to diversify their study
populations and contexts, and consider mechanisms to bridge
the gap between more security-mature and less-skilled devel-
opers who implement cryptography in their products.

6.2 Support for Other Populations
The evidence of the criticality of organizational security cul-
ture and collaboration during development and testing raises
the question of whether it is even possible for “solo” devel-
opers, such as the application developers with little crypto-
graphy experience or peer support represented in previous
studies, to be truly successful in this area. How then can the
research community explore ways to facilitate the transfer
of strong security practices observed in some organizations
to others with less support and experience?

As previously stated, unlike the population in our study,
many developers sampled in past studies rely on online com-
munities such as Stack Overflow [65] when implementing
cryptography. But there is little evidence that these com-
munities provide the level of support necessary for secure
development. Future research may involve further assessing
the value of current online communities for cryptographic
development and exploring alternatives as means by which
security mindsets can be created and perpetuated.

The findings also reveal that mentoring and peer review are
critical to perpetuating security mindsets within organiza-
tions. Past studies have sought to understand the effective-
ness of software development mentoring, peer review, and
pair programming (e.g., [7, 47, 74]). However, more work
needs to be done to determine whether mentoring for cryp-
tographic development requires different tactics and how to
best support this outside of organizational constructs.

6.3 Cryptographic Resource Usability
Whereas the bulk of responsibility in producing secure cryp-
tographic products lies with the organizations themselves,
our results imply that cryptographic resource providers can
also do more to contribute to developer confidence. The
most mentioned complaint our participants had with stan-
dards and certification guidance was the complexity of the
language. This underlies a need for standards organizations

to work towards a common language between cryptogra-
phy experts who write the standards and developers and
engineers who use them. Although standards documents
may not be the appropriate place for large amounts of ex-
planatory text, supplementary guidance that contains more
instruction, cautions against common errors, and provides
example implementations may prove to be valuable. Just
as research has been done on language for security alerts
and warnings (e.g. [10, 66]), it would also be helpful for re-
searchers to explore the efficacy of language that explains
cryptography concepts to non-experts.

Additionally, developers could benefit from more explana-
tions of motivation, in other words, the “why” behind cryp-
tographic choices. One participant echoed this recommen-
dation as an important way to move beyond the “checkbox”
mentality of standards: “So you’re thinking big picture, ‘I’m
doing this for this a reason,’ because otherwise, you just get
in the cookbook approach of, ‘Do I meet this? Yes, yes, yes.
Check, check, check’ ” (C19).

Of course, many developers have no need to look at the stan-
dards directly since they use third-party implementations.
However, third-party implementations may also be difficult
to interpret and use securely if one lacks basic knowledge of
cryptography. Our study results support past research call-
ing for increased usability of cryptographic APIs. Similar to
the work of Montandon et al. that proposed a new platform
for providing API code examples [46], we also recommend
investigating new approaches to community vetting of sam-
ple code since developers often copy flawed code snippets
from forums such as Stack Overflow [2].

Notably, the participants spoke of a security problem with
FIPS 140-2: updating certified software for security would
break its certification, so companies relying on the certifica-
tion had to decide between withholding an update or hav-
ing to undergo recertification. This insight into an instance
where reliance on a certification can decrease security un-
derlines the need to closely and continuously involve crypto-
graphic experts in the certification process. Their experience
as users of the certification can help evolve the process and
shape it to be more resilient, usable, and secure.

7. CONCLUSION
Our study offers new insight into the cryptographic develop-
ment and testing practices of a previously unstudied popula-
tion of organizations and participants who were highly expe-
rienced in cryptographic development. Our results suggest
that organizational security mindsets are based on maturity
and a strong security culture, which in turn guide selection
of cryptographic resources and inform rigorous development
and testing practices. Based on these observations, we see
opportunities for development organizations, cryptographic
resource providers, and security researchers to facilitate an
environment conducive to building the expertise required to
correctly and securely implement cryptography.
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APPENDIX

A. INTERVIEW QUESTIONS

1. Can you tell me about your organization - what it does, what it produces?

2. What is your role within your organization with respect to cryptographic products?

3. How did you get into this field?

(a) At what point and why did you become concerned with cryptography and secure development?

(b) In which field(s) is your formal education?

4. Do you work in a unit or department that is part of a larger organization?

If yes : What is the size of the unit or department?

(a) What is the size of your overall organization?

5. Can you tell me about the kinds of products your organization develops, and specifically those that use cryptography?

6. Who are the typical customers for your products that use cryptography?

7. How long has your organization been working on products that use cryptography?

8. Is cryptography your organization’s primary business focus, or is it an enabler within your products?

9. For your products that use cryptography, what processes or techniques , if any, does your organization use to minimize
bugs and errors in code during the development process?

(a) Why does your organization choose to use these methods? [only use if participant has difficulty coming up with
response:] for example, industry standard, customer demand, robustness and quality

10. What processes or techniques does your organization use to test and validate the cryptography component in your
products?

(a) Why does your organization choose to use these methods? [only use if participant has difficulty coming up with
response:] for example, industry standard, customer demand, robustness and quality

(b) What kind of end-user testing, if any, does your organization do to prevent customers from misconfiguring or misusing
the cryptography component in your products?

11. Does your organization do any certifications or third-party testing?

(a) What reasons led you to decide to use certifications or third-party testing?

(b) How do you establish confidence in the results of the certifications or third-party testing?

(c) What are the challenges or issues your organization has experienced with certifications or third-party testing, if any?

12. What, if any, are your organization’s biggest challenges with respect to developing and testing cryptography within your
products?

(a) How do you think these challenges can be overcome, if at all?

(b) Has your organization experienced a tension between secure development and testing and getting a product to
market? If so, how has that impacted your organization’s processes?

13. Do your customers have specific requirements regarding development and testing? If so, what are those requirements?

14. How do updates impact your development and testing processes, if at all? (time-sensitive vs. deprecation)

15. What resources do you use to help you develop and test the cryptography component of your products? [only use if
participant has difficulty coming up with response:] for example, standards, industry specifications, books, academic
papers, standard libraries, APIs

(a) What are the reasons your organization chooses to use those particular resources?

If the participant does NOT use standards: What are the reasons that your organization does not use standards?

16. [If the participant uses standards:] What kinds of standards do you use?

(a) What is the role of standards in your organization’s development and testing processes?

(b) What do you see as the value or benefit of using these standards, if any?

17. How could standards or other cryptographic resources be improved to be more useful?

(a) How could NIST standards and guidance be improved to be more useful?

18. Is there anything else you’d like to add about the topics we’ve discussed?
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Participant Demographics

Organization Demographics

Organization Characteristics

• Team Interactions

• Security Culture

• Maturity

• Talent/Hiring

Development and Testing Practices

• Formal

• Informal

• Risk-based

• Practices

– Automated

– Human/Manual

– External/3rd party testing

– End-user testing

• Reasons/Philosophy

• Evolution

• Confidence

• Challenges

• Updates

Certifications/Compliance Programs

• Which ones (identify)

• Problems and Challenges

• Reasons

• Confidence

• Improvements

Resources

• Standards

• Government

• Industry/3rd Party

• Internally developed

• Research

• Gaps

Security

• Vulnerabilities and Errors

• Usability and Complexity

• Relationship and Tensions

Security Education

• Customers

• Developers/Engineers

Emotions

• Positive

• Negative

Influences

Customers

Evolution of Security Field

Complaints

Participant Values and Perceptions

Trust
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