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Abstract

Form birefringence, where the orientation of periodic structures yields effective refractive index

differences between orthogonal polarizations, is integral to multidimensional optical data storage,

is apparent for certain metamaterials, yet is also critical to the inspection of periodic devices

in nanoelectronics. A traditional assumption behind form birefringence - that the wavelength

is larger than the periodicity - challenges several applications at shorter wavelengths. In this

paper, the form dependence of high spatial-frequency scattering off structures with two-dimensional

periodicity is numerically assessed among deep-, vacuum-, and extreme-ultraviolet illumination

wavelengths (DUV, VUV, EUV). At each wavelength, the available optical hardware is incorporated

as a constraint and the impact of known laboratory source intensities is addressed. Evaluations

are presented for both ideal periodic arrays and arrays with an added bridging defect that breaks

the local periodic symmetry. Form-dependent scattering (FDS) intensity ratios in the ideal case

decrease with wavelength in the DUV and VUV, but dramatically increase for the 47 nm EUV

wavelength, due to the wavelength-dependent optical properties of the conformal layers modeled.

This increase at 47 nm wavelength shifts the ideal polarization for FDS off the bridging defect and

enhances sensitivity to these patterning faults. The results of these realistic simulations in this

challenging wavelength range should be extensible, not only to structures in nanoelectronics, but

also to emerging engineered optical materials for DUV and shorter wavelengths.
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I. INTRODUCTION

Form birefringence is the induced difference, due to geometrical factors, in refractive

index between different polarizations of light traveling through or reflecting off a structured

material. It is found in nature [1, 2], observed in anisotropically nanostructured silicon [3, 4],

and also created using microscale patterning [5–8] (for micrometer and infrared wavelengths)

and nanoscale fabrication [9, 10] (for visible and ultraviolet wavelengths). Non-resonant

metamaterials with a effective negative index of refraction have been realized utilizing

form birefringence [6]. It has also been integral to characterizing periodic nanoelectronic

devices [11]. These examples follow a traditional understanding of form birefringence, that

it arises from “an ordered arrangement of similar particles of optically isotropic material

whose size is large compared with the dimensions of molecules, but small compared with

the wavelength of light [12].” Among metamaterials that inherently exhibit artificial

optical properties due to individual resonant scatterers, some additionally exhibit form

birefringence [13] while others utilize nominally form-birefringent elements augmented to

resonante [14, 15].

Form birefringence is accounted for through effective medium approximations (EMA),

and Fig. 1(a,b) illustrates schematically the treatment of a form-birefringent material using

an EMA. For typical periodic structures, if the perioidic spacing, p, is much less than

the wavelength of the incident light, λ, no higher-order scattering is produced and the

birefringence can be expressed as

ε⊥ − ε‖ ≥ 0, (1)

where ε⊥ and ε‖ are the effective dielectric functions for two orthogonal linear polarizations.

While the form birefringence of structures with a periodicity p is well-described when

p � λ, the polarization-dependent optical response is more ambiguous if λ ≤ p. A notable

exception, however, are metagratings, which are comprised of periodic sets of dissimilar

elements designed to engineer the local phase [16]. The periodicity of these sets may exceed

λ, yet enable perfect engineered reflection [17]. Popov et al. controlled surface impedances

on each of N elements in their set to selectively control which of the potential N plane waves

† Certain commercial materials are identified in this paper in order to specify the experimental procedure

adequately. Such identification is not intended to imply recommendation or endorsement by the National

Institute of Standards and Technology, nor is it intended to imply that the materials are necessarily the

best available for the purpose.
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would be scattered off that set [18]. Liu et al. further proposed tuning both reactive and

absorptive properties at different frequencies and incident angles for both linear orthognonal

polarizations of incident wave [19]. Wavelengths for these exceptional structures range, thus

far, from the infrared to longer wavelengths.

Currently, periodic systems illuminated using visible and shorter wavelengths for which

p ≈ λ will exhibit higher-order diffraction. Many modern fabricated optical materials feature

structured periodicities p that begin to approach λ. Smith et al. [20] noted that an initial

demonstration of a metamaterial with a negative refractive index [21] had a periodicity

p ≈ λ/6, and proposed approaches for maintaining an EMA for such materials. Likewise,

recent activity using ultrafast laser nanostructuring in glasses [22, 23] has renewed interest in

form birefringence for multidimensional optical data storage [24] with p ≈ λ/9 using visible

wavelengths. Another application is concentric surface-relief gratings, which create helical

wavefronts upon reflection at λ = 405 nm with p = 322 nm [25]. As the period p continues to

decrease with improved fabrication technology, λ will be reduced further to deeper ultraviolet

wavelengths. With p ≈ λ, both experimental measurements and electromagentic modeling

of such structures become increasingly critical.

This paper investigates numerically the scattering off arrays of nanoscale structures

with two-dimensional (2-D) periodicity at even shorter wavelengths, spanning the DUV,

the vacuum-ultraviolet (VUV), and the extreme-ultraviolet (EUV). While the spacing p

is less than the wavelength in one direction, as ilustrated in Fig. 1(c) these structures

FIG. 1. Schematic representations of reflecting and scattering structures. (a) Periodic structure

that due to form birefringence reflects transverse-electric (i.e., ‖ to grating as shown) polarized

light differently than transverse-magnetic (i.e., ⊥) polarized light (as p� λ). (b) Effective medium

approximation. (c) Structure types considered in this present work, with λ approaching or shorter

than p.
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have lengths and spacings, specified in the next Section, in the orthogonal direction that

yield higher-order scattering at DUV, VUV, and EUV wavelengths. In this wavelength

regime, the simpler treatment of form-birefringent reflectivity using an EMA must be

replaced by an assessment of form-dependent scattering (FDS) with high-frequency spatial

content from an inhomogeneous layer. In experiments at visible and DUV wavelengths,

our group has successfully measured deep-subwavelength structures that scatter such

high-frequency spatial content on a high-magnification platform in the laboratory [26–

34]; others notably have measured structure-based birefringence using linearly-polarized

x-rays in synchrotron-based experiments, imaging the local orientational properties of

brominated organic molecules [35]. For these simulations throughout the ultraviolet,

wavelength-appropriate optical configurations are presented and non-synchrotron light

sources are presumed due to their potential technological impact. Image intensities from

these arrays are compared as functions of wavelength and polarization. Methods for and

challenges to imaging at 13 nm, 47 nm, 122 nm, 157 nm, and 193 nm wavelengths are

incorporated into this analysis.

These arrays, defined in Section II, are technologically relevant in nanoelectronics,

and simulations include scattering both with and without the presence of an undesired

non-periodic bridging defect. Scattering intensities with respect to linear polarization are

presented for the two-dimensional periodic array in Section III. The effects of FDS upon

the scattered intensity are studied as the wavelength decreases into the VUV and EUV,

including strong FDS intensity at λ = 47 nm for the periodic array. Section IV presents the

FDS after the addition of the bridging defect. This allows examination of the wavelength

extensibility of the challenging problem of identifying sub-10 nm wide imperfections with

optics, as is currently employed in nanoelectronics fabrication (i.e., defect inspection) using

λ > 190 nm [36, 37]. At all wavelengths, FDS can be observed from the bridge if enough

photons are hitting the sample, but λ = 47 nm is notable for the low number of photons

required to attain the signal and is unique among these five wavelengths as its optimal

polarization axis for FDS is defined by the array and not by the bridge direction as has

been calculated for DUV and longer wavelengths [30–32, 38, 39]. Note also, several other

defect types have been recently explored at ultraviolet and longer wavelengths elsewhere for

their effects upon form birefringence and polarized optical scattering [40, 41]. While the

geometries and materials for the patterned devices presented in this paper are optimized
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FIG. 2. Cross-sections of the two geometries of periodic nanostructures used in these simulations

(a) x-y cross-section of a unit cell (UC) for Geometry 1 (b) y-z cross-section of Geometry 1, (c, d)

x-y cross-sections of a 4 UC × 4 UC array containing an isolated bridging defect. (e) Definition of

axes with respect to line directions. (f) Key lengths that define the structure and its periodicity,

with values in Table I. Panels (g-j) represent Geometry 2, mirroring the cross-sections shown in

panels (a-d) for Geometry 1.

for a specific technological application, the simulation methodologies presented should be

applicable not only for nanoelectronics-derived structures but also to other optical materials

in the DUV, VUV, and EUV.

II. SIMULATIONS AND IMAGE FORMATION

To quantitatively assess form-dependent optical scattering, electromagnetic scattering

calculations have been performed using two similar geometrical layouts of technologically

relevant features with 2-D periodicity. As shown in Fig. 2, both layouts are comprised of

conformally coated amorphous Si (a-Si) structures on a crystalline Si (c-Si) substrate with

a SiO2 layer. These geometries are based on designs of fin field-effect transistors [42] to

represent key trends in nanoelectronics. The widths of the a-Si features are on average 7

nm and 6 nm for the two geometries, respectively, with a-Si heights 42 nm and 52 nm above

a 78 nm thick SiO2 layer coating the c-Si substrate. Also shown in Fig. 2 are two isolated,

sub-wavelength bridging defects that will alter the scattering off the nominal structure.
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TABLE I. Key dimensions for the two geometries shown in Fig. 2 using variables defined in Fig. 2(f),

where ∆(xfin) (not shown) is the offset between the centers of lines spaced by p. Unit cell dimensions

are {lfin + lgap, 2p+ 2p′}. Fin widths are averaged. All dimensions are in nm.

Geometry p p′ lfin lgap ∆(xfin) wa-Si wSiO2 wHfO2

1 44 40 146 34 102 7 2 8

2 42 42 146 34 102 6 2 2

Information on the two-dimensional periodicity and linewidth for each geometry appear

in Table I, and the complete simulation geometries with and without these defects are

provided for download as Supplemental Information [43]. The complex index of refraction,

(ñ = n + ik) for each material is wavelength-dependent and their respective values are

provided in Table II. To determine how the properties of these materials impact the scattered

intensities, additional simulations have been performed using line-space arrays with and

without the layers above the SiO2 that are conformal to the a-Si structures.

An in-house implementation in three-dimensional (3-D) space of the finite-difference time

domain (FDTD) method has been utilized for each of the five wavelengths. Our 3-D

FDTD implementation, is well-validated against experiments, [30, 32], against analytical

solutions [44], and uses a cubic Yee cell grid upon which the electric field and magnetic

field are propagated with respect to time [45]. Once a steady-state solution is achieved, the

scattering approximates that from a single plane wave (SPW) of illumination at one linear

polarization. Each FDTD simulation yields the electric field after diffraction, refraction,

and scattering for each incident SPW. The present study has required the identification of

wavelength-dependent FDTD parameters such as the simulation domain size and cell grid

size; a brief description of necessary considerations for FDTD at multiple UV wavelengths

is provided as Appendix A. This 3-D FDTD code accomodates calculations in 2-D space,

e.g., the line-space arrays.

An assessment of the optical instrumentation available at each wavelength is also provided

as Appendix B. Key findings include the maximum numerical aperture (NA) for λ ≥ 157 nm

that are considered here, NA = 0.95 with brightfield illumination (BF). For λ ≤ 122 nm there

is often an obscuration on-axis as only reflective optics are practical, limiting the NA range

to NA = 0.2 to 0.5 but but allowing for either darkfield (DF) or brightfield illumination.
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TABLE II. Optical constants for key materials used in nanoelectronics manufacturing, including

amorphous and crystalline Si.

λ (nm) a-Sia c-Sib SiO2
c HfO2

d

n k n k n k n k

13 1 0.02 1.03 0.00113 0.98 0.01 0.97 0.0157

47 0.88 6.58 0.803 1.78 0.62 0.30 0.58 0.06

122 0.44 1.10 0.295 1.32 2.62 0.93 1.59 1.69

157 0.67 1.63 0.49 2.04 1.80 0 2.36 1.22

193 1.16 1.29 0.88 2.80 1.66 0 2.98 0.43

a based on Ref. 46.
b based on Ref. 47.
c based on Ref. 48.
d based on Refs. 49–51.

These ranges are illustrated as Fig. 3, including the positions in the back focal plane of the

objective lens at which multiple SPW computations are performed to simulate these finite

apertures.

Each FDTD simulation yields the Fourier scattering components for each SPW. These

FIG. 3. Realistic illumination and collection numerical apertures (INA, CNA) (a) CNA range from

NA = 0.2− 0.5 for 13 nm, 47 nm, and 122 nm wavelengths with both small NA-range bright-field

(BFsm), grazing-angle dark-field (DF), and normal-incidence dark-field (BFsm) illumination. (b)

CNA ranges from NA = 0 − 0.95 as a best-case for long VUV and DUV wavelengths for BFlg

illumination. Note, BFsm is a subset of BFlg in (b) and is used in Section III at all λ for uniformity.
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are combined using an inverse Fourier transform, before fields are summed over multiple

SPWs following Fig. 3 for DF and BFsm (for λ = 13 nm to 122 nm), BFsm and BFlg for

λ ≥ 157 nm. Representative images appear in Fig. 4 for each of the five wavelengths,

with and without the bridging defect embedded in the periodic set of features. Structures

containing the isolated bridging defect are termed ”perturbed” while the nominal structure

deemed ”ideal”. As shown in Fig. 4(c), the imaged intensity contrast due to this bridging

defect can be enhanced by subtracting the image of the ideal structure from the image of

the perturbed structure, yielding a differential image. Often this image is processed using

its absolute value and referred to as the absolute value differential image (AVDI). The ideal

images are analysed for FDS and potential similarities to form-birefringent materials in

Section III. AVDIs are processed in Section IV to assess the FDS from a bridging defect,

yielding an analysis of the potential applications for these results.

FIG. 4. Illustrations of imaging and differential imaging. Incident intensity in the simulations is

normalized to be unitless with I0 ≡ 1. (a) Simulated image of the 2-D periodic features, identified

in the text as ”ideal”. (b) Simulated images of the ideal structure with an embedded bridging

defect, identified as ”perturbed”. (c) Absolute-value differential images (AVDIs) using the ideal

and perturbed images. The incident light for these figures is polarized parallel to the long axis of

the ideal structure (the Y axis as defined in Fig. 2).
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III. OPTICAL RESPONSE FROM PERIODIC STRUCTURES IN THE VUV AND

EUV

Two dominant factors influence the optical scattering off these ideal periodic structures in

the DUV, VUV, and EUV: the intrinsic optical constants of the materials and the extrinsic

scattering effects due to form, which includes the structures’ periodic spacing(s). To assess

the roles of both factors upon the FDS among wavelengths, the illumination and collection

configurations are limited in this section to the BFsm condition as defined in Fig. 3, the

shared illumination scheme common to all five wavelengths.

Data analysis of the resultant images is challenging due to the higher-frequency spatial

content in the images. Note that if our simulated high-magnification optical platform
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FIG. 5. Distributions on the intensity ratio between image pairs simulated using orthogonal,

linearly polarized illumination calculated on a pixel-by-pixel basis.(a) Intensity ratio distributions

at λ = 13 nm and λ = 47 nm (b) Box and whisker plots of the intensity ratio distributions at each

wavelength and geometry. Whisker bars denote the range between the 5th and 95th percentiles of

the distributuons while the box plot covers the 25th to 75th percentiles. Mean intensity ratios are

denoted with a circle. A ratio of 1 (green dotted vertical line) indicates no detectable FDS. All

distributions computed are relatively narrow except at λ = 47 nm.
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collected images of a truly form-birefringent material, the images would have no high-frequency

content but the image’s flat intensity would still vary with incident polarization. Such an

image could be reduced in practice to a single pixel and using normalization techniques [26,

29] could be converted to a reflectivity. The analysis may be further simplified using a

reflectivity ratio, dividing the separate reflectivities from orthogonal linear polarizations.

Note, alternatives metrics such as determination of phase differences [52] may also be

utilized for p� λ.

However with 2-D periodicity and p / λ, FDTD simulations yield evidence in each

incident SPW of both higher-order diffracted and scattered Fourier components of the

electric field, which are combined using an inverse Fourier transform before the resulting

simulated image is constructed using multiple plane waves. These images cannot be reduced

to a single pixel and the differences in scattered intensity with incident polarization are to

be assessed as pixel-by-pixel intensity ratios. Using an image from both incident orthogonal

polarizations, one obtains pixel-by-pixel distributions ; the distributions for λ = 13 nm and

λ = 47 nm are shown as Fig. 5(a). The key result for λ = 13 nm from Fig. 5(a) is that

the intensity ratio, Rsignal = IsignalY pol.
/IsignalXpol.

= IY /IX calculated pixel-by-pixel, yields

a narrow distribution centered close to unity for both geometries, indicating that although

Rsignal can vary within the image, there is little meaningful FDS. Contrast this result with

those for λ = 47 nm in Fig. 5(a). The distributions are wide, indicating a large variance in

the ratio across the set of pixels forming each image, with Rsignal ≈ 4. From this distribution

of intensity ratios, the FDS appears relatively strong.

To assess these distributions across all five wavelengths, a box-and-whisker plot is

provided as Fig. 5(b). A dashed vertical line denotes the absence of form-dependent

scattered intensity where IX = IY . As the wavelength decreases into the VUV and

approaches the periodic spacing length, FDS is greatly reduced irrespective of optical

constants. The distributions at λ > 122 nm are relatively narrow, similar to that at

λ = 13 nm, qualitatively emulating the scalar ratio between reflectances expected for true

form birefringence. Especially for Geometry 1, the mean intensity ratio appears to converge

to unity as λ approaches 122 nm. Note, however, that in Fig. 5(b), the pixel-by-pixel

intensity ratio is inverted (IX/IY > 1) for Geometry 2 and λ ≥ 122 nm.

As the periodic silicon features vary minimally between the two geometries, it is a

reasonable assumption that the optical properties in Table II drive the magnitude of the
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TABLE III. Ratio of Ī(IY )/Ī(IX) for line/space arrays as simulated at the five simulation

wavelengths using Table II. Coatings “as shown” corresponds to all materials in Figs. 2(b,h)

while “none” represents the removal of the SiO2 and HfO2 conformal to the a-Si structure.

Geometry Coatings λ

13 nm 47 nm 122 nm 157 nm 193 nm

1 as shown 1.1 9.6 1.2 1.9 5.7

none 1.0 3.4 2.6 1.7 1.0

1a as shown 1.1 11.1 1.2 1.7 5.0

none 1.0 2.6 2.8 1.8 1.0

2 as shown 1.1 41.6 0.4 0.4 0.7

none 1.1 6.1 0.8 1.2 2.0

a Pitch altered from Table I to p = p′ = 42 nm.

intensity ratio and the relative weights between IX and IY , as Geometry 1 has the thicker

HfO2 conformal film on the fins and SiO2 surface as compared to the mostly SiO2 surface for

Geometry 2. These similarities reduce the likelihood that the differences in form-dependent

scattering reported here is due to localized phase control, the basis of a metagrating reported

by Khorasaninejad and Capasso [16]. They tailored the individual widths of periodic sets of

subwavelength-spaced fins to passively alter the phase, as such fins can function as dielectric

ridge waveguides. To validate the importance of wavelength-dependent materials properties,

2-D FDTD has been performed for similar structures with and without these conformal layers

at the fins, with intensity ratios provided as Table III. Comparing the 2-D FDTD FDS of

the structures with conformal layers against the results in Fig. 5(b), many trends persist

between the 2-D and 3-D FDTD. For λ ≥ 122 nm the ratio of mean intensities appears

to converge towards IY /IX = 1, and again the preferred linear polarization differs between

Geometry 1 (Y-polarized light) and Geometry 2 (X-polarized) in this wavelength range.

Note however that as the conformal layers are removed from the fins of the line-space

array, the ratio Ī(IY )/Ī(IX) varies. Without either the SiO2 or HfO2 conformal fin coatings,

most ratios converge toward Ī(IY )/Ī(IX) = 1. Notable exceptions include the increase in

this ratio for Geometry 1 and 122 nm wavelength, and the increase for Geometry 2 at 193
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nm wavelength. The optimal linear polarization direction changes also for Geometry 1, 193

nm wavelength and Geometry 2, 157 nm wavelength. Setting p = p′ = 42 nm for Geometry

1 has only slight effects on these ratios relative to p = 44 nm, p′ = 40 nm. Therefore,

materials properties dominate the magnitude and affect the preferred polarization direction

for FDS in the VUV and EUV. Proper choices of λ with respect to p as well as ñ(λ) are

critical to optimizing FDS at these wavelengths.

IV. FORM-DEPENDENT SCATTERING OFF A BRIDGING DEFECT

A. Imaging and Analysis

The methods presented above for comparing the FDS off periodic arrays utilize the

entirety of the image, pixel-by-pixel. More sophisticated steps are required to analyse

the measurable scattered intensity from periodic features that include a defect. In this

work, an aperiodic defect that bridges adjacent nominal features has been added. Realistic

illumination conditions, collection conditions, and image noise must be incorporated in the

study and a metric developed to assess the potential FDS.

FIG. 6. Illustration of signal identification using example data from Fig. 4 (a) AVDI after shot

noise applied to ideal and perturbed images. Intensity is here represented in the number of photon

counts, nph. (b) Initial binary mask from watershed intensity thresholding. Red pixels are below

the threshold, black pixels above. (c) Mask with an additional area threshold applied; green pixels

have sufficient area. Images are to scale.
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FIG. 7. Schematic representations of ideal and perturbed scattering structures. (a) Ideal structure

analysed in Sec. III with polarization basis (X,Y) with respect to sample (b,c) Perturbed structures

analysed in this section, with polarization basis set (‖,⊥) relative to the bridging defect.

The image noise applied in this study is shot noise, a persistent problem in low-light

applications as is expected in the VUV and EUV. Shot noise is intensity-dependent, and to

apply shot noise the photon count at the sample nph must be provided. Using nph = 6.4×103,

shot noise is applied to the images in Fig. 4(a,b) to yield the AVDI in Fig. 6(a). Currently

available magnitudes for nph(λ) are estimated in Appendix C and their implications will be

discussed later.

The signal due to the scattering from an added bridging defect is readily observable in

Fig. 6(a) at 47 nm and 157 nm wavelengths. Figure 6(b,c) illustrates how computationally

a signal can be extracted from the AVDI with all remaining pixels characterized as noise.

The criteria for separating “signal” from “noise” require definition, and experimental

experience [30–32] in imaging such imperfections for the nanoelectronics industry leads

us to propose two thresholds. First, a binary mask is constructed of those pixels with

intensities I > 5 σAVDI, the standard deviation across the whole AVDI, as shown in Fig. 6.

Second, the contiguous regions of the mask are analyzed and areas where A ≥ (3 nm)λ are

deemed as signal with smaller areas also defined as noise. These area and intensity thresholds

utilize the information content in the AVDIs by incorporating our prior information about

the scattering volume. The wavelength is included in the area threshold to unbias the

signal-to-noise ratio (SNR) against the smaller scattering volumes that arise at shorter

wavelengths from such added features. Once the pixels deemed to be signal have been

identified, the intensities of these pixels may be averaged and utilized as a signal-based

metric Isignal. This single-valued metric allows comparisons between the differential images

from two orthogonal linear polarizations.

The optimal illumination scheme among DF, BFsm, or BFlg from Fig. 3 is determined
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from maximizing Isignal over a wide range of possible photon counts, nph. For λ = 13 nm,

DF illumination yields the strongest differential signal, while BFsm proves the better

illumination scheme for the 47 nm and 122 nm wavelengths. With larger NA available

for λ ≥ 157nm, BFlg yields a greater Isignal for that wavelength range. This optimization

requires a re-evaluation of the polarization basis used thus far, the (X,Y) basis as shown in

Fig. 7(a). Once a bridging defect is introduced as in Fig. 7(b,c), another polarization basis

may be defined by the long axis of the bridging feature. The optimal polarization at each

value of nph is determined over several orders-of-magnitude as required to cover the range

of available and potential source intensities.

As in Section III, the ratio between two signals collected at different orthogonal polarizations

is used to identify and characterize FDS. Here the ratio is defined as

Rsignal =
Isignal‖

Isignal⊥

, (2)

where the (‖,⊥) basis is defined as in Fig. 7. Figure 8 yields Rsignal as functions of geometry,

bridging defect direction, wavelength, and photon count. There are stark differences between

the 47 nm wavelength and the other simulation wavelengths. The minimum photon count

required to have a measurable Rsignal value is similar across the wavelengths except for

λ = 47 nm. For most wavelengths, the majority of data points in Fig. 8 are well-optimized

by defining the linear polarization in the (‖,⊥) basis with most values Rsignal > 1. The few

values where Rsignal ≈ 1 are found for Geometry 1 with the bridging defect in the X-direction,

suggesting the influence of the conformal HfO2 film’s optical properties upon Geometry 1 in

the λ ≥ 122 nm range.

At 47 nm wavelength, the materials effects observed in Sec. III impact the optimal

polarization axis for the bridging defect. Specifically, as Rsignal < 1 in Fig. 8(a) while

Rsignal > 1 for Fig. 8(b), the polarization basis is not relative to the bridging defect for λ =

47 nm. The FDS of the defect is optimized along the axis of the set of 3-D periodic features,

which follows from the large intensity ratios for both geometries of the set of ideal features

as shown in Fig. 5 if the illumination is aligned along the Y-direction. Determining ideal

combinations of λ and its ñ(λ) to optimize FDS from an ideal array may similarly impact

the signal strength and preferred linear polarization for measuring oriented imperfections in

such arrays.
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B. Applications of Form-Dependent Scattering

For these selected geometries, FDS was observed for the ideal periodic array using 47

nm, 157 nm, and 193 nm wavelengths, but all wavelengths show some degree of FDS for

the bridging defect with sufficient photon count, even in the presence of shot noise. The

general applicability of DUV, VUV, and EUV wavelengths to periodic nanoscale arrays lies

beyond the scope of this paper. Likewise, the optical response across all wavelengths to an

FIG. 8. Signal intensity ratios from differential image pairs simulated using orthogonal, linearly

polarized illumination. These plots illustrate the ratios as functions of geometry, linear polarization,

and photon count. A ratio of 1 indicates no detectable FDS. Bridging feature is aligned along the

(a) X-direction and (b) Y-direction. For each wavelength, the pairs of bars represent values for

Geometry 1 on the left, Geometry 2 on the right.
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aperiodic structure suggests that further simulation study is required to assess the resonant

response for properly scaled-down, aperiodic form-birefringent structures such as the “V” or

“wedge” shaped nanoantennas used in some metasurfaces [13]. Thus while many potential

applications exist for FDS or form birefringence in this wavelength range, this section briefly

presents one of the many grand challenges in nanoelectronics measurement [53] and places

this study’s results into context.

While it has been established that all wavelengths yield FDS from the bridging defect,

the number of photons available for the task varies by wavelength. Estimates of the photon

count available at each wavelength using contemporary, non-synchotron sources are shown as

Fig. 9(a). Values are derived in Appendix C. To present these simulation results while also

scaling photon counts using the existing literature, another metric is introduced; a signal to

noise ratio defined here as

SNR =
Isignal

σnoise

, (3)

where Isignal is defined in Section IV and σnoise is the standard deviation of the intensities at

all pixels falling below the thresholds defined in Section IV. Note, by definition σAVDI differs

from σnoise.

Figure 9(b,c) presents the SNR as a function of wavelength and of photon count.

Comparing Fig. 9(a) to Fig. 9(b,c), λ = 122 nm is unsuited to this application, returning

a null value for the SNR across its available photon count range, thus not detecting the

presence of the bridge. The 13 nm wavelength may yield non-zero SNR for Geometry

1 but misses the presence of the bridge (i.e., returns a null-valued SNR) in Geometry

2. Alternatively, comparing Fig. 9(a) to Fig. 9(b,c) for the 47 nm, 157 nm and 193 nm

wavelengths, the bridging defect should be observed. Presently, the SNR for 193 nm is

approximately equal to or surpasses the SNR at 47 nm and 157 nm wavelengths, without

requiring a vacuum to propagate the light. Although the SNR difference is not dramatic

between λ = 157 nm and λ = 193 nm, a slight improvement in the photon count at 157

nm wavelength may extend optics-based nanoelectronics inspection as feature dimensions

continue to decrease in the near term.

The impact of the photon count may be significiant if increased by one order-of-magnitude

or more. The SNR value at 193 nm wavelength using current estimates of photon count

are near their maximums in this analysis. However, increasing the photon count for 157 nm

by one order of magnitude could increase the SNR by as much as a factor of two for these
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FIG. 9. Comparison of the estimated available photon counts with respect to wavelength and

simulated SNR metrics. (a) Estimated available photon count from non-synchrotron sources a

function of wavelength as established in Appendix C. SNR ratios for Geometry 2 bridging defect

along the (b) X-direction and (c) Y-directions. Error bars for the SNR are based off 50 realizations

of the shot noise.

geometries. Notably, industrial prototyping is underway to reduce λ into the VUV [54] for

this application. The most sensitive wavelength, 47 nm, also features the weakest source

strength according to our analysis; a two order-of-magnitude increase in photon count would

increase the SNR for λ = 47 nm by as much as a factor of 5 or more. A concerted effort to

improve VUV and EUV sources could address ongoing challenges from defects sized much

less than 10 nm in width.

V. CONCLUSION

The optical scattering off sets of patterned arrays with 2-D periodicity has been quantitatively

calculated and compared for two geometries and five wavelengths to assess the several ways

FDS is manifest in linearly polarized light at five ultraviolet wavelengths, from λ = 193 nm

down to λ = 13 nm. Using DUV, VUV, and EUV wavelengths, these simulations incorporate
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known limitations in source strength, optical design, and materials properties which differ

greatly from what is available using visible light. FDS containing high spatial frequency

content has been observed at each wavelength, in contrast to the typical form birefringence

which yields only reflectance.

For periodic arrays, λ = 47 nm shows the strongest FDS due to the optical constants

of the materials chosen in the simulations. For most wavelengths, if an otherwise isolated

bridging defect is incorporated into this array, there is an increase in the observable scattering

if the linear polarization is aligned along the direction of the bridging defect. However at 47

nm wavelength, the strong FDS of the periodic structure dominates the interplay between

the scattered fields from the bridge and those from the periodic array. From the available

source information and these simulations, about two orders-of-magnitude more photons are

required from sources to access the full potential of this wavelength for these materials.

These results from FDS not only illustrate challenges in the use of VUV and EUV

wavelengths for a specific application, but illustrate well certain difficulties as more form-birefringent

materials are developed for the ultraviolet and smaller wavelengths as periodicities p continue

to decrease. Although operating at times with p > λ, this study provides a key illustration

of the inherent challenges and a possible solution in the simulation and numerical analysis

of electromagentic properties in the VUV and EUV. In addition, known (but not necessarily

intrinsic) source intensity limitations in this critical wavelength regime have been presented.

With increased source intensity, greater progress is to be expected towards overcoming these

challenges to extend form-dependent applications into the VUV and EUV.

Appendix A: DUV, VUV, and EUV considerations for configuring FDTD modeling

Modeling the fields scattered by sets of features using FDTD is straightforward, but if an

isolated bridging defect is embedded with such a set, that feature’s unique contributions to

the scattering may be lost unless the domain size is configured correctly. As our FDTD

implementation is periodic in the x-y plane, the domain size must be large enough to

minimize the interactions among these otherwise isolated scatterers and their periodic copies.

We have previously suggested [44, 55] that the total domain x-y area should be at least 10 λ

× 10 λ with a cubic cell volume of at least (λ/10)3. However, with simulation wavelengths

ranging from 13 nm to 193 nm, x-y domain sizes and ∆s have been varied notably as shown
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in Table IV. For Geometry 1, the domain size has expanded with increasing wavelength at

the cost of reduced resolution (∆s ≤ 2 nm). Geometry 2 features a much thinner conformal

layer, 3∆s = 2 nm. Reducing ∆s here is a tradeoff among resolution, domain size, execution

time, and available memory (here, 64 GB). The total x-y area has been reduced to as small

as 5λ × 5λ for λ = 193 nm, but note that 10λ × 10λ is maintained for λ ≤ 47 nm. The

effects of varying domain size and cubic grid size for Geometry 2 have been investigated,

noting less than 10 % intensity variations due to shrinking the domain size [44].

To verify trends observed of the scattering off 3-D periodic features from Fig. 5(b), related

simulations have been performed using 2-D FDTD. All simulation and imaging parameters

are the same as those for the 3-D FDTD with three notable exceptions. First, the width of

the FDTD domain is one-half of the unit cell size pictured in Figs. 2(b,h) for Geometry 1

and Geometry 2, respectively. Second, as a 2-D FDTD simulation, the depth of the domain

along the y axis is ignored. Third, length of the cubic cells for all 2-D simulations is set to

∆s=0.666666 nm.

TABLE IV. FDTD domain size and length ∆s of the cubic cells, for each geometry and wavelength.

λ (nm) Geometry x (nm) y (nm) z (nm) ∆s (nm)

13 1 672 720 280 1.000

2 640 720 270 0.667

47 1 1344 1260 280 2.000

2 640 720 270 0.667

122 1 1344 1260 280 2.000

2 960 1080 270 0.667

157 1 1680 1800 280 2.000

2 960 1080 270 0.667

193 1 2016 1980 280 2.000

2 960 1080 270 0.667
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Appendix B: Microscopy across the UV

To adequately convey microscopy challenges throughout the ultraviolet, a graphical

comparison of realized optical microscopies is shown as Fig. 10. From the literature, the

NA range should be treated as wavelength-dependent with the largest NA ranges obtained

for λ ≥ 157 nm. The National Institute of Standards and Technology (NIST) 193 nm

microscope [56–59] features NA = 0.13 to 0.74. Shafer and Chuang patented catadioptric

objective lens designs for both 193 nm and 157 nm, with implementations of NA = 0.8

having approximately an NA0 < 0.02 [60]. Schuster patented refractive objective designs

with NA < 0.85 for λ = 157 nm and λ = 193 nm [61]. An industrial imaging tool was

reported by Eisner et al. with a variable NA of 0.60 to 0.92, in increments of 0.01 [62].

Switkes described immersion 157 nm optics with an NA of 1.3 [63].

For microscopy at λ ≤ 122 nm, a catoptric lens limited to only two reflective elements is

often required to minimize transmissivity losses at the cost of reduced NA range. Gelnert

and Milster patented a 121.9 nm microscope for the Lyman-α line with a Schwarzschild-type

catoptric lens of NA = 0.16 to 0.3 [64]. In the EUV, Glatzel, Franta, and colleagues described

the design [65] and fabrication [66] of a λ = 13.5 nm Schwarzschild-type catoptric objective

of NA = 0.15 to 0.5. Note however that in the EUV, other efforts utilize off-axis imaging

such as Garletto et al. who discussed the development of an industrial imaging tool for the

EUV with the effective NA defined by the reflectivity in an off-axis approach [67].

Appendix C: Estimating source intensities for Fig. 9

Photon counts for λ ≤ 157 nm are estimated from the literature, relative to λ = 193 nm.

A 157 nm laser typically has 10× less fluence relative to similar 193 nm excimer sources [69].

Ar2-excimer light at λ = 126 nm is a comparable VUV source for estimating for λ = 122 nm.

The total power of one conventional lamp is reportedly 10 mW [70] but recent Ar2
∗-excimer

emitter have emission rates 10× to 102× larger [71]. From this, the estimated nph for

λ = 122 nm is around 103× less than that for λ = 193 nm. A λ = 46.9 nm laser with 13

ĪJ pulses at a 10 Hz repetition rate has been demonstrated [72], yielding about 104× less

photons than a λ = 193 nm laser. A value of 64 photons per pixel per exposure has been

reported for a detector in an EUV microscope [73], and it can be estimated that λ = 13 nm
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FIG. 10. Three schematic examples of the types of microscopes available in the DUV, VUV, and

EUV, and simulation conditions for wavelength comparisons. (a) The NIST 193 nm microscope [59]

represents the relatively high-NA values available at λ = 193 nm and historically at λ = 157 nm.

(b) Gelnert and Milster at the University of Arizona patented a 121 nm microscope for the Lyman-α

line with a Schwarzschild lens of approximately NA = 0.16 to 0.3 as pictured [64]. (c) A EUV

(13.5 nm, 47 nm) dark-field microscope is shown based off a design published by RWTH Aachen

University [68].

yields between 103× to 104× less photons. This intensity may increase as λ = 13 nm sources

continue to develop.

The incident intensity of the NIST 193 nm Microscope at the sample has been calculated

as I0(193 nm) = 52000 W/m2. The energy imparted on a 1 nm2 sample area exposed

for one second is E = 5.3 × 10−14 J. The energy of a single photon at λ = 193 nm is

E = 1.03 × 10−18 J, meaning that per nm2 per s the number of photons is 5.1 × 104. This

study assumes individual, square camera pixels each image a 4nm2 area at the sample, and

2×105 photons would be registered by one pixel over 1 s if the incident light is fully reflected

into the image plane. While pixel size and exposure time are arbitrary, for simplicity we

estimate nph(193 nm) = 2 × 105 at the sample which establishes the basis for Fig. 9 in
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