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Abstract—We report the observation of photon antibunching from a single, self-assembled InGaAs quantum dot (QD) at temperatures up to 135 K. The second-order intensity correlation, \( g^{(2)}(0) \), is less than 0.260 \( \pm 0.024 \) for temperatures up to 100 K. At 120 K, \( g^{(2)}(0) \) increases to about 0.471, which is slightly less than the second-order intensity correlation expected from two independent single emitters. In addition, we characterize the performance of a superconducting single photon detector (SSPD) based on a nanopatterned niobium nitride wire that exhibits 68 \( \pm 3 \) ps timing jitter and less than 100-Hz dark count rate with a detection efficiency (DE) of up to 2\% at 902 nm. This detector is used to measure spontaneous emission lifetimes of semiconductor quantum wells (QWs) emitting light at wavelengths of 935 and 1245 nm. The sensitivity to wavelengths longer than 1 \( \mu m \) and the Gaussian temporal response of this superconducting detector present clear advantages over the conventional detector technologies. We also use this detector to characterize the emission from a single InGaAs QD embedded in a micropillar cavity, measuring a spontaneous emission lifetime of 370 ps and a \( g^{(2)}(0) \) of 0.24 \( \pm 0.03 \).

Index Terms—Infrared detectors, light sources, quantum dots (QDs), superconducting device measurements, superconducting radiation detectors.

I. INTRODUCTION

SINGLE photonics is an area of increasing interest in the scientific community because of the recent emergence of a variety of fundamental measurements and advanced applications. One example is quantum key distribution (QKD), which provides a secure method of communicating between two parties [1]. Another is time-correlated single photon counting (TCSPC), which is a widely used method for measuring the spontaneous emission lifetime of semiconductors and molecules, as well as for biomedical imaging [2]; however, this technique typically has been limited to materials and specimens that emit at wavelengths shorter than about 1000 nm. In both of these applications, progress has been limited either by the performance of single photon sources or by the available single photon detectors. Numerous other applications are enabled by improvements in the generation and detection of single photons. Applications in the realm of fundamental science include loophole-free demonstration of Bell’s inequality [3], generation of engineered quantum states of light [4]–[7], single photon metrology, and low light level spectroscopy. Industrial applications include precision light detection and ranging (LIDAR) [8] and the identification of silicon transistor switching defects via picosecond imaging circuit analysis (PICA) [9].

The most common and straightforward way to generate single photons is to use a heavily attenuated pulsed laser. The laser produces some average power with a mean photon number per pulse of \( N \). It is relatively straightforward to use neutral density filters to attenuate the power until \( N \leq 1 \). The drawback to this method is that the photon number distribution obeys Poisson statistics, which means that the probability of getting zero or two photons is also quite high. In QKD demonstrations, \( N \) is typically set at 0.1, which means that most of the pulses contain no photons at all. Thus, an attenuated laser is inherently a low-efficiency single photon source. For these reasons, research has focused on the use of the single quantum emitters as potential on-demand single photon sources. Several different approaches have demonstrated single photon emission [10], including single atoms and ions [11]–[15], epitaxial InGaAs/GaAs quantum dots (QDs) [16], [17], epitaxial [18] and colloidal [19] CdSe QDs, GaAs interface fluctuation QDs [20], single molecules [21], and nitrogen vacancy (NV) color centers in artificial diamond [22]. The ideal on-demand single photon source would be compact and stable, operate at or near room temperature, and have a short spontaneous emission lifetime to allow high speed operation. Most importantly, it would emit exactly one photon for each pump pulse.

Colloidal CdSe QDs and NV centers have demonstrated room-temperature single photon emission, but both exhibit degraded efficiencies due to blinking [19], [22]. Single molecules can also emit at room temperature, but can exhibit photobleaching, at which point the molecules no longer emit any photons. Each of these sources is difficult to integrate with a microcavity, which is essential for decreasing the spontaneous emission lifetime and can enhance collection efficiency of the emitted photons. More importantly, coupling a source to a cavity can lead to a transform-limited emission, which is needed to ensure that successively emitted photons are indistinguishable from one another. The ability to generate indistinguishable photons is essential for more advanced applications such as linear optical quantum computing [23] and the development of engineered quantum states of light [4]–[7]. Atoms and ions, on the other hand, are easily integrated with cavities and can produce single
photons [11]–[13], identical single photons [14], and entangled photon pairs [15]. The main disadvantages of atoms and ions are the relatively complex trapping apparatus required and the relatively long spontaneous emission lifetimes. In contrast, epitaxial InGaAs/GaAs QDs have short (<1 ns) spontaneous emission lifetimes and can easily be monolithically integrated into microcavities to enhance the spontaneous emission rate and generate near-transform-limited pulses [24]–[28]. Recently, epitaxial QDs have even been used to generate entangled photon pairs [29], [30]. A major drawback to epitaxial QDs is that they require cryogenic cooling. Our recent results with InGaAs QDs [31] show that this restriction can be relaxed from temperatures that require cooling with liquid helium (4 K) to the more easily achieved temperatures accessible with liquid nitrogen (77 K).

Although the development of single photon sources is still in its infancy, single photon detectors have been commercially available for many years. The most common single photon detectors are photomultiplier tubes (PMTs) and silicon and InGaAs avalanche photodiodes (APDs). However, no commercial device meets all of the desired specifications of an ideal single photon detector, including low dark count rate, high quantum efficiency, no afterpulsing, and wide spectral bandwidth. Another important characteristic is the timing jitter, which is the pulse-to-pulse variation in the time delay between the photon absorption and the electrical pulse output. A detector with lower timing jitter can be used to achieve higher timing resolution in TCSPC, increased bit rates in QKD, or improved spatial resolution in time-of-flight applications such as LIDAR and PICA.

Silicon APDs are the most common detector for wavelengths from about 400–1050 nm, with high detection efficiency (DE) (up to 76% at 700 nm) and low dark counts (∼50–100 Hz) [32]. The lowest timing jitter reported is 20-ps full-width at half-maximum (FWHM) [33], but typical values for the commercial units are two to ten times higher. In addition, the narrow central peak of a commercial device’s temporal response function is nearly always followed by a long exponential tail [34]; this non-Gaussian response complicates the data analysis. For single photon detection of wavelengths >1050 nm, InGaAs APDs were until recently the only real option [34]–[37]. InGaAs devices generally have very high dark count rates—as low as 1 kHz, but typically >10 kHz—and thus are almost always operated in a gated mode [34], [36], which requires knowing the expected photon arrival time to within a few nanoseconds. Furthermore, the quantum efficiency of InGaAs APDs is relatively low (∼20%), and they must be operated with a long deadtime to prevent afterpulsing. Timing jitter below 300 ps can be achieved, but at the cost of even higher dark count rates [37].

To address some of the shortcomings of the commercial detectors, alternatives are under development at various research laboratories. For example, superconducting transition edge sensors (TESs) [38], [39] have detection efficiencies up to 89% and virtually zero dark counts. TESs also have a demonstrated ability to resolve the number of photons in a pulse of light, a feature no commercial detector can yet offer and an important component of many quantum information schemes. As another example, superconducting single photon detectors (SSPDs) have been operated at up to 1 GHz count rates with low dark count probability and timing jitter as low as 18 ps [40]–[43]. Furthermore, both TESs and SSPDs offer detection capability well into the infrared.

In this paper, we review some of our recent progress on epitaxial InGaAs QD single photon sources and SSPDs [31], [44], [45]. In Section II, we outline experimental techniques. In Section III, we discuss emission from a single InGaAs QD at temperatures between 5 and 135 K. We show single photon emission up to 120 K and photon antibunching up to 135 K. Section IV covers QDs embedded in microcavities, showing the effect of the cavity on the QD emission spectrum and demonstrating a decreased spontaneous emission lifetime through the Purcell effect. In Section V, we discuss SSPDs and the details of packaging and implementation into our experimental setup. Section VI describes the use of an SSPD for spontaneous emission lifetime measurements. We show that, unlike conventional Si APDs, the timing jitter profile of the SSPD has a Gaussian shape, offering a significant advantage for measuring lifetimes. We also demonstrate the superconducting detector’s utility for a wavelength of 1245 nm, well outside the range of the silicon detectors. Section VII shows the use of the SSPD for single photon source characterization in a Hanbury Brown–Twiss interferometer (HBTI), and a summary follows in Section VIII.

II. EXPERIMENT

A. Self-Assembled InGaAs QDs

We grow self-assembled InGaAs QDs using molecular beam epitaxy (MBE), which allows sub-monolayer control of the thickness of a deposited film. InGaAs is deposited on a GaAs substrate, and the large lattice mismatch between these two materials causes strain in the InGaAs film. As the film thickness increases, this strain eventually becomes large enough that small islands form. These islands are capped with GaAs to complete the formation of QDs. Typical dots, like the one shown in Fig. 1, have a height of less than 10 nm and a base diameter of about 25 nm. Careful adjustment of the growth conditions permits growth of a low areal density (approx. 1–10 µm⁻²) array of InGaAs QDs. Using standard photolithographic and etching techniques, we form pillars of various sizes on the sample to isolate a small number of QDs.

In this paper, we employ two types of QD samples. In the first type, QDs are simply capped with GaAs, and square pillars, ~2-µm-wide, are formed with a wet etch. In the second type, QDs are buried in a vertical microcavity; for these latter dots, the optical cavity is formed by a pair of GaAs/AlAs distributed Bragg reflectors grown above and below the QD layer. A reactive
The experimental geometry is shown in Fig. 3. The QD samples are placed in a liquid helium-flow cryostat, which provides continuous temperature tuning between room temperature and 4 K. Each sample is excited using a mode-locked, 82 MHz-repetition-rate Ti:Sapphire laser that is tuned to wavelengths between 780 and 850 nm and produces output pulses whose duration ranges from $\sim 200$ fs to $\sim 1$ ps. These pulses are focused to a spot diameter of $\sim 5 \mu m$ in order to excite a single pillar. The PL emitted from the sample is collected by a long-working-distance microscope objective and then focused onto the input slit of either a 0.3 or 0.75 m monochromator. A liquid nitrogen cooled charge-coupled device (CCD) camera is used to record the PL spectrum.

### C. TCSPC

We measure the spontaneous emission lifetime of a QD using TCSPC [2] with the experimental arrangement in Fig. 3(a). To perform TCSPC, an internal mirror in the monochromator is flipped to direct the emitted light through an output slit. The resulting spectrally filtered PL is focused onto a single photon detector, which in our case is either a silicon APD or an SSPD.

The heart of TCSPC is the timing electronics, and in this paper, we use two different timers. In timer A, the voltage pulse from the single photon detector starts the timer and the 82-MHz clock signal from the trigger photodiode stops the timer. Operating in this “reverse start–stop” mode ensures that each start is followed by a corresponding stop within 12 ns, which is the time between the laser pulses. This configuration is typical of TCSPC and is necessitated by the relatively long ($\sim 90$ ns) dead time of the electronics. The time axis is reversed accordingly in the data plots in this paper. Timer B, by contrast, operates in the more intuitive “forward start-stop” mode, where the 82-MHz clock signal starts the timer, and the signal from the single photon detector stops it. Timer A contributes a timing jitter of $\sim 160$ ps to the measurements, whereas timer B contributes $<30$ ps of jitter. Jitter from the electronics should add in quadrature with any jitter from the detector [2].

In both timers, each of the start and stop inputs to the electronics pass through a constant fraction discriminator before engaging a digital time-to-amplitude converter (TAC). The TAC output is fed into a multichannel analyzer, which builds up a histogram of counts versus start–stop time interval ($\tau$). The start rate is kept less than 82 kHz to ensure an average of less than one count per 1000 excitation pulses, preventing a pileup of counts in the early time bins [2]. Under these conditions, the resulting histogram is proportional to the time-resolved PL intensity, giving a direct measure of the spontaneous emission lifetime.

### D. Hanbury Brown–Twiss Interferometry

As shown in Fig. 3(b), the experimental setup can be modified so that the monochromator output is directed onto a HBTI [46]. The HBTI consists of a 50/50 beamsplitter cube, two single photon counting detectors, and the timing electronics. A slit at the output of the monochromator is used to adjust the spectral width of the light incident on the HBTI, as appropriate to the QD under study. The timing electronics again produce a histogram of counts versus $\tau$.

For this configuration, in the limit of low count rates, the resulting histogram is proportional to the second-order coherence function [47], [48]

$$g^{(2)}(\tau) = \frac{\langle I(t)I(t+\tau)\rangle}{\langle I(t)\rangle^2}$$

(1)
where $I$ is the intensity and angle brackets indicate an average over time. $g^{(2)}(\tau)$ is also referred to as the second-order intensity correlation. In this low count rate limit, for pulsed excitation with lifetimes much shorter than the pulse repetition interval, the area of the peak at $\tau = 0$ divided by the average area of the surrounding peaks will be equal to the second-order coherence at zero delay, $g^{(2)}(0)$. For a classical Poisson source, such as an attenuated laser pulse train, all peaks are of the same height and $g^{(2)}(0) = 1$. Only a nonclassical source can exhibit antibunching, where the central peak is smaller than the surrounding peaks. Verification of single photon emission further requires $g^{(2)}(0) < 0.5$, and an ideal single photon source will have $g^{(2)}(0) = 0$ [48].

III. HIGH-TEMPERATURE QD SINGLE PHOTON SOURCE

The first experimental results we discuss demonstrate the use of a single QD, not embedded in a cavity, as a single photon source. We study QD emission over a temperature range between 5 and 135 K. In these measurements, the Ti:Sapphire laser is tuned to 850 nm, producing $\sim 200$-fs pulses, and a 0.3-m monochromator with a 1200 groove/mm grating performs the spectral filtering. Fig. 4 illustrates temperature-dependent PL from a single QD as captured by the CCD camera. Due to the above-bandgap excitation of the GaAs, there are several emission peaks from the QD emission that are associated with excitons, charged excitons, and biexcitons.

To demonstrate single photon emission, we use the HBTI discussed in Section II. For the measurements here, the HBTI detectors are both Si APDs, and the monochromator output slit is adjusted to allow a bandpass of 1.2 nm (2.4 nm at the highest temperature). Fig. 5 shows a histogram of coincidence counts made using the HBTI for each temperature shown in Fig. 4. We show only the peak at zero delay and a few of the adjacent peaks in this figure, but our measurement apparatus allows us to collect data with time separations up to 1115 ns, corresponding to about 90 peaks at the pulse repetition interval of 12 ns. The spontaneous emission lifetime of this QD is about 1 ns, ensuring a high probability that the QD is empty of excited carriers each time a pump pulse arrives.

As shown in Fig. 5, the area of the peak at zero delay is much smaller than the area of any of the other peaks. This is the signature that the photons are emitted one at a time. The measured $g^{(2)}(0)$ value, listed in Table I, is the normalized peak area, which is obtained by dividing the peak area at zero delay by the average area of all the other peaks (including the peaks not shown in the figure). The best results are obtained at 5 K, where $g^{(2)}(0)$ is measured to be $0.087 \pm 0.009$. This is not surprising, since Fig. 4 shows that the overlap between the exciton peak and the other peaks is smaller at 5 K than it is at any other temperature shown. The second-order intensity correlation at zero delay increases gradually with temperature up to 100 K, and then increases more dramatically up to 135 K. The highest temperature for which $g^{(2)}(0)$ is less than 0.5, the indicator of single photon emission, is 120 K. At the highest temperature of 135 K, the second-order intensity correlation increases to $0.667 \pm 0.063$, which still indicates nonclassical light emission, but there is no longer evidence of emission from a single quantum system.

### Table I

<table>
<thead>
<tr>
<th>Temperature</th>
<th>Pump Irradiance (W/cm²)</th>
<th>$g^{(2)}(0)$</th>
<th>$f_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 K</td>
<td>1.8</td>
<td>0.087 ± 0.009</td>
<td>0.960</td>
</tr>
<tr>
<td>50 K</td>
<td>5.3</td>
<td>0.177 ± 0.013</td>
<td>0.735</td>
</tr>
<tr>
<td>100 K</td>
<td>16.2</td>
<td>0.260 ± 0.024</td>
<td>0.578</td>
</tr>
<tr>
<td>120 K</td>
<td>57.3</td>
<td>0.471 ± 0.067</td>
<td>&lt;0.5</td>
</tr>
<tr>
<td>135 K</td>
<td>84.3</td>
<td>0.667 ± 0.063</td>
<td>&lt;0.5</td>
</tr>
</tbody>
</table>

*Time averaged pump power density. Any irradiance value in this paper can be converted to a fluence (energy density per pulse) by dividing by the laser repetition rate of $8.2 \times 10^4$ s⁻¹.*
Note that, in Fig. 5, the peaks immediately adjacent to the peak at zero delay are somewhat larger than all of the other peaks, and these adjacent peaks also have tails that do not go completely to zero before subsequent peaks appear. The reason for these features is that a Si APD will occasionally emit photons from the avalanche region after detecting a single photon [49], [50]. Inadequate spatial and spectral filtering and imperfect antireflection coatings on optics cause these emitted photons to be detected by the other APD, resulting in false correlations due to this optical crosstalk between the two detectors. We characterize the crosstalk by blocking the QD source and using room lights to trigger the APDs; in our experiment, crosstalk can contribute strongly to the two peaks at \( \tau = \pm 12 \) ns, weakly to the peaks at \( \pm 24 \) ns, and little or nothing to the other peaks.

The nonzero value of \( g^{(2)}(0) \) is due in part to photons other than those that arise from the uncharged single exciton transition. For the QD studied here, these photons correspond to the peaks at longer wavelengths in the PL spectrum. We are able to accurately fit the spectra for the three lowest temperatures in Fig. 4 to a sum of Lorentzians, as shown in Fig. 6. The linear correlation coefficient \( R \) of our fit is greater than 0.95 for each of these three spectra. The fit allows us to determine the width and the center wavelength of the peaks. By using the spectral width (1.2 nm) of the light incident on the HBTI and the fit values for the peaks, we determine the fraction of the counts in the spectra that are due to the uncharged single exciton peak \( f_{\text{ex}} \). Fig. 6 shows that the contribution from other transitions is very small at 5 K but increases to be a significant fraction of the single exciton transition at 50 and 100 K. At 50 K, we note that the spectral filter is optimized for maximum count rate rather than minimum \( g^{(2)}(0) \); selecting a slightly shorter center wavelength for the spectral filter should decrease \( g^{(2)}(0) \) at the expense of longer acquisition time. At 100 K, the single exciton peak is broadened and barely distinguishable from the peak associated with other transitions, which are likely due to biexcitons or charged excitons. For the two highest temperatures, we are unable to obtain a satisfactory fit to the spectra. However, the uncharged single exciton emission peak is smaller than the additional peak at longer wavelengths in these two spectra, so it is likely that the value of \( f_{\text{ex}} \) is less than 0.50 for these two spectra.

In the present experimental configuration, we have no way to eliminate these other contributions from the stream of photons emitted by the QD. However, it might be possible to obtain a smaller \( g^{(2)}(0) \) value at elevated temperatures if the single exciton transition could be excited with greater specificity or if the other contributing transition(s) could be suppressed or filtered. Since the energy difference between the exciton and biexciton transitions varies from one QD to another [51], and since this separation can be tuned with an applied magnetic field [52], it might be possible to isolate a single QD with a detuning that is large enough to minimize the spectral overlap between the exciton and biexciton, even for temperatures above 100 K.

The count rate on the APDs ranges from about 3.5 kHz at 50 K to about 1.1 kHz at 135 K. This includes the mean dark count rates of 65 Hz for one APD and 212 Hz for the other APD. The count rate at 50 K is higher than at 5 K only because the QD is pumped harder at 50 K than at 5 K. When this QD is excited with the same power density at 5 and 50 K, the count rate is about 25% higher at 5 K. However, using a more intense pump leads to some degradation of the intensity correlation function. The total efficiency of the system (defined here as the APD count rate divided by the laser pulse repetition rate) is around \( 10^{-4} \), in part because of the small fraction of emitted photons that are collected by the objective.

There are two reasons why the single InGaAs QD emission rate decreases at higher temperatures, requiring higher pump intensities and subsequently degrading the QD’s performance as a single photon source. First, the conduction band offset is relatively small, allowing thermionic emission of electrons out of the QDs into the InGaAs wetting layer. The QD studied here was chosen in part for the separation of its emission from the wetting layer peak. Other QDs with shorter emission wavelengths have also been measured, but these QDs did not perform as well when the temperature increased; this suggests that carrier transfer to the wetting layer is a factor in the degradation of the second-order intensity correlation. Also, optical phonon scattering becomes more pronounced as temperature increases. Using larger QDs (with less quantum confinement energy) or wider bandgap barriers, can mitigate the conduction band offset problem. The phonon scattering problem could be reduced by promoting faster radiative recombination times of the QD excitons by use of a microcavity. Single electron–hole pair injection by electrical means [53] should improve the performance of an InGaAs QD single photon source by eliminating the possibility of charged exciton or biexciton formation.

Despite the complications due to imperfect spectral separation of the exciton line from other emission lines, the results
presented in this section show the promise for high-temperature operation of a single photon source based on self-assembled InGaAs QDs.

**IV. QD IN A MICROPILLAR CAVITY**

In contrast to the bare QD used in Section III, we have also embedded QDs in micropillar cavities, which significantly modifies the emission spectra. In the weak coupling regime, the cavity reduces the dot’s spontaneous emission lifetime via the Purcell effect [24], [25]. This effect has been observed for epitaxial QDs in micropillar cavities by several research teams [24]–[28]. In addition, the micropillar cavity should increase our collection efficiency, since the pillar effectively “funnels” emitted light into a well-defined near-Gaussian cavity spatial mode. The light in this mode can be efficiently collected by the microscope objective and directed to the detector(s).

Fig. 7 illustrates some of the key changes in the spectrum of a QD when it is embedded in a microcavity. These spectra are acquired with the laser tuned to a center wavelength of 780 nm. Fig. 7(a) shows spectra of a QD without a cavity, and Fig. 7(b) and (c) displays spectra of a QD that was grown inside a cavity. Without a cavity, a weak pump pulse produces a PL spectrum characterized by several discrete lines. These lines result from emission of a small number of QDs in the 2-µm-wide pillar. For a much stronger pump, excited states from all dots in this pillar generate broadband continuum emission that is approximately constant over a bandwidth of several nanometers.

In Fig. 7(b) and (c), the spectra are similar, except that they have been spectrally filtered by the cavity and are shown over a much narrower bandwidth. For a weak pump, only a few emission lines near the cavity resonance are clearly visible. For a strong pump, the near-constant broadband excited state emission is filtered by the cavity transmission profile. As expected for an optical cavity, this transmission profile is well fit by a Lorentzian lineshape. The fit provides a measure of the cavity center wavelength ($\lambda_c = 901.98$ nm) and linewidth ($\Delta \lambda = 0.75$ nm FWHM), yielding a cavity $Q$ of 1200, where $Q = \lambda_c / \Delta \lambda$. Comparison of the two curves in Fig. 7(b) indicates that the brightest single QD line is resonant with the cavity mode at a temperature of 4 K. When the QD temperature is increased to 33 K, Fig. 7(c) shows that this QD line (still the brightest line visible) is redshifted 0.62 nm from its position at 4 K. The cavity, meanwhile, redshifts only 0.20 nm. As a result, this line is detuned by 0.42 nm from the cavity resonance at 33 K.

Spontaneous emission lifetime measurements of this QD for a series of temperatures between 4 and 47 K are plotted in Fig. 8. These measurements are performed using the TCSPC technique described in Section II with a Si APD as the single photon detector and timer A. At 4 K, where the QD line is resonant with the cavity, the spontaneous emission lifetime is $\sim$400 ps. At 47 K, this line is detuned $\sim$1.1 nm from the cavity resonance, and the lifetime is $\sim$640 ps. This rather small spontaneous emission lifetime reduction factor of $\sim$1.6 indicates that we have not yet succeeded in placing a QD at the right spatial location in the pillar, since a cavity $Q$ of 1200 and the small mode volume of the 2-µm-diameter
pillar should result in a much stronger Purcell effect [25]. We do find, however, that QDs in cavities tend to produce significantly higher count rates on our detectors than do QDs that are not in cavities, and we use a cavity-embedded QD for the measurements detailed in Section VII.

Note that the decay curves in Fig. 8 are not pure single exponentials, and that the second, long-lived decay component becomes more pronounced as the temperature increases. The latter happens for two reasons: 1) weaker QD emission away from the cavity resonance causes a smaller signal-to-noise ratio and thus a more pronounced background level and 2) the second exponential component is indeed stronger at higher temperatures. Nonexponential decay has previously been observed in QD lifetime measurements, and has been ascribed to multiple sources, some of which can be temperature dependent [54], [55]. A thorough study of the nature of these decays is outside the scope of the present work; nevertheless, it is clear from Fig. 8 that the effective lifetime of the exciton increases as the detuning from the cavity resonance increases.

V. SSPDs

Now that we have discussed our QD single photon sources in detail, we describe the SSPDs that we use to characterize these sources. Each SSPD device is a narrow, superconducting niobium nitride (NbN) wire embedded in a 50-Ω transmission line. The superconducting track is current biased just below its critical current $I_C$. When this wire absorbs a photon, it momentarily creates a nonsuperconducting hot spot, as shown in Fig. 9. As a result, a small voltage is developed briefly across this resistive section of the track, causing a high-speed voltage pulse to propagate along the transmission line [56]–[59]. The early devices, consisting of a single straight NbN wire, suffered from low DE [40], owing to the difficulty of coupling light to such a small detector area. The SSPDs used here boost DE through a 100-nm-width meander line with 200-nm pitch, covering a 10 µm $\times$ 10 µm area [41].

Since the superconducting detector must be operated at temperatures near 4 K, we have packaged the device in a practical, cryogen-free system using a commercially available cryocooler [44]. In this system, a low-noise current source is used to bias the detector, and commercial, room temperature RF amplifiers with adequate bandwidth and sufficiently low noise figure amplify the pulses generated by the detector, as shown in Fig. 10. The amplified voltage pulses can be observed on an oscilloscope, read out on a digital counter, or converted into digital logic pulses.

Light is coupled to the detector by a method previously developed at the National Institute of Standards and Technology (NIST) for transition edge sensor single photon detectors [38], [39], as shown in Fig. 11. Each detector is mounted on a small metal block. Aluminum wirebonds connect the on-chip coplanar waveguide to a subminiature A (SMA) connector. High-speed coaxial cables that are heat-sunk at 2.9 and 40 K conduct the signal from the detector to room temperature. A polished fiber is held in a second metal block positioned over the chip carrier. The fiber in the ferrule holder is aligned over the detector by viewing the transmission of fiber-coupled 1550-nm light through the chip with an infrared microscope. The position of the fiber/fiber holder is adjusted such that the detector blocks the light. This method allows alignment of the fiber to the chip with a precision of a few micrometers. Single mode optical fiber enters the cryostat via an epoxy feed through.

Stable operation (constant DE and dark count rate) of the SSPD requires stable operating temperatures [40]–[43]. For the SSPD system, we use a compact, closed-cycle, cryogen-free, Gifford–McMahon-type cryocooler [60]. The refrigerator has sufficient capacity to cool a number of detectors simultaneously to 2.9 K. However, the cold head temperature fluctuates approximately $\pm$0.3 K peak-to-peak at 1.2 Hz. We passively stabilize the temperature of the detector assembly by weakly
Given the power, pulse repetition frequency (used to measure the average power output from the pulsed laser. A conventional power meter is coupled to a source with a Poisson photon number distribution (such as a laser), can be extracted by fitting to the relation

\[ R \approx D + f (1 - e^{-\eta \mu}) \]  

where \( D \) is the dark count rate. Fig. 12 shows the results of this DE measurement procedure for three values of bias current, along with fits to (2). For a single-photon counting detector, when \( \eta \mu \ll 1 \), \( R \) should increase linearly with \( \mu \), since (2) reduces to \( R \approx D + \eta \mu \). This linear dependence on \( \mu \) is evident in the excellent agreement between the data and fits in Fig. 12. By contrast, if the detector were counting multi-photon events, rather than single-photon events, then \( R \) would have a superlinear dependence on \( \mu \).

Fig. 13 shows the system DE versus dark count rate for a series of bias currents at two wavelengths: 902 and 1550 nm. The tradeoff between efficiency and dark counts is evident in this figure, as a high bias current yields a large DE, but at the expense of elevated dark counts. Therefore, the optimum bias current for a given measurement depends on the source wavelength, light level, and other experimental details. Intrinsic detection efficiencies of up to 10% for the same type of detectors at 1550 nm have been reported [43]. For this packaged, fiber-coupled detector, the maximum observed DE at 1550 nm is \( \sim \)1%.

At 902 nm, we find the SSPD system DE by fixing the PL light level and comparing the SSPD’s count rate to the count rate on a Si APD with a known DE. As Fig. 13 shows, the maximum DE of 3% and maximum dark count rate of 1 kHz are obtained for \( I_{\text{Bias}} \) near \( I_C \). Below \( I_C \), the dark count rate falls more rapidly than the DE, allowing us to achieve a 2% DE at \( \sim \)100-Hz dark count rate. The increase in DE at 902 nm compared to 1550 nm is due primarily to the higher photon energy at 902 nm.

Fig. 14 shows efficiency and dark count rate of a second SSPD. The laser wavelength is again 1550 nm, but here the repetition rate is increased to 1 MHz. For data sets A, B, and C, \( I_{\text{Bias}} \) is set at 96%, 82%, and 65% of \( I_C \), respectively. The solid curves are fits to the equation given in (2) for dark count rate \( D \) and DE \( \eta \). The fits yield values of \( D = 6 \text{ kHz} \) and \( \eta = 2 \times 10^{-4} \) for B, and \( D = 900 \text{ Hz} \) and \( \eta = 5 \times 10^{-5} \) for C.
The time axes in (a) and (b) are identical.

(b) Lifetime measurement of QW emission at 935 nm with these three detectors. The detector are signal counts.

with 0.1 photons per laser pulse, nearly 90% of the counts from the detector are signal counts.

VI. LIFETIME MEASUREMENTS USING AN SSPD

To compare the performance of the SSPD with the conventional silicon APDs, we insert each detector into our TCSPC setup and use timer B. First, we characterize the timing jitter by measuring each detector’s temporal instrument response function (IRF). We then measure the spontaneous emission lifetimes of two semiconductor quantum wells (QWs) that emit in the infrared, including one QW that emits at a wavelength of 1245 nm, well outside the range of silicon detectors.

For the measurements in this section, we again use the Ti:Sapphire laser, which is tuned to 780 nm and produces ~1 ps pulses. To measure the IRF of a detector, we tune the monochromator to 780 nm to pass only the heavily attenuated laser pulse train. Results are shown in Fig. 15(a). The SSPD’s response is fit well—over nearly five decades of dynamic range—by a Gaussian with a FWHM of 71 ps. Averaging several measurements yields a timing jitter of 68 ± 3 ps FWHM. This jitter is independent of the count rate between 50 Hz and 1 MHz. Note that timing jitter as low as 18 ps has been reported for similar SSPD devices; however, these previous measurements were done in a regime where the detector produced a voltage pulse for every incident laser pulse [42], [43]. Here, by contrast, we report timing jitter measurements for the much lower count rates required for TCSPC. Differences in our device, amplifier, or timing electronics may also contribute to this discrepancy with previous work. Also note that the IRFs measured here include time jitter from the electronics (here <30 ps), which should add in quadrature with any jitter from the detector [2].

For comparison, Fig. 15(a) also shows the measured IRFs of a conventional silicon APD (FWHM ≈ 400 ps) and a fast Si APD (FWHM ≈ 40 ps). Although the fast APD has a narrow main peak, it also has an exponential tail that persists for several hundred picoseconds. This diffusion tail, which is typical of APDs, is caused by the slow diffusion of photoexcited carriers from the neutral region into the high-field region of the device [34]. The relative magnitudes of the main peak and tail—and thus the shape of the total IRF—are strongly wavelength dependent, further complicating the analysis of measured decay curves [34], [61].

The advantage of the SSPD over the Si detectors is evident in Fig. 15(b), which shows lifetime measurements of a GaAs/InGaAs QW (QW1). This sample has an emission peak at 935 nm, and was chosen for its relatively short lifetime. Only the SSPD-measured lifetime clearly shows a clean single exponential decay, even without deconvolving the IRF. Although the SSPD has a fairly low DE (~2% at 900 nm including fiber coupling losses), its low dark count rate (here, ~20–40 Hz) allows measurements with several decades of dynamic range simply by increasing the integration time—although here it is still under three minutes. In addition, identification of multi-exponential processes should be far more straightforward with the SSPD’s Gaussian-shaped IRF than with the multi-component response of either Si APD.

Fig. 16(a) plots the SSPD IRF and decay data from Fig. 15, along with a fit. This fit is the measured IRF convolved with an exponential having a 58-ps decay constant. Fig. 16(b) shows similar data for a GaAs/GaInNAs double QW (QW2) emitting at 1245 nm: here the fit has a decay time of 333 ps. The data in Fig. 16(b) could not have been acquired using either of the Si APDs, since this wavelength is well outside the photosensitive range of silicon.

Table II summarizes the performance of these three detectors. The IRF FWHM of the two Si APDs are consistent with the manufacturer specifications, assuming ~20-ps jitter contribution from our TCSPC electronics. The SSPD’s response function has a full-width at one one-hundredth maximum (FW(1/100)M) of ~190 ps, and a FW(1/1000)M of ~240 ps. Clearly, these widths are much narrower than the corresponding widths for either Si APD studied here. The fastest available Si APDs and microchannel plate PMTs have IRFs between 20 and 30 ps FWHM [2]. However, these IRFs are typically plagued by long diffusion tails like those visible in Fig. 15(a) [34], [62]. Dual-junction Si APDs offer improved temporal response shapes with FW(1/100)M and FW(1/1000)M values that are similar to the SSPD studied here [34], [62]. Nevertheless, as these dual-junction devices rely on silicon, they are not sensitive to wavelengths beyond 1 μm.
VII. SSPD FOR SINGLE PHOTON SOURCE CHARACTERIZATION

Next, we demonstrate that the SSPD is sensitive enough to characterize the emission of a single QD. First, we measure the spontaneous emission lifetime; then, we replace one of the Si APDs in the HBTI with an SSPD to measure the second-order intensity correlation function and verify single photon emission.

Fig. 17 shows the spectrum of a QD embedded in a 2μm-wide micropillar cavity at a temperature of 30 K for a strong and weak pump. Here, we use a 0.75 m monochromator with a 1200 groove/mm grating, and the Ti:Sapphire laser again produces ~1-ps pulses at 780 nm. As discussed in Section IV, low-pump-power emission is dominated by a single QD line at ~902 nm, with other emission lines from this dot or other dots in the same pillar visible as weaker surrounding peaks. At high pump power, the Lorentzian-shaped cavity mode is visible. The cavity mode is also centered at ~902 nm and has a FWHM of ~0.6 nm. In the remainder of this section, we study this QD under the same experimental conditions as the low power spectrum shown in Fig. 17, with the monochromator tuned to pass only the emission line at ~902 nm that is resonant with the micropillar cavity mode.

Fig. 18 shows the spontaneous emission lifetime of this dot for these excitation conditions that we measure using both the SSPD and the slower of the two Si APDs discussed in the previous section. Because timer A (jitter ~160 ps) is used for these measurements, the SSPD IRF here is degraded to ~170 ps FWHM. Nevertheless, this IRF is significantly narrower than the IRF of the Si APD (here ~550 ps). As a result, the rising edge of
the time-resolved PL is much sharper when measured with the SSPD than with the APD. The rising edge in the emission itself is dominated by the carrier capture time, which is typically under 50 ps [63]; sufficiently fast SSPD paired with fast electronics could permit one to fully resolve this rising edge, allowing a measure of this capture time for a single dot. Fitting each data set to the convolution of the appropriate IRF with a single exponential yields a decay time of 370 ps for each measured curve. These fits are shown as solid lines in Fig. 18.

To measure the second-order intensity correlation of this QD emission line, we again use the HBTI discussed in Section II, but this time with one output of the beamsplitter (BS) focused onto a Si APD and the other BS output coupled to a single mode fiber whose output is directed to the SSPD. Under these conditions, we obtain the coincidence histogram shown as the bottom trace in Fig. 19, where we find $g^{(2)}(0) = 0.24 \pm 0.03$. This indicates a four-fold reduction in the probability of generating more than one photon in a pulse relative to a classical Poisson source of the same intensity. We repeat this measurement using a Si APD in each arm of the HBKI (top trace in Fig. 19), finding excellent agreement with $g^{(2)}(0) = 0.24 \pm 0.05$. The width of the peaks in each histogram is determined in part by the detector IRFs, but mostly by the QD spontaneous emission lifetime. As a result, the peaks in the SSPD/APD configuration are 17% narrower than in the double APD configuration, owing to the lower jitter of the SSPD. If a second SSPD detector were available, we would expect a 40% narrowing of the peaks.

Detector count rates for this measurement are shown in the last row of Table II. The 2% DE of the SSPD system for the bias conditions used here is deduced from the count rate relative to the Si APD. Fiber coupling losses are included in the SSPD system DE—thus, the 2% value in the table represents the lower limit of the DE of the detector itself at $\lambda = 902$ nm. Losses within our SSPD system include free space to fiber outside the cryostat and fiber to SSPD inside the cryostat. Since the optical coupling efficiency into the SSPD system may be as low as 20%, the true DE of the SSPD at 902 nm may be as high as 10%. If a second SSPD detector were available, we could perform this HBKI measurement with two SSPDs, which would be of particular interest for characterizing single photon sources for wavelengths longer than 1 $\mu$m. Since single photon sources at telecom wavelengths [64]–[66] are a key element in fiber-based QKD, these SSPDs should prove an important tool in future characterization of infrared single photon emitters.

VIII. SUMMARY

In this paper, we have demonstrated single photon emission from a single InGaAs QD at temperatures up to 120 K, and photon antibunching up to 135 K. These measurements indicate the potential for sources of single photons based on InGaAs QDs that operate at high temperature. We have also shown that embedding a QD in a micropillar cavity can alter the emission by spectrally filtering the PL and by reducing the spontaneous emission lifetime.

In addition, we have demonstrated the use of an SSPD in a TCSPC measurement system. In contrast to the conventional silicon APDs, this detector has a Gaussian temporal response, which is clearly advantageous for determining short lifetimes or analyzing multi-exponential decays. We have also used this superconducting detector to characterize a QD single photon source at 902 nm. The reduced jitter and high signal-to-noise of the SSPD allow us to make improved measurements of carrier lifetime. Unlike Si APDs, this detector retains single photon counting capability into the infrared, making it a promising candidate for single photon source characterization at conventional telecommunications wavelengths. With these advantages, superconducting detectors like this one should have many practical uses, from characterizing weakly emitting materials and fiber-based QKD to a host of other applications requiring high time resolution and single photon sensitivity in the infrared region of the spectrum.
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