Simulating the Multipath Channel With a Reverberation Chamber: Application to Bit Error Rate Measurements
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Abstract—We illustrate the use of the reverberation chamber to simulate fixed wireless propagation environments including effects such as narrowband fading and Doppler spread. These effects have a strong impact on the quality of the wireless channel and the ability of a receiver to decode a digitally modulated signal. Different channel characteristics such as power delay profile and RMS delay spread are varied inside the chamber by incorporating various amounts of absorbing material. In order to illustrate the impact of the chamber configuration on the quality of a wireless communication channel, bit error rate measurements are performed inside the reverberation chamber for different loadings, symbol rates, and paddle speeds; the results are discussed. Measured results acquired inside a chamber are compared with those obtained both in an actual industrial environment and in an office.
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I. INTRODUCTION

In recent years, wireless applications have gained in importance and are now used in many different types of environments, from outdoor urban settings to indoor homes, offices, and industrial plants. Manufacturers of wireless systems want to be able to design and test these devices for use in any type of environment. Thus, it is essential to have a reliable, controllable, and repeatable facility where wireless devices can be tested. In fact, wireless industry groups such as the Cellular Telecommunications Industry Association have formed working groups to investigate the use of reverberation chambers for testing wireless devices, an indication of the impact such work may have. While prior work has demonstrated that the reverberation chamber provides a repeatable environment that can simulate a wide range of multipath environments [1] and [2], in the present work, we present implementation-specific details necessary for the use of an electromagnetic reverberation chamber as such a test facility.

The reverberation chamber is essentially an electrically large metallic box. Inside the chamber a metallic paddle (mode stirrer) is rotated, randomizing the electromagnetic fields inside [3]. The field inside the chamber has been proven to be uniform and isotropic (except for fields closer than \( \lambda / 2 \) to the walls and other metallic objects, where \( \lambda \) is the wavelength), which means that in an ideal reverberation chamber, field measurements will be very similar for any location of objects under test or for antennas inside the chamber. The standard deviation of the mean field throughout the chamber is typically the figure of merit used to assess how well the reverberation chamber performs (see [3]). A small standard deviation of the mean field indicates that there are a sufficient number of modes in the chamber and the paddle is large enough to interact with the modes, resulting in the desired probability densities of the field amplitudes and in statistical spatial uniformity. This required field uniformity also implies polarization balance in the chamber, as discussed in [4]–[6].

The reverberation chamber is popular as an alternative test facility for various electromagnetic measurements. Initially, reverberation chambers were used as high-field amplitude test facilities for electromagnetic interference and electromagnetic compatibility (EMI and EMC), [3]–[5], [7]–[16]. Reverberation chambers are currently used for a wide range of other measurement applications. Applications include but are not limited to, determining 1) radiated immunity of components and large systems; 2) radiated emissions; 3) shielding characterizations of cavities, cables, connectors, and materials; 4) antenna efficiency; 5) probe calibration; 6) characterization of material properties; 7) absorption and heating properties of materials; and 8) biological and biomedical effects.

While most of the research and applications of reverberation chambers have been geared toward EMC/EMI, over the last few years, the reverberation chamber has begun to emerge as a tool for wireless communication tests as well. Applications include: radiated power of mobile phones [17]; gain obtained by using diversity antennas in fading environments [18], [19]; antenna efficiency measurements [20]; measurements of multiple-input
multiple-output systems [21]; simulated Ricean and Rayleigh multipath environments [1], [25]; simulated environments with clustered power delay profiles (PDPs) [26]; measurements of receiver sensitivity of mobile terminals [27]; bit error rate (BER) measurements [24]; and investigating biological effects of cell-phone base-station RF exposure [28]. Effects like Doppler spread and fading, which are a consequence of a dynamically moving environment, can also be simulated inside the chamber by turning the paddle with different speeds or using it in stepped mode.

Reverberation chambers provide a flexible and repeatable test environment, which may also be more efficient than anechoic chambers for performing certain measurements. For example, antenna performance measurements are often carried out in free space or in an anechoic chamber. Typically, such measurements include positioning the measurement antenna over a large number of orientations, which can require a significant amount of time. In the reverberation chamber, this rotation procedure can be dropped because the fields in the chamber are considered isotropic. In [17], a comparison of radiated power measurements in reverberation and anechoic chambers was performed, and the results were closely correlated.

In [1], it was shown that by varying the chamber and/or antenna characteristics, it is possible to generate a wide range of $K$-factors. The $K$-factor is a figure of merit that describes the ratio of direct-path received power to that received via reflections. Reference [1] demonstrated that it is possible to simulate various Rician wireless environments by varying the $K$-factor. Other research groups have demonstrated a proof of concept of the use of reverberation chambers to simulate different wireless channels [22]–[25]. In this paper, we carry out a detailed study of parameters that can affect the simulated multipath wireless channel, including the effect of chamber loading on the RMS delay spread, the effect of using a realistic measurement bandwidth to find the PDP, and the interaction of the chamber time constant and center frequency on the RMS delay spread.

In order to observe the effectiveness of changing the properties of wireless environments inside the reverberation chamber on modulated-signal transmissions, we perform BER measurements. We show that changing the chamber loading has a significant effect on the BER for simple digitally modulated signals having various data rates. We focus on the common representation of a multipath signal as a series of time-shifted, amplitude-shifted replicas of the transmitted signal [29]. In this model, the multipath channel is characterized as a summation of individual impulse responses at discrete points in time. As we will show, this type of multipath channel can be readily simulated by the reverberation chamber when the paddle is moved slowly (with respect to the data rate) or in a stepped mode. We compare measurements of the PDP carried out in the reverberation chamber with the measurements performed in real multipath environments, including an interior office (low multipath), a 60-storied office building (medium multipath), and the highly reflective environment of an oil refinery. As we demonstrate, the method proposed here works well in noisy environments, as well as those with medium and high multipath. The latter are difficult to test in a free-field environment using other methods.

II. WIRELESS ENVIRONMENT CHARACTERIZATION

A wireless multipath channel at a fixed location can be modeled by its time-varying, discrete-time impulse response [29]. In this model, multipath reflections are modeled as copies of the transmitted signal that have experienced amplitude and phase shifts. Each modified copy of the transmitted signal arrives at the receiver at a later time. For any fixed location between transmitter and receiver, under time-invariant conditions, the channel will have a linear impulse response $h(t, \tau)$. The output $y(t)$ of this time-varying radio channel at time $t$ can be calculated from

$$ y(t) = u(t) * h(t, \tau) = \int_{-\infty}^{\infty} h(t, \tau) u(t - \chi) d\chi $$  

where $u(t)$ is the input signal. Multipath components are accounted for by this representation; where $\tau$ is the excess delay corresponding to a given multipath component’s arrival time.

The ensemble average of the magnitude squared of the time-varying, discrete-time impulse response is referred to as the PDP and is given by

$$ PDP(t) = \langle |h(t, \tau)|^2 \rangle; $$

where the ensemble average is over $\tau$. This provides a single time-invariant multipath PDP obtained by averaging many $|h(t, \tau)|$. Typically, to develop channel models of real-world multipath environments, the ensemble average is calculated over multiple channel response measurements taken at a number of different locations having similar characteristics. These measurements may also be made at a fixed location, but taken at different times, when objects in the environment such as people and cars may be oriented differently from one time to another. In the reverberation chamber, one common method for obtaining the various amplitude, phase, and time shifts is by moving the paddle in discrete steps. In this way, the PDP is found by averaging individual $|h(t, \tau)|$, obtained at fixed paddle positions.

Different types of radio propagation environments produce PDPs having different delay times. Long decay times reflected in the PDP can adversely affect the performance of wireless communication systems. One characteristic of the PDP that has been shown to be particularly important in wireless systems that use digital modulation is the RMS delay spread of the PDP, which is the square root of the second central moment of the PDP given by

$$ \tau_{rms} = \sqrt{ \frac{\int_{0}^{\infty} (t - \tau_0)^2 PDP(t) \, dt}{\int_{0}^{\infty} PDP(t) \, dt} } $$

where $\tau_0$ is the mean delay of the propagation channel, given by

$$ \tau_0 = \frac{\int_{0}^{\infty} t \cdot PDP(t) \, dt}{\int_{0}^{\infty} PDP(t) \, dt}. $$

The RMS delay spread ($\tau_{rms}$) is often used to characterize a wireless communication environment because it can be related to the BER performance of a channel [31], [32]. In fact, Chuang [31] has shown that, for certain digitally modulated signals, independent of the modulation scheme used, the BER is proportional to the quantity $(\tau_{rms}/T)^2$, where $T$ is the bit period.
The proportionality constant depends on the type of modulation. We next show how the PDP in the reverberation chamber can be controlled and, thus, how the $\tau_{\text{rms}}$ can be adjusted to give desired values.

III. CONTROLLING THE RMS DELAY SPREAD IN THE REVERBERATION CHAMBER

A number of factors go into creating a multipath environment having desired characteristics in the reverberation chamber. These include issues related to creating and measuring the PDP and the RMS delay spread, and methods for proper interpretation of the measured results. We first address issues related to chamber loading to achieve the desired PDP, and then discuss methods for finding the PDP and $\tau_{\text{rms}}$ from the measured impulse response.

To study the effects of chamber loading on the PDP, we used the measurement setup shown in Fig. 1. The test chamber was the NIST reverberation chamber, having dimensions of 3.05 m × 4.57 m × 2.74 m. We placed two dual-ridge horn antennas inside the chamber, connected through a bulkhead by using coaxial cables to a vector network analyzer outside.

In order to control the $\tau_{\text{rms}}$ of the chamber and thus the PDP, the ring-down duration of the chamber needs to be controlled. Related to ring-down time is the quality factor $Q$, which is the proportion of energy stored to the energy dissipated per RF cycle

$$Q = \frac{\omega U}{\langle P_d \rangle};$$

(5)

where $\omega$ is the radian frequency, $U$ is the energy stored in the cavity, and $P_d$ is the dissipated power. For a given reverberation chamber, the losses resulting from the finite conductivity of cavity walls, the apertures, and the loading caused by the antennas cannot be modified. However, the loading of the chamber can be changed by, for example, putting different numbers of blocks of RF-absorbing material inside the chamber. This reduces the ring-down duration, allowing one to match the $\tau_{\text{rms}}$ in the chamber to a real radio-propagation environment.

For the large reverberation chamber we used, there is typically no need to increase the ring-down duration, because the unloaded chamber has much larger delay spreads than occur in many real applications (approximately 700 ns at 1 GHz for the unloaded NIST chamber). Metallic structures such as airplanes, metal enclosures, and highly reflective buildings may have longer RMS delay spreads. However, many commercially available reverberation chambers have shorter ring-down times, and therefore, less loading is required to replicate many environments.

In [33], Holloway et al. showed that loading a chamber reduces its spatial uniformity. In [33], the chamber was loaded with lossy material, and the average square magnitude of the electric field was measured at random locations in the chamber. The standard deviation over these locations was calculated. The results showed that loading the chamber increased the standard deviation, or in other words, decreased the spatial uniformity. From these results, equations for maximum loading were derived. The maximum loading was expressed in terms of the lowest allowed quality factor $Q_{\text{thr}}$ for a given location. It was shown that the actual $Q$ of the chamber must be much greater than the threshold $Q_{\text{thr}}$

$$Q \gg Q_{\text{thr}}.$$  

(6)

Two equations for calculating $Q_{\text{thr}}$ were presented in [33], with a difference between them of a factor of three. In the present paper, the more stringent equation will be used

$$Q_{\text{thr}} = \left(\frac{4\pi}{3}\right)^{2/3} \frac{3V^{1/3}}{2\lambda};$$

(7)

where $V$ is the chamber volume and $\lambda$ is the wavelength. Note that $Q_{\text{thr}}$ indicates only that for a given chamber loading, the spatial uniformity will be significantly disturbed. As a chamber approaches these threshold values, it is necessary to use position, polarization, or frequency stirring to reduce the standard deviation of the ensemble average of the measured fields.

To illustrate the change in $Q$ for different loadings used in this paper, we carried out measurements with different amounts of RF absorber placed in the reverberation chamber. We measured the scattering parameter $S_{21}$ using the vector network analyzer for several paddle positions and determined $Q$ from this quantity.
Fig. 2. PDP and RMS delay spread.

Fig. 3. RMS delay spread as function of the threshold for one, three, and seven absorbers.

as shown in [12]. For up to seven pieces of absorber blocks, our $Q$ was still a factor of ten above $Q_{thr}$. Hence, the field in this chamber using up to seven absorbers could still be considered as reasonably uniform, assuming sufficient averaging of the measured fields. In our experiments, one piece of absorber was a standard RF absorber block with nine cones in a $3 \times 3$ array. The taper length of each cone was 18 cm. In experiments discussed later in this paper, we used the individual cones that made up this absorber block in order to fine tune the loading of the chamber.

We calculated the RMS delay spread from the measured impulse response of the loaded chamber. To measure the impulse response of the reverberation chamber, we again used the two dual-ridge horn antennas and vector network analyzer measurement setup. The scattering parameter $S_{21}$ was measured over a band of frequencies from 800 MHz to 12 GHz, and the inverse discrete Fourier transformation was applied. This was repeated for twenty different fixed paddle positions. The results were squared and averaged to obtain the PDP (as described in Section II). After that, we normalized the PDP to its maximum power.

The PDP results for zero, one, three, and seven pieces of absorber are shown in Fig. 2. The figure clearly shows the difference in decay for different levels of loading. For seven absorbers, the noise floor was reached only after 1000 ns.

Use of measurements that have fallen below the noise floor of the instrumentation results in an artificially long RMS delay spread. However, it is necessary to use as long a time record as possible to obtain the best estimate of $\tau_{rms}$. Thus, we bound the calculation to a certain threshold level. We define the threshold as the minimum signal level, below which the data are not utilized when calculating $\tau_{rms}$. The threshold we used was relative to the maximum received-signal level in a given measurement.

In order to illustrate the dependence of the RMS delay spread on the threshold level, we calculated $\tau_{rms}$ for different threshold values (see Fig. 3). This figure shows $\tau_{rms}$ as a function of the absolute value of the threshold relative to the maximum value of the PDP. Depending on the number of absorbers, thresholds below $-25$ or $-30$ dB achieve the final value without falling below the noise floor, shown by the sudden increase in $\tau_{rms}$ at around $-50$ dB. In order to compare $\tau_{rms}$ for different loading, care needs to be taken in choosing a consistent threshold level for all measurements.

In general, the $Q$ of the reverberation chamber is dependent on frequency. Because of this, use of a wide frequency range (such as the 800 MHz–12 GHz range used above in our impulse response calculation) to find the delay spread may skew results over the frequency band of interest. In order to analyze the behavior of the PDP and $\tau_{rms}$ for a given frequency band, we
used a 200-MHz elliptic bandpass filter in postprocessing. This filter was applied to the measured S21 frequency-domain data, and the PDPs and $\tau_{\text{rms}}$ were calculated for different filter center frequencies.

The PDPs for a few center frequencies are shown in Fig. 4. Here, we swept the center frequency of the filter from 1 to 11 GHz and calculated $\tau_{\text{rms}}$ over a 200-MHz bandwidth. This was repeated for different numbers of absorbers. Results are shown for two threshold values: −25 and −40 dB. This figure shows that for zero absorber, $\tau_{\text{rms}}$ had a significant frequency dependence, while this frequency dependence diminished (that is, $\tau_{\text{rms}}$ did not change significantly) for increasing absorbers. The oscillations in the solid curve starting at 9 GHz for a higher number of absorbers can be explained by the choice of the threshold. For higher frequencies and a higher number of absorbers, the noise floor of the measurement system increased until it exceeded the −40-dB level at about 9 GHz, where it began to influence the results.

The reason for the strong frequency dependence for the no-absorber condition, and little-to-no frequency dependence for increasing numbers of absorbers can be explained by the following. For an ideal reverberation chamber, it can be shown that $\tau_{\text{rms}}$ is directly related to the chamber quality factor by the following [4]:

$$\tau_{\text{rms}} = \frac{Q_{\text{total}}}{2\pi f}$$

where $f$ is the frequency and the total quality factor (assuming no aperture leakage) is given by [12]

$$Q_{\text{total}}^{-1} = Q_{\text{wall}}^{-1} + Q_{\text{absorber}}^{-1} + Q_{\text{antenna}}^{-1}.$$  

Here, $Q_{\text{wall}}$ is associated with the wall loss, $Q_{\text{absorber}}$ is associated with absorber loss, and $Q_{\text{antenna}}$ is associated with energy dissipated in the antenna. Using the expressions given in [12] for these various quality factors, $\tau_{\text{rms}}$ can be expressed as

$$\tau_{\text{rms}} = \frac{1}{C_1 \sqrt{f} + C_2 N \sigma_{\text{absorber}} + (C_3/f^2)}.$$  

The first term in the denominator and its corresponding constant ($C_1$) are associated with the wall loss, the last term and its corresponding constant ($C_3$) are associated with the antenna. The second term and its constant ($C_2$) are associated with the loss due to the absorber. In the second term, $\sigma_{\text{absorber}}$ is the absorption cross section of one absorber, and $N$ is the number of absorbers in the chamber. The constants $C_i$ are not given here but can be easily obtained from [12]. From this expression, we see that for very low frequencies, the third term dominates and is the major contribution to $\tau_{\text{rms}}$. As the frequency increases, this term can be neglected, and if we assume no absorber, then $\tau_{\text{rms}} \propto f^{-1/2}$. This is the type of variation seen in Fig. 4 for the no-absorber case. On the other hand, as the number of absorbers in the chamber increases, the second term in the expression dominates and $\tau_{\text{rms}} \propto C$, that is, it becomes constant in frequency. This is the type of variation seen in Fig. 4 for increasing numbers of absorbers. The relationship between $\tau_{\text{rms}}$ and $Q$ for nonideal environments is discussed in the next session.

With the information that we have now, it is possible to plot the RMS delay spread as a function of the number of absorbers. In this way, we can determine how many absorbers we need in order to achieve a certain delay spread. We have seen that the delay spread depends on frequency, therefore, we plot several curves for different center frequencies of the 200-MHz elliptical filter. Fig. 5 shows the measured RMS delay spread as a function of the number of absorbers for different center frequencies. As the numbers of absorbers increase, we see that $\tau_{\text{rms}}$ is independent of frequency, as (10) predicts.

Manufacturers of wireless systems who want to test their systems under certain multipath wireless conditions that are described by the RMS delay spread can simply create curves, such as in Fig. 5, to determine how many absorbers they need to test their devices for a certain delay spread and frequency in their reverberation chamber. As emphasized in the previous sentence, Fig. 5 is valid in only one specific reverberation chamber with a specific set of absorbers. In order to be more general and not

![Fig. 4. RMS delay spread in the NIST reverberation chamber calculated over a 200-MHz bandwidth as a function of center frequency for different numbers of absorbers; −40 and −25 dB thresholds.](image-url)
bound to certain test setups, a more universal view is helpful. One such view will be described in the following.

A. RMS Delay Spread as a Function of the Chamber Time Constant

In theory, the energy in the chamber dissipates exponentially. The time constant $\tau = Q/\omega$ describes this effect [4]. Hence, the PDP should also have an exponential decay

$$PDP(t) = P_0 e^{-t/\tau} = P_0 e^{-\omega t/Q}$$

(11)

where $P_0$ is the maximum power.

In [34], Van’t Hof derived an equation for the RMS delay spread as a function of $\tau = Q/\omega$. In this equation, a threshold $\alpha$ (in linear units) is considered

$$\tau_{\text{rms}} = \frac{Q}{\omega} \sqrt{\frac{(2\alpha \ln(\alpha) - 2\alpha + 2 - \alpha(\ln(\alpha))^2)}{(1 - \alpha)} - \frac{(\alpha \ln(\alpha) - \alpha + 1)^2}{(1 - \alpha)^2}}$$

(12)

for an ideal PDP, $\alpha \to 0$ and $\tau_{\text{rms}} = Q/\omega$.

Fig. 6 shows the measured RMS delay spread and the theoretical RMS delay spread, as calculated by use of (12), as a function of $Q/\omega$. Even though there is an offset between the theoretical and measured curves, the slopes of all curves match very well. Part of the offset could be accounted for by a small amount of direct energy that may be present in the chamber. The point is presently being investigated and will be the topic of a future publication. These results show that the RMS delay spread is proportional to the ratio $Q/\omega$. Hence, this model can be used to predict the approximate RMS delay spread for a given value of $Q$ and frequency.

IV. BER MEASUREMENTS

In order to study the effectiveness of how well a wireless system can be characterized in static multipath environments as simulated in a reverberation chamber, we carried out BER tests of digitally modulated signals. The measurement setup for obtaining the BER is shown in Fig. 7. To generate the signal, we used a vector signal generator (VSG). Using this generator, we could create waveforms with different symbol rate modulation types, carrier frequencies, or amplitudes. The VSG sends a repetitive, deterministic waveform whose period is
determined by the number of bits sent. Since a deterministic bit pattern can influence results [29], it can cause results to differ slightly from theory, which is typically based on a random bit pattern.

In the following experiments, we used a bit sequence that was 1046 b long. In order to measure the BER, the received bits were compared with transmitted bits. These measurements were made several times (between 100 and 50 000 times), depending on the level of BER that we encountered. We used BPSK modulation with different symbol rates, as described in the following, and a carrier frequency of 700 MHz.

To receive the signal, we used a vector signal analyzer (VSA). The VSA can receive waveforms, demodulate them, and present the result as a sequence of ones and zeros. We triggered the VSA at the start of each bit pattern using the VSG. Again, we placed two dual-ridged horn antennas in the chamber pointing at different corners. Both paddles were turning continuously with a constant angular velocity.

In the graphs that follow, noise power was calculated in the same way we found the signal power, by integrating the received power across the measurement bandwidth. This bandwidth was held constant for both the signal and noise power measurements. It was set to around 80%–90% of the occupied bandwidth, as specified in many wireless standards.

We first performed a BER measurement with 5000 samples at a low symbol rate of 24.3 ks/s. 5 230 000 b = 1046 b·5000 were measured. The results are shown by the solid line in Fig. 8. The results are plotted as a function of transmitted power in order to see qualitative effects. It was necessary to transmit this large number of bits in order to collect meaningful BER results because, for channels having low BER values, we need to acquire a large number of bits before receiving an error. We see that the BER decreases for higher powers and stops decreasing at about 0.8% BER. This irreducible BER could have been caused by the limited correlation bandwidth in the chamber, fading, or by a combination of the two. The paddle was turning too slowly for Doppler shift to be a factor. Further studies to separately identify these effects are currently underway at NIST.

We next repeated the same measurement but decreased the velocities of both paddles. The results are shown by the dashed line in Fig. 8. We see that the BER for low SNR values, where measurement noise dominates, is similar for both curves. But for higher SNR values, the curves start to separate. The irreducible BER for the slower paddle speed is clearly below the results.
for the faster paddle speed, which is consistent with distortion caused by fading.

Our goal was to study the static multipath channel without the effects of fading so that we could compare to measurements made at a fixed location in a static multipath environment. Thus, the following measurements were performed with just one paddle operating at its lowest speed ($\approx 2.8 \times 10^{-3}$ r/s) in order to reduce fading and Doppler spread effects.

We next conducted measurements with higher symbol rates. According to Chuang [31], this would increase the irreducible BER since the ratio ($\tau_{\text{rms}}/T$)$^2$ grows as the symbol period $T$ becomes smaller. Figs. 9 and 10 show the BER for a modulated signal with 243 and 768 ksp, respectively.

In these figures, we first measured the BER for the no-absorber case and found that the irreducible BER was quite high (about 8%). When we put two absorbers inside, the BER dropped to a value where it was difficult to measure accurately. We then put one, two, and three cone absorbers inside, where each piece of absorber was one ninth of the size of a complete absorber. Recall the term absorber refers to a standard RF absorber block with nine cones in a $3 \times 3$ array. The taper length of each cone was 18 cm. It is interesting to note that the irreducible BER for just one individual cone absorber dropped by approximately a factor two, and for two whole absorbers by a factor of almost fifty.

The increased BER for slow (or stepped) paddle speeds and higher data-rate signals is due to the receiver’s inability to lock onto a signal for paddle positions that create a very long duration fade within the passband of the measured signal. At slow paddle speeds, such a long duration fade maybe present as compared to a higher paddle speed. The paddle speed dependence is an interesting aspect of testing in reverberation chambers. This effect can also be utilized in order to obtain a repeatable, controllable deep-long-duration fading environment. This topic is being investigated further.

**V. COMPARISONS TO REAL-WORLD ENVIRONMENTS**

In order to illustrate the ability of the reverberation chamber to simulate a realistic multipath propagation environment, we compared the PDP measurements in the chamber for different loadings to two sets of PDP measurements: 1) a highly reflective industrial environment (an oil refinery in Denver, Colorado) and 2) a large 60-storied office building (in Denver, Colorado).
Attenuation and variability of radio wave signals associated with these two structures were studied in [30] and [35], respectively. The oil refinery consisted of several acres of piping and ductwork overhead and around the measurement setup, as shown in Fig. 11(a). The 60-storied office building was constructed from concrete and steel. The office building had large open areas on its lower floors, as shown in Fig. 11(b).

A comparison of the PDP measured in the reverberation chamber to the PDP measured in the oil refinery is plotted in Fig. 12. We used frequencies from 10 MHz to 1.8 GHz to calculate the PDP. We see a high level of multipath arising from this propagation environment, as shown by the long decay time of the PDP. Looking at the PDPs, we see that the PDP from the oil refinery environment best matches the reverberation chamber with three absorbers inside. The comparison of $\tau_{\text{rms}}$ values shown in the figure confirms this assumption.

The PDP from the reverberation chamber is again shown for various loading values and is compared in Fig. 13 to the PDP from the large open area in the 60-storied office building. We see a low level of multipath arising from this propagation environment, as shown by the relatively short decay time of the PDP. Looking at the PDPs, we see that the office building environment best matches the reverberation chamber with seven absorbers inside. The comparison of $\tau_{\text{rms}}$ values shown in the figure confirms this assumption.

These two comparisons show that the static multipath of two industrial/office environments may be simulated inside the chamber by adjusting the loading of the chamber. Simulating this and other industrial environments in the reverberation chamber can enable improved design and testing of wireless devices.
We also compared BER measurements obtained in the reverberation chamber for different loading values with a BER measurement in a real-world environment. The environment in this experiment was a NIST laboratory room with no shielded walls. The dimensions of the room were approximately 5 m (w) × 7 m (l) × 2.5 m (h). Three of the walls were cinder block material and the fourth was mostly windows. The floor was concrete, and piping and wiring were located above dropped ceiling tiles.

Data were collected using the VSA system described earlier. The transmitting antenna was a dual-ridge horn and the receiving antenna was a discone. The excitation was a BPSK digitally modulated signal with a data rate of 768 ksps. In order to obtain the BER measurement, we marked ten points on the floor spaced by distances of approximately 30 cm, and moved the receiving antenna from one point to another. For each position, the BER as a function of excitation power was measured, and then the results were averaged over all antenna positions.

The results of the BER measurement in the real environment, together with the BER measurement in the reverberation chamber for different loading values are shown in Fig. 14. This figure shows that the BER results were similar, particularly for higher values of BER. Because the BER values were quite low in the room environment, it was necessary to acquire a large number of data samples to obtain the BER using our VSA-based system. This significantly increased the measurement time. Even with this large number of samples, the agreement between the reverberation chamber measurements and the room measurements was not good. The simple VSA-based acquisition system presented in this paper works best for simulating higher multipath environments.

VI. CONCLUSION AND FUTURE WORK

We demonstrated that it is possible to simulate various types of real-world wireless propagation environments inside a reverberation chamber by simulating both the PDP and the RMS delay spread. The reverberation chamber may be used as a reliable, repeatable test environment and, in contrast to an anechoic chamber or free space, a very efficient testing facility for these multipath wireless propagation measurements.

We showed experimentally that loading the chamber decreases the duration of the PDP, and hence, decreases the RMS delay spread value. The $Q$ of the chamber was measured for different amounts of absorber material, and we showed that, for the number of absorbers used in our measurements, the field uniformity characteristics of the chamber were adequately maintained.

Data on RMS delay spread were presented as a function of frequency for different numbers of absorbers. By the use of the results presented here, it is feasible to predict the required number of absorbers for any given frequency in order to achieve the desired RMS delay spread for a given chamber.

BER measurements were also conducted inside the chamber. We showed that the BER, which is an indicator of the quality of a wireless communication channel, changed significantly when the chamber loading or the paddle speed was changed. Using the BER as an indicator, we showed that it is possible to simulate many desired wireless channel properties.

The results achieved in the reverberation chamber were compared to PDP measurements in an oil refinery and an office building and the results matched very well. BER measurements inside the chamber were also compared to those made in a low-multipath office environment. We showed that the results in the low-multipath environment were difficult to replicate using our simple receiver setup.

The reverberation chamber test methods presented here replicate a single, exponentially decaying PDP. This PDP adequately represents a number of wireless propagation environments, such as many outdoor-to-indoor channels and many indoor environments. However, other methods will be needed to replicate more complex environments, such as those involving clusters of exponentially distributed power delay profiles. This is currently a topic of research at NIST, for details see [26].

In future work, the difference between measured RMS delay spread and the RMS delay spread predicted with the chamber time constant should be examined. Experimental data are needed in order to verify the RMS delay spread prediction with chamber
Q. As well, further measurements are needed to verify effects of paddle speed, data rate, and transmission access scheme (such as global system for mobile or code division multiple access) on BER measured in the chamber. Finally, the paddle speed dependence is an interesting aspect of testing in reverberation chambers. This effect can also be utilized in order to obtain a repeatable, controllable deep-long-duration fading environment. This topic is being investigated further and will be the subject of a future publication.
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