Obstacle Detection and Terrain Characterization Using Optical Flow Without 3-D Reconstruction
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Abstract

For many applications in computer vision, it is important to recover range, 3-D motion, and/or scene geometry from a sequence of images. However, there are many robot tasks which can be achieved by extracting relevant 2-D information from the imagery and using this information directly, without recovery of the 3-D information. In this paper, we focus on two tasks, obstacle avoidance and terrain navigation. A novel approach to these two tasks has been developed without 3-D reconstruction. This approach is often called purposive active vision. A linear relationship, plotted as a line and called a reference flow line, is determined. The difference between a plotted line and the reference flow line can be used to detect discrete obstacles above or below the reference terrain. For terrain characterization, slopes of surface regions can be calculated directly from optical flow. Some error analysis is also done. The main features of this approach are that (1) discrete obstacles are detected directly from 2-D optical flow; no 3-D reconstruction is performed; (2) terrain slopes are also calculated from 2-D optical flow; (3) knowledge about the terrain model, camera-to-ground coordinate transformation, or vehicle (or camera) motion is not required; (4) the error sources involved are reduced to a minimum, since the only information required is a component of optical flow. An initial experiment using noisy synthetic data is also included to demonstrate the applicability and robustness of the method.

1 INTRODUCTION

For many applications in computer vision, it is important to recover range, 3-D motion, and/or scene geometry from a sequence of images [19] [8]. However, there are many robot tasks which can be achieved without recovery of such information [14]. These tasks can be achieved by extracting relevant 2-D information from the imagery and using this information directly, without 3-D reconstruction, for controlling the task of the robot. One such task is obstacle avoidance, while another is terrain navigation. In this paper, we focus on these two tasks, and show how obstacle detection and terrain characterization can be achieved without recovering 3-D scene information. This approach is often called purposive active vision [1].

To operate autonomous vehicles safely, obstacles must be detected and the terrain should be analyzed before path planning and obstacle avoidance activity is undertaken. Obstacles are defined as any region in space which a vehicle should not or cannot traverse, such as protrusions (objects lying on top of the terrain), depressions (potholes, ruts, gullies in the terrain), or steep terrain shown in figure 1a. The goal of this work is to develop a simple, robust, and general method for obstacle detection and terrain characterization for ground vehicles or air vehicle landing. The method developed allows the ground vehicle to navigate through man-made roadways or natural outdoor terrain. The method also allows the aircraft to land on known or unknown terrain.

Most existing methods perform obstacle detection based on range information (or 3-D scene geometry) obtained either from active sensors (such as laser scanners, radars, or ultrasonics) or passive sensors (cameras) [2] [3] [4] [5] [7] [9] [17] [20].
In our approach, optical flow is used without being converted to range, 3-D motion, and/or scene geometry. A straight line is used as a detector in an appropriate image-based space, i.e., a space whose coordinate axes represent parameter values extracted from the image domain. For example, suppose that the parameters \( x \) and \( y \) denote the \( x \)-component of image position and the \( y \)-component of optical flow, respectively. Then, if a region in the \( x, y \) image-based space is not a straight line (figure 1b), the region is potentially regarded as an obstacle. For terrain characterization, slopes of surface regions can also be calculated directly from \( y(x, y) \).

In the following, previous work is summarized first, then our method is described. The equations derived for the method are discussed and the errors of the terrain slopes analyzed. Finally, experimental results are presented.

2 PREVIOUS WORK

A number of obstacle detection methods have been developed in the past (e.g., [2] [3] [4] [5] [6] [7] [9] [12] [15] [16] [17] [18] [20]). Range information is often employed to solve this problem. This information may be obtained from active sensors, stereo cameras, optical flow, etc. A priori knowledge is required by most existing methods. Such knowledge may include sensor-to-ground coordinate transformations, sensor motion, model optical flow fields, road models (or maps), etc. Errors in a priori knowledge result in errors in the output.

Many obstacle detection methods based on optical flow have been developed. Sridhar et al. [17] at NASA Ames Research Center investigated the methodology for obstacle detection for rotorcraft low altitude flight. The obstacle detection problem is posed as the problem of finding range to all objects in the field of view. Range information is obtained by the use of optical flow in their method. Bhanu et al [2] presented an inertial sensor integrated optical flow technique for motion analysis, in which range information is extracted from optical flow for obstacle detection. The method by Hoff and Sklar [9] detected landing hazards for a descending spacecraft, in which an algorithm using range information retrieved from optical flow with known camera motion was developed. Enkelmann [6] detected obstacles by evaluating the difference between calculated optical flow and estimated model flow. The estimated model requires knowledge about the focus of expansion (FOE), the transformation matrix between the camera and vehicle coordinate systems, and the camera motion. In addition, this method works only with a camera translating on a planar surface. Raviv [13] detected obstacles from an optical-flow-based invariant with an assumption of observer undergoing only translational motion in parallel to a planar surface. Mallot et al [11] detected discrete obstacles by the use of inverse perspective mapping. This method requires a coordinate transform and has the limitation of the observer (i.e., the camera) moving in the horizontal plane under pure translation.

The work described above is characterized by the following:

(1) range information extracted from optical flow, stereo, or active range sensors is often employed to detect obstacles,
(2) terrain slope, a useful feature for determining traversability, is not usually calculated,
(3) a priori knowledge such as coordinate transformations, sensor motion, model optical flow fields, or road models (maps) is often required,
(4) the observer's motion is often limited to translational motion in detecting obstacles directly from optical flow.

3 METHOD

For translational motion, if a line in space is projected into the image, then the component of optical flow perpendicular to this image line, as a function of position along the line, will result in a linear relationship. In figure 2a, if the image line \( \overline{ab} \) arises from the line \( \overline{AB} \) in space, the component \( \hat{y} \) of optical flow (which is defined to be in a direction perpendicular to this image line) vs. image position \( x \) is a line shown in figure 2b. The \( y \) coordinate of image line \( \overline{ab} \) is \( y' \) and the coordinates of the image points \( a \) and \( b \) in figure 2a are \((x_o, y')\) and \((x_n, y')\), respectively. The coordinates of the two points \( P_A \) and \( P_B \) in figure 2b are \((x_o, y_o)\) and \((x_n, y_n)\), respectively. The line \( P_A P_B \) in a plot of \( y \) vs. \( x \) is called a flow line. A proof of this property is found in section 4. The flow line has enough information to indicate

(1) discontinuities in the flow field along the line,
(2) protrusions or depressions of 3-D objects relative to the line,
(3) slopes of terrain relative to the line.
Although the discussion so far has been concerned only with single image lines, many lines in the image plane can be processed in parallel to analyze the full terrain ahead of the vehicle. An extension of this approach to general motion (translation and rotation) has also been developed [21].

**Obstacle detection**

To apply the above properties to obstacle detection, three steps are involved.

**Step 1: Estimation of the reference flow line.**

This line can be obtained from the observed optical flow corresponding to regions on the ground surface near the vehicle. In principle, only two points are required to estimate the reference flow line.

**Step 2: Computation of the difference.**

The difference between the reference flow line obtained in **Step 1** and the observed flow corresponding to objects projected into the image line is computed. Note that the "objects" here can be discrete obstacles or smooth or uneven terrain in the visible environment.

**Step 3: Identification of obstacles.**

The computed difference in **Step 2** is used to detect obstacles. If the difference is positive, the observed point is considered to be a protrusion relative to the reference line (see figure 3). If the difference is negative, the observed point is regarded as a depression relative to the reference line.

**Terrain characterization**

For terrain characterization, slopes of surface regions can be computed directly from the optical flow without recovering range, 3-D motion, and/or scene geometry. The slopes are functions of the flow values \(\hat{y}(x, y)\). The formulas for calculating slope are derived in section 4. Errors in the estimation of terrain slopes due to the uncertainty of the camera center are analyzed in section 5.

**Main features**

The method has several features:

1. **Minimal a priori knowledge** - Information about the pose of the camera relative to the ground is not required. Knowledge of the velocity of the camera (direction and magnitude) is not required. Road or terrain models are not required. The major assumption is that the camera motion is a general translation.

2. **Simple** - Only one component (e.g., \(\hat{y}\)) of the optical flow is needed. In principle, normal flow, the component of the optical flow along the local gradient direction, can be used. 2-D visual information (i.e., \(\hat{y}(x,y)\)) is used directly to detect obstacles and calculate slopes; no 3-D reconstruction is performed. The feature used to detect discrete obstacles is simple - a straight line.

3. **Fast** - The method is simple; therefore computation is fast. Image lines can be processed in parallel.

4. **Robust** - Since the only required information is \(\hat{y}(x,y)\), the error sources involved are reduced to a minimum. The reference flow line is estimated from the observed data so that the reference and observed flows share the same error source.

### 4 DERIVATION

In this section, it is proved that for an image line arising from a line in space, the relationship between one component of the optical flow and the image position is linear when the motion of the objects relative to the camera is translational. This linear relationship is used to denote a reference flow line. Also, the equations for calculation of terrain slope are introduced.

**A flow line**

Consider the arbitrary line \(AB\) in space which is projected into the image line \(\overline{ab}\). Without loss of generality, let us choose the image x-axis to be parallel to line \(\overline{ab}\), and the image y-axis to be perpendicular to \(\overline{ab}\). In figure 4, a coordinate frame \(c\) attached to the camera is chosen as follows:

1. Let the camera focal point be the origin \(O_c\).
2. Let the optical axis be the \(Z_c\) axis.
(3) Choose $X_e$ and $Y_e$ to be parallel to the image axes $x$ and $y$, respectively.

A coordinate frame $b$ is then affixed to the line $\overline{AB}$ as follows:

1. Let the origin $O_b$ be the point lying on the extended line $\overline{AB}$ the shortest distance from the point $O_e$.
2. Let the $Z_b$ axis be along the line $\overline{AB}$.
3. Choose $X_b$ and $Y_b$ arbitrarily as long as the right hand rule is obeyed.

A point $P$ in the scene can be transformed from frame $b$ to frame $c$ by the equation:

\[
\begin{bmatrix}
X_c \\ Y_c \\ Z_c \\ 1
\end{bmatrix} = H^c_b \ast \begin{bmatrix}
X_b \\ Y_b \\ Z_b \\ 1
\end{bmatrix}
\]  

(1)

where $(X_e, Y_e, Z_e)$ and $(X_b, Y_b, Z_b)$ are the coordinates of point $P$ in frames $c$ and $b$, respectively, and

\[
H^c_b = \begin{bmatrix}
h_{11} & h_{12} & h_{13} & h_{14} \\
h_{21} & h_{22} & h_{23} & h_{24} \\
h_{31} & h_{32} & h_{33} & h_{34} \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

(2)

represents a 4x4 transform matrix from frame $b$ to frame $c$. Note that, for each instant of time, $H^c_b$ is the same for all points on line $\overline{AB}$. From the pinhole camera model with focal length unity, the image position $x$ is

\[
x = \frac{X_c}{Z_c}
\]

(3)

The equations for optical flow due to translational motion are as follows:

\[
\dot{x} = \frac{1}{Z_c}(-T_X + xT_Z)
\]

(4)

\[
\dot{y} = \frac{1}{Z_c}(-T_Y + yT_Z)
\]

(5)

where $(\dot{x}, \dot{y})$ are the components of optical flow, $Z_c$ is the depth of the object relative to the camera, $(x, y)$ are the components of the image position, and $(T_X, T_Y, T_Z)$ is the translational motion of the object relative to the camera. Note that, for each instant of time, $(T_X, T_Y, T_Z)$ are constants for all points lying on a rigid object. As defined earlier, line $\overline{AB}$ coincides with the $Z_b$ axis, therefore any points lying on line $\overline{AB}$ always have

\[
X_b = Y_b = 0
\]

(6)

With equations (1)(2)(3) and (6), the following linear relationship can be obtained from equation (5) for all image points lying on line $\overline{ab}$ that arise from points in the scene lying on line $\overline{AB}$:

\[
y = a_1 + a_2 x
\]

(7)

where

\[
a_1 = \frac{h_{13}}{a_3}
\]

\[
a_2 = \frac{-h_{33}}{a_3}
\]

\[
a_3 = \frac{(h_{34}h_{13} - h_{14}h_{33})}{(-T_Y + yT_Z)}
\]

(8)

Equation (7) represents a reference flow line corresponding to one line in space. For each instant of time, the values $a_1$, $a_2$, and $a_3$ are constants for all points on this line in space. Note that the reference flow line can be estimated from two points in principle. This means that specific knowledge of the transformation matrix and camera motion is not required.

Calculation of terrain slope
The terrain slope can be obtained directly from the optical flow without recovering range, 3-D motion, and/or scene geometry. In figure 5, the heavy solid lines ($P_1P_2$ and $Q_1Q_2$) denote the observed terrain from one image line ($y=$constant). The slope $\tan \alpha$ denotes the observed terrain $Q_1Q_2$ relative to the reference terrain line $P_1P_2$. The slopes $\tan \theta_1$ and $\tan \theta_2$ denote the lines $P_1P_2$ and $Q_1Q_2$, respectively relative to the line $O_cE$. Here $O_c$ and $E$ are the camera focal point and the image point with the image coordinate $(0, y)$. Therefore, the terrain slope angle $\alpha$ can be obtained from the difference between $\theta_2$ and $\theta_1$. The calculation of the terrain slope is described below.

Let the focal length be unity. The camera-centered coordinates of points $O_c$ and $E$ are $(0,0,0)$ and $(0,y,1)$. Let the image coordinates of object points $P_1$ and $P_2$ be $(x_{p1}, y)$ and $(x_{p2}, y)$, respectively. From the pinhole camera model, the camera-centered coordinates of points $P_1$ and $P_2$ are $(x_{p1}Z_{p1}, yZ_{p1}, Z_{p1})$ and $(x_{p2}Z_{p2}, yZ_{p2}, Z_{p2})$. Here $Z_{p1}$ and $Z_{p2}$ denote the depth of points $P_1$ and $P_2$, respectively. Therefore, the components in the camera frame of the vectors $P_1P_2$ and $O_cE$ are $(x_{p2}Z_{p2} - x_{p1}Z_{p1}, y(Z_{p2}Z_{p1}), Z_{p2}Z_{p1})$ and $(0, y, 1)$, respectively. The angle $\theta_1$ between the two vectors $P_1P_2$ and $O_cE$ can be expressed as

$$\cos \theta_1 = \frac{P_1P_2 \cdot O_cE}{(|P_1P_2||O_cE|)} = \frac{1}{(1 + \tan^2 \theta_1)}$$

(9)

With the components of the two vectors, the slope $\tan \theta_1$ for the line $P_1P_2$ relative to $O_cE$ can be found as

$$\tan \theta_1 = \frac{(x_{p2}Z_{p2} - x_{p1}Z_{p1})}{(\sqrt{y^2 + 1(K_p - 1))}}$$

(10)

where

$$K_p = \frac{Z_{p2}}{Z_{p1}}$$

(11)

Combining equations (5) and (11), we obtain

$$K_p = \frac{\hat{y}_{p1}}{\hat{y}_{p2}}$$

(12)

where $\hat{y}_{p1}$, $\hat{y}_{p2}$ denote the $y$ components of the optical flow at image positions $x_{p1}$ and $x_{p2}$, respectively.

Similarly, the slope $\tan \theta_2$ for the line $Q_1Q_2$ relative to $O_cE$ can be found as

$$\tan \theta_2 = \frac{(x_{q2}K_q - x_{q1})}{(\sqrt{y^2 + 1(K_q - 1))}}$$

(13)

where

$$K_q = \frac{Z_{q2}}{Z_{q1}} = \frac{\hat{y}_{q1}}{\hat{y}_{q2}}$$

(14)

and $\hat{y}_{q1}$, $\hat{y}_{q2}$ denote the $y$ components of the optical flow at image positions $x_{q1}$ and $x_{q2}$, respectively.

Finally, the terrain slope angle $\alpha$ can be obtained as

$$\alpha = \theta_2 - \theta_1$$

(15)

This terrain slope angle is a function only of image parameters $x$, $y$ (the image position) and $\hat{y}$ (a component of optical flow) of various image points. No 3-D reconstruction is needed.

5 ERROR ANALYSIS

It is a common practice to choose the center of the image as the camera center. However, it was reported in [10] that the camera center could be off by as many as 25 pixels for three cameras tested. Uncertainties in image positions $(x,y)$ relative to the camera center in the image may cause errors in calculating terrain slopes. The following presents an error analysis for the terrain slopes.
In this analysis, the terrain slope $\tan \theta$ (equation (10) or (13)) is considered to be the terrain line relative to $OE$ shown in figure 5. Errors in the camera center are considered separately in the $x$ and $y$ directions. The measured image position $(x_{mea}, y_{mea})$ relative to the camera center can be expressed as

$$x_{mea} = x_{act} + \epsilon_x$$

$$y_{mea} = y_{act} + \epsilon_y$$

where $(x_{act}, y_{act})$ denotes the actual image position and $(\epsilon_x, \epsilon_y)$ denotes the errors of the camera center in the $x$ and $y$ directions. Upper bounds on the errors due to $\epsilon_x$ and $\epsilon_y$ are derived as follows:

**Error due to $\epsilon_x$**

The measured terrain slope can be represented as

$$\tan \theta_{mea} = \frac{(x_{act2} + \epsilon_x)(y_{act2} - (x_{act1} + \epsilon_x))}{(\sqrt{y_{act2}^2 + 1})(K - 1)} = \tan \theta_{act} + \frac{\epsilon_x}{(\sqrt{y_{act2}^2 + 1})}$$

Therefore, the upper bounds on the errors can be obtained as

$$|\tan \theta_{mea} - \tan \theta_{act}| \leq \epsilon_x$$

In our experiments, we have used a SONY XC-57 camera with a 16 mm focal length. The picture elements for this camera are 510(H) x 492(V) and the sensing area is 8.8mm x 6.6mm. With a 25-pixel displacement from the actual camera center, the upper bounds on the errors for varying measured slope angles $\theta_{mea}$ are listed in Table 1. The maximum upper bound on the errors for the range of angles indicated in the Table is only 1.53°.

**Error due to $\epsilon_y$**

The ratio of the actual terrain slope to the measured slope can be expressed as

$$\frac{\tan \theta_{act}}{\tan \theta_{mea}} = \sqrt{\left(\frac{(y_{act} + \epsilon_y)^2 + 1}{y_{act}^2 + 1}\right)} = \sqrt{1 + \frac{\epsilon_y^2}{y_{act}^2 + 1} + \frac{2y_{act}\epsilon_y}{y_{act}^2 + 1}}$$

Therefore, the upper bounds on the errors can be obtained as

$$\frac{\tan \theta_{act}}{\tan \theta_{mea}} \leq 1 + \epsilon_y + \sqrt{\frac{2y_{max}\epsilon_y}{y_{max}^2 + 1}}$$

where

$$y_{max} = \frac{6.6mm}{2} \cdot \frac{1}{f} \quad \text{and} \quad f = 16\text{mm}$$

With 25 pixels off the actual camera center, the upper bounds on the errors for varying measured slope angles $\theta_{mea}$ are listed in Table 2. The maximum upper bound on the errors is approximately 2.79°.

**6 EXPERIMENTS AND RESULTS**

Two initial experiments using noisy synthetic data have been performed. The experiment simulates a camera mounted on top of the vehicle 2 m above the ground (see figures 6 and 7). The first experiment involves detecting a bump a distance of 5 m from the head of the vehicle and a height of 0.3 m above the smooth terrain (see figure 6). The second experiment involves detecting a pothole with a depth of 0.6 m in the terrain, as well as a ramp (see figure 7). The pothole is 6 m away from the vehicle and the beginning of the ramp is 12 m from the vehicle. The ramp was tested with various slope angles (9°, 18°, and 27°).

In the first experiment, two kinds of noise were added to the optical flow field: 5%, and 10%. The results are presented in figures 8a, and 8b. The region above the horizontal line results from a protrusion above the terrain. The gap in the graphs at the end of the protrusion is due to occlusion. In the second experiment, for each slope angle (9°, 18°, and 27°), 10% noise was added to the optical flow field. The results are shown in figures 9a through 9c.
The region below the horizontal line results from a depression in the terrain. The gap in the graphs at the beginning of the depression is due to occlusion. The region with a smoothly increasing value relative to the horizontal line denotes a ramp. The data points collected from the region were fit by a line. The slope of the line represents the slope of the ramp. The actual and calculated slopes of the ramp are presented in table 3 (for the 10% noise case). The performance of this method depends on the quality of the input data. For example, this method may not work if the uncertainty in the range due to the optical flow value is larger than the size of the bump or pothole.

7 CONCLUSIONS

For obstacle detection and terrain characterization, a novel method using optical flow without recovering range, 3-D motion, and/or scene geometry has been developed. This method can be used for ground vehicles navigating in man-made roadways or natural outdoor terrain or for air vehicles landing in known or unknown terrain. The method has several features:
(1) Simple - Only 2-D visual information (e.g., one component of optical flow $\hat{y}(x,y)$) is needed to detect obstacles and calculate terrain slopes.
(2) Fast - The method is simple and therefore computationally fast. Image lines can be processed in parallel.
(3) Robust - The error sources involved are reduced to a minimum since the only required information is $\hat{y}(x,y)$.

The initial experiments included in the paper suggest that the approach is effective and robust.
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Fig. 1a Terrain with obstacles

Fig. 1b Detection of discrete obstacles in an image-based space

Fig. 2a Space line and image line

Fig. 2b Flow line in an image-based space
Fig. 3 Detection of discrete obstacles

Fig. 4 Definition of two coordinate frames

Fig. 5 Terrain slope in side view
Table 1 Upper bound errors due to $\epsilon_x$

<table>
<thead>
<tr>
<th>$\theta_{mea}$ (in degree)</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>45</th>
<th>60</th>
<th>75</th>
<th>89</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper bound errors</td>
<td>1.53</td>
<td>1.49</td>
<td>1.35</td>
<td>1.14</td>
<td>0.76</td>
<td>0.38</td>
<td>0.10</td>
<td>0.00</td>
</tr>
<tr>
<td>(in degree)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2 Upper bound errors due to $\epsilon_y$

<table>
<thead>
<tr>
<th>$\theta_{mea}$ (in degree)</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>45</th>
<th>60</th>
<th>75</th>
<th>89</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper bound errors</td>
<td>0.51</td>
<td>1.00</td>
<td>1.86</td>
<td>2.48</td>
<td>2.79</td>
<td>2.36</td>
<td>1.33</td>
<td>0.09</td>
</tr>
<tr>
<td>(in degree)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 6 Side view of terrain with a bump

Fig. 7 Side view of terrain with a pothole and a ramp
Fig. 8a Detection of a bump (5% noise)

Fig. 8b Detection of a bump (10% noise)

Fig. 9a Detection of a pothole and a 9° ramp (10% noise)

Fig. 9b Detection of a pothole and a 18° ramp (10% noise)

Fig. 9c Detection of a pothole and a 27° ramp (10% noise)

<table>
<thead>
<tr>
<th>Actual slope angles</th>
<th>9°</th>
<th>18°</th>
<th>27°</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimated slope angles</td>
<td>8.27°</td>
<td>15.9°</td>
<td>23.13°</td>
</tr>
</tbody>
</table>

Table 3 Results of ramp detection with 10% noise