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Abstract
Machining chip morphology stems from mechanical, thermal, and chemical phenomena. Chip morphology prediction depends on a fundamental understanding of these phenomena and is industrially important for cutting force prediction and surface integrity control. Our paper focuses on modeling serrated-chip formation through comparison of thermo-mechanical simulations of cutting processes to experimental observations. The simulations utilize plasticity and damage models to predict chip morphology. The major points treated in this paper concern physical phenomena accompanying serrated-chip formation with variation of feed. Experimental analysis of chip morphology supports simulation results for various cutting parameters and American Iron and Steel Institute (AISI) 4340 steel.
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1 INTRODUCTION
In order to develop a new cutting process and to reduce time and resource costs, it is necessary to determine the optimal range of the cutting parameters. Selection of cutting parameters such as tool geometry, cutting speed and feed rate directly influence the interactions at the tool-chip interface [1] and consequently the chip morphology. Moreover, the tool-chip interface is the excitation element for the dynamic behavior of the machining system, so these interactions also affect the dynamics of the cutting process [2-4]. Experimental approaches to determine optimal cutting parameters are very widespread. The CWT (Couple Workpiece Tool) methodology [5] is used to obtain such parameters with a minimum of experiments [1]. Nevertheless these experiments are always costly due to the need for specialized equipment such as dynamometers, accelerometers, and data acquisition systems. Generally a complete CWT is realized when, for a given cutting process, it is necessary to determine ranges of cutting parameters for achieving a given quality criteria or cost function.

Computer simulations of the cutting process complement the experimental approach by minimizing the number of design iterations and reducing design cost. Unfortunately, few valid physics-based models are available due to the high strain rate during chip formation and the mechanical, thermal, and metallurgical complexity of the tool-workpiece interactions. However, numerical studies are increasingly present through scientific publications [6-9] in the last decade. Due to increasing interest in high-speed machining and hard turning, investigations of chip formation with high cutting speeds and hard materials have appeared [10-12]. Consequently, cutting speed has been the primary parameter studied for chip formation simulation. Few numerical studies have been made concerning the chip formation according to feed rate.

In conventional machining practice, the determination of valid ranges for depth of cut, \( ap \), and feed rate, \( f \), is critical for the choice of cutting parameters for a given combination of workpiece and tool materials. Such determinations are generally made through experiments or handbook data. Due to the tool-chip interface complexity, caused by the increasing importance of complex chip breaker geometries and tool coatings, it is not easy to obtain satisfactory results by numerical simulations. Preliminary studies [1] [13] have shown that for American Iron and Steel Institute (AISI) 4340 steel, the feed range corresponds to a shear-localized chip formation. The shear-localized chips are also called saw-tooth chips, or serrated chips. They have been observed in machining different materials, such as AISI 4340 steel [13], Titanium [14] and its alloys [15]
and Nickel Iron based super alloys [16]. Nevertheless, one of the most difficult problems to solve is to determine exactly the feed value for which the transition from continuous to serrated chip occurs.

The focus of this paper is on comparison of oblique cutting experimental observations to Finite Element Modeling (FEM) simulations. Two FEM simulations are compared: a modeling approach using a strain-rate and temperature dependent elasto-visco-plastic material model, and a simulation for which the chip is modeled with a damage model. In the next section, first we propose a brief review on chip formation theory and then we present experimental results of chip formation according to feed rate. In section 3 we describe the finite element models used for the simulations. In section 4 we compare numerical results performed with the ABAQUS/EXPLICIT\(^1\) code and Thirdwave Systems' Advantedge\(^2\) with those obtained experimentally. The paper ends with further discussions and concluding remarks.

2 CHIP FORMATION AND EXPERIMENTAL OBSERVATIONS

2.1 Brief Review on Chip Formation

The study of chip formation began in the 1930s and 1940s, based on the work of Taylor [17] and Mallock [18]. Since then, various scientists have made different chip classifications, including Ernst [19], Shaw [20], Recht [21], Rice [22], and Davies [11]. Komanduri [23] and Davies [10] have presented relevant review papers considering conventional machining operations. Figure 1 presents the main chip types considered in our study. Continuous chips (Figure 1a) are considered to be non-oscillatory material flow in which profiles of chip properties (strain, stress, temperatures...) remain approximately constant over time. Figure 1b shows a segmented chip that is a continuous chip in which shear zones appear periodically and chip thickness varies with time. Some authors [24] explain that this type of chip morphology appears due to stick-slip oscillation and damage in the shear zone. Shaw [20] identified serrated or shear-localized chips (Figure 1c) and characterized them as oscillatory material flow. This oscillatory phenomenon has been widely modeled in hard turning by authors such as Davies and Burns [10]. Finally, discontinuous chips can be obtained when chip segmentation increases to the point where each segment breaks as shown in Figure 1d. Field and Merchant [25] have shown that in the case of machining bronze alloys, the periodic rupture appears in the shear zone and could be due to oscillatory compressive stress occurring from the tool tip and propagating toward the free chip surface. For steel alloys, such as AISI 4340, other researchers [1,13] have observed that the chip fracture seems to propagate from the free surface towards the tool tip.

\[\text{Figure 1: Different chip types produced during a turning operation: (a) continuous; (b) segmented; (c) serrated or sheared localized; (d) discontinuous.}\]

In practice, manufacturers need a two dimensional diagram representing valid ranges for feed and depth of cut for a given combination of tool and workpiece material, referred to as a "fragmentation diagram" in the CWT methodology [1,5]. For a given tool and workpiece material, the fragmentation diagram represents the feed and depth of cut ranges that result in segmented chip formation. Figure 2 shows a general 2D fragmentation diagram whose borders are defined by different criteria. The minimum feed defines the left part of the diagram. For an insert with simple chip-breaker geometry, the minimum feed does not depend on the depth of cut. For more complex insert geometries, this border depends on both feed

\(^1\) Commercial equipment and materials are identified in order to adequately specify certain procedures. In no case does such identification imply recommendation or endorsement by the National Institute of Standards and Technology, nor does it imply that the materials or equipment are necessarily the best available for the purpose. Official contribution of the National Institute of Standards and Technology; not subject to copyright in the United States.
rate and depth of cut. The bottom border of this diagram corresponds to the minimum depth of cut, \( a_p_{min} \), for the given insert geometry. The determination of \( a_p_{min} \) depends on the tool breaker geometry in the area of the tool nose and the nose radius. This border is not influenced by the feed rate. The upper diagram border, limited by \( a_p_{max} \) and the right border, \( f_{max} \), represents the maximum depth and feed admissible by the tool to avoid short tool life or machining instability. Then machine limits and surface quality criteria will limit the upper right zone of the diagram. Generally, these limits can be obtained by using tool provider or handbook recommendations. At significantly higher cost, the diagram can be validated through experiments and analysis of chip aspects, specific cutting forces, surface quality and process stability.

Our study focuses on chip formation with increasing feed rate. Experiments [1] show that a transition takes place from continuous to shear localized and discontinuous chips when feed increases, as shown in Figure 2. The following section focuses on this transition.

### 2.2 Experimental Observations

In this section we present experimental evidence of chip transition morphology from continuous to serrated chip. The transition to shear-localized chip formation when cutting speed increases has been demonstrated by various authors and for distinct materials. However, few studies have been made concerning this transition when feed rate increases. In our study we consider an AISI 4340 steel alloy with a hardness of 38.9 HRC.

Experiments have been conducted on a SOMAB 400 20 kW numerically controlled lathe and cutting forces have been measured with a three-dimensional force transducer. Two different insert geometries have been considered, with mean values as given in the left part of Figure 3. A flat negative rake angle insert and a more complex positive rake angle insert have been used. Depth of cut and cutting speed were fixed at 2 mm and 120 m/min respectively for all experiments. The cutting speed value has been chosen to be close to the maximum cutting speed acceptable for this combination of tool and workpiece material (CWT). Experiments were conducted with feed values from 0.05 mm/rev to 0.4 mm/rev.

To obtain a chip type number representing the macro structure chip morphology, chips were
collected for each feed value and were compared to those given in ISO 3685 [26]. Figure 3 presents the main chip types observed during the experiments. In the CWT methodology, 4.2 and 6.2 chip types are considered as acceptable chips for determining the range of acceptable values for feed. 6.2 chip types are the first acceptable chips appearing as feed increases. Consequently \( f_{\text{min}} \) corresponds to the feed value for which this chip type first appears. The minimum value of feed for tools P2 and CNMA are 0.3 mm/rev and 0.35 mm/rev respectively.

In order to analyze the chip morphology completely, the chips must be cross-sectioned, polished, etched in 4% nitric acid in ethyl alcohol and examined under a microscope. Figure 3 presents results of this process. For tool P2 we observe that the chip characteristics evolution is from continuous to serrated chips exactly as in Figure 2. Other experiments made by Komanduri [13] have shown that it is also possible to obtain discontinuous chips for higher cutting speed or higher feed rates. For the negative tool CNMA, we observe that the chip morphology transitions from serrated continuous chips to shear localized chips. The minimum feed rates for these tools (\( f_{\text{min}} \) for P2 and \( f_{\text{min}} \) for CNMA) seem to correspond to a shear localized chip.

Figure 4 shows typical results for two different feed rates. Figure 4a illustrates a serrated continuous chip with a feed rate of 0.224 mm/rev, lower than \( f_{\text{min}} \) for this tool. This micrograph shows the chip segment with a width of \( dc = 0.14 \) mm, and two zones: a high plastic strain shear band zone with a width of \( Sb = 0.06 \) mm, and a zone with very little plastic strain. As the feed rate increases, the shear band zone becomes narrower and is typically called an adiabatic shear band. This is observed in Figure 4b for a feed of 0.35 mm/rev (greater than \( f_{\text{min}} \)) where it is noted that a crack appears on the free side of the chip along the shear band. This band occurs because of a combination of high plastic deformation due to localized material softening and damage that facilitates fracture along this plane. We can observe that the width of the shear band is becoming larger from the free chip surface to the tool tip. At the free chip surface, the width of the shear band is about 0.01 mm, and at the tool tip side it is about 0.1 mm. The width of the shear band at the tip interface depends mainly on the tool tip radius, which measured 50 \( \mu \text{m} \) for tools CNMA and P2. This large zone allows crack formation and consequently cracks propagation and fractures along the shear plane. Moreover for higher feeds and cutting speeds, fractures can be observed [13] to increase.

![Shear zone](image1)

![Adiabatic shear band](image2)

**Figure 4:** Photography of chip microstructure obtained with the flat tool CNMA and AISI 4340 machined steel alloy with: (a) \( f = 0.224 \) mm/rev, (b) \( f = 0.35 \) mm/rev.

In the primary shear zone, these experimental observations clearly identify that the transition from a serrated continuous chip to a shear-localized chip is governed by high plastic deformation of the material and by material damage. In the remainder of this paper, we analyze physical phenomena accompanying shear localized chip formation using FEM simulations.

### 3 FINITE ELEMENT MODEL

To simulate chip formation, it is necessary to establish an appropriate separation criterion to permit the tool tip movement and a realistic relation between chip morphology and cutting parameters. This criterion must be in agreement with the physics of shear-localized chip formation. Some authors claim that the chip formation process is carried out only by
plastic deformation. According to them, the chip formation can be simulated by plastic flow. Consequently, the separation of the chip from the workpiece in a FEM simulation can be achieved by continuous re-meshing [27]. Other authors have used separation criteria based on critical strain energy [28] or on de-bonding surfaces [8]. The most suitable criterion is that which closely represents the physics of tool-workpiece interaction, as determined through comparison to experiments.

In order to model the case of orthogonal cutting in ABAQUS/EXPCLIT, ABAQUS/CAE [30] has been used for pre-processing, where the workpiece mechanical and thermal properties, contact conditions between the tool and machined workpiece, and boundary conditions have been defined. The resulting input file is processed and sent to ABAQUS/EXPCLIT to perform coupled temperature-displacement calculations. The cutting modeling uses four-node bilinear displacement and temperature (CPE4RT) quadrilateral elements with a plane strain assumption in both the workpiece and the cutting tool. An Arbitrary Lagrangian Eulerian (ALE) technique describes the relative motions between the chip, tool, and workpiece. Because machining is an extremely dynamic event with large changes in geometry occurring over a relatively small number of increments, it was necessary to increase the frequency and intensity of adaptive meshing. Figure 5 illustrates the mesh of the orthogonal cutting model used in ABAQUS (entering angle $\chi = 90^\circ$, a cutting speed $V_c = 120$ m/min, feed levels of $f = 0.22$ mm/rev. Rake face is fixed to $\gamma = -6^\circ$ and flank (or clearance) angle is $\alpha = 5^\circ$.

$$\sigma = \left( A + B \varepsilon^n \right) \left( 1 + C \ln \left( \frac{\varepsilon}{\varepsilon_0} \right) \right) \left( 1 - \frac{T - T_{\text{room}}}{T_{\text{melting}} - T_{\text{room}}} \right)^m$$

Where $\sigma$ is equivalent stress, $\varepsilon$ equivalent strain, $\varepsilon_0$ plastic strain rate, $\varepsilon_0$ reference strain rate (1.0 s$^{-1}$), $T_{\text{room}}$ room temperature, and $T_{\text{m}}$ melting temperature.

These five constants $A$, $B$, $n$, $C$, and $m$, were determined from experimental tests [8]. Where $A$ is the initial yield stress [MPa], $B$ is the hardening modulus, $n$ is the work-hardening exponent, $C$ is the strain rate dependency coefficient [MPa], and $m$ is the thermal softening coefficient. The parameter values used in modelling the AISI 4340 workpiece and the cutting tool are specified in Tables 1 - 2.

<table>
<thead>
<tr>
<th>A (Mpa)</th>
<th>B (Mpa)</th>
<th>n</th>
<th>C</th>
<th>m</th>
</tr>
</thead>
<tbody>
<tr>
<td>910</td>
<td>586</td>
<td>0.26</td>
<td>0.014</td>
<td>1.03</td>
</tr>
</tbody>
</table>

Table 1: Johnson-Cook parameters [33].

<table>
<thead>
<tr>
<th>Thermal Parameter</th>
<th>Workpiece</th>
<th>Tool</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density $\rho$ (Kg/m$^3$)</td>
<td>7850</td>
<td>11900</td>
</tr>
<tr>
<td>Elastic modulus $E$ (GPa)</td>
<td>205</td>
<td>534</td>
</tr>
<tr>
<td>Poisson's ratio $\nu$</td>
<td>0.3</td>
<td>0.22</td>
</tr>
<tr>
<td>Specific heat $c_p$ (J/kg$^\circ$C$^{-1}$)</td>
<td>475</td>
<td>400</td>
</tr>
<tr>
<td>Thermal conductivity $\lambda$ (W/m$^\circ$C$^{-1}$)</td>
<td>44.5</td>
<td>50</td>
</tr>
<tr>
<td>Expansion (µm.m$^\circ$C$^{-1}$)</td>
<td>13.7</td>
<td>x</td>
</tr>
<tr>
<td>$T_{\text{melting}}$ ($^\circ$C)</td>
<td>1520</td>
<td>x</td>
</tr>
<tr>
<td>$T_{\text{room}}$ ($^\circ$C)</td>
<td>25</td>
<td>25</td>
</tr>
</tbody>
</table>

Table 2: Workpiece and tool thermal parameters.

### 3.2 Chip formation modeling

In the two simulation environments discussed in this paper, we have modeled material behavior in two different ways in order to produce chip segmentation. For the simulations
in ABAQUS/EXPLICIT, a fracture damage model evokes chip segmentation behavior. In Advantedge, a very fine mesh (~2 micrometer minimum mesh element size) together with thermal softening evokes chip segmentation behavior. The fracture damage in ABAQUS/EXPLICIT is modeled according to a cumulative damage law.

\[ D = \sum \left( \frac{\Delta \varepsilon}{\varepsilon_f} \right) \]  

(2)

In this cumulative damage law, \( \Delta \varepsilon \) represents the equivalent strain increment. The cumulative strain \( \Delta \varepsilon \) is updated at every analysis increment. \( \varepsilon_f \) is the equivalent failure strain and is expressed as the following equation:

\[ \varepsilon_f = \left[ D_1 + D_2 \exp \left( D_2 \frac{P}{\sigma_{eff}} \right) \right] \times \left[ 1 + D_3 \ln \left( \frac{\dot{\varepsilon}}{\dot{\varepsilon}_0} \right) \right] \times \left[ 1 + D_4 \left( \frac{T - T_{room}}{T_{room} - T_{room}} \right) \right] \]  

(3)

where \( \varepsilon_f \) depends on the ratio \( \dot{\varepsilon} / \dot{\varepsilon}_0 \), the equivalent strain \( \dot{\varepsilon} \), the ratio of hydrostatic pressure to effective stress \( P / \sigma_{eff} \), and the temperature. It also depends on the damage constants \( D_{1,2,3,4,5} \), which are determined experimentally [8]. The failure of elements is assumed to occur when \( D = 1 \). The damage constants of AISI 4340 standard alloy steel [32] are presented in the Table 3.

<table>
<thead>
<tr>
<th>Work material</th>
<th>D1</th>
<th>D2</th>
<th>D3</th>
<th>D4</th>
<th>D5</th>
</tr>
</thead>
<tbody>
<tr>
<td>AISI 4340</td>
<td>-0.80</td>
<td>2.10</td>
<td>-0.50</td>
<td>0.002</td>
<td>0.61</td>
</tr>
</tbody>
</table>

Table 3: Cumulative damage law parameters.

3.3 Tool/chip interaction

Modeling of tool-chip friction in ABAQUS/EXPLICIT was based on Coulomb’s friction law. This manner of friction modeling has been used in several previous publications [33, 34]. This law is defined by equations (4, 5) where \( \bar{\tau} \) is the shear flow stress of the chip, \( \mu \) friction coefficient, and \( \sigma_n \) is the normal stress along the tool rake face. Sticking or sliding frictional conditions along the tool/chip interface are dependent on stress magnitude.

- \( \bar{\tau} = \mu \sigma_n, \mu \sigma_n \leq \bar{\tau}_{max} \) (sliding region)  \hspace{1cm} (4)
- \( \bar{\tau} = \bar{\tau}_{max}, \mu \sigma_n \geq \bar{\tau}_{max} \) (sticking region)  \hspace{1cm} (5)

We have assumed that the friction coefficient is equal to a mean value of 0.2 and \( \bar{\tau}_{max} \) is given by equation (6).

\[ \bar{\tau}_{max} = \frac{A}{\sqrt{3}} \]  

(6)

3.4 Heat generation

The heat generated during cutting is the result of plastic deformation and friction. If we consider a local temperature rise of \( \lambda T_p \) in the workpiece during a period of time \( \Delta t \), the heat generation rate \( \dot{q}_p \) due to inelastic work is given by the equation (7):

\[ \dot{q}_p = \rho C_p \frac{\lambda T_p}{\Delta t} = \eta \sigma_{eff} \dot{\varepsilon} \]  

(7)

Where \( \eta \) is the fraction of inelastic heat (it is assumed that \( \eta = 0.90 \) [33, 34]). The heat generated by friction is due to a rise temperature \( \lambda T_f \) during a period time of \( \Delta t \) due to friction forces. According to references [33, 34], the fraction of dissipated energy \( \eta_f \) caused by friction is equal to 1. The corresponding volumetric heat flux \( \dot{q}_f \) is shared between work-piece and cutting tool. The fraction of heat going into the tool is calculated by assuming that the bulk temperature in the tool is equal to that in the workpiece. Also, the chip slip velocity is assumed to be similar to that of the cutting tool. So the shearing coefficient is assumed to be as \( \bar{\tau} = 0.5 \). As a result, heat flux \( \dot{q}_f \) is:

\[ \dot{q}_f = \rho C_p \frac{\lambda T_f}{\Delta t} = \eta_f \bar{\tau} \dot{\gamma} \]  

(8)

The shear stress \( \bar{\tau} \) is given by Coulomb’s law, and \( \dot{\gamma} \) is the slip strain rate. Consequently, Equation 9 gives the energy equation defining the temperature field.

\[ \lambda \nabla^2 T - \rho C_p \frac{\Delta T}{\Delta t} + \dot{q} = 0 \]  

(9)

where \( \dot{q} = \dot{q}_p + \dot{q}_f \).

4 RESULTS AND DISCUSSION

In this section, numerical results dealing with von Mises equivalent stresses, equivalent strains, and temperatures during serrated chip formation are presented. In the simulations using ABAQUS/EXPLICIT, the Johnson-Cook damage model sets the deviatoric stress components to zero for the remainder of the simulation. Therefore, the damage locations are easily seen in the von Mises stress profiles.
In the simulations using Advantedge, the localized thermal softening results in substantially lower stresses around the shear-localized regions. Therefore, the shear banding is also apparent in the von Mises stress profiles for those simulations.

4.1 Results with ABAQUS/EXPLICIT

Figure 6 shows the distribution of equivalent von Mises stresses during workpiece-tool interaction at a time of 0.20 ms. The high magnitude stresses are localized in the primary shear zone and the tool tip zone. Locations with zero stress levels represent damaged zones in the chip.

Figure 7 shows the distribution of the equivalent strains generated during tool-workpiece interaction corresponding to a machining time of 0.20 ms. It is noted that strains as high as 1.96 occur. In general, the highest strains occur along the primary and secondary shear zones. Consequently, temperature values in these regions increase, as shown in Figure 8.

The high shear stress along the primary shearing zone causes higher strains and results in material damage. This inelastic behavior occurs at the tool tip and is propagated along the primary shear zone. This causes a plastic deformation and localized heating, resulting in thermal softening (Figure 8). The von Mises results suggest that a micro-crack can initiate at the tool tip zone and propagate along the primary shear zone. A second micro-crack can accompany the first one, initiating on the free side of the chip and propagating along the primary shear zone towards the tool tip. If either of these micro-cracks occurs and penetrates through the entire chip, or if these two micro-cracks occur and intersect, the chip becomes discontinuous as in Figure 1d.

Figure 9 shows the evolution of cutting force as time function. It is observed that when the crack appears the force decreases by 35%.

4.2 Results with Advantedge

Simulations were conducted in Thirdwave Systems’ Advantedge for two conditions corresponding to cutting conditions of actual experiments presented in section 2. Cutting parameters for the first simulation were 120 m/min cutting speed and 0.4 mm/rev feed. Cutting parameters for the second simulation were 120 m/min cutting speed and 0.22 mm/rev feed. This section presents results from those simulations.

Figures 10, 11, and 12 show the workpiece and tool–chip interface distributions of von Mises stresses, plastic strains, and temperatures, respectively, for the simulation with 0.4 mm/rev feed. In Figure 10, The von Mises stresses are highest at the tool tip and surrounding the primary shear zone. The center of the primary shear zone has very low stresses due to thermal softening caused by shear localization. In Figure 11, the plastic strains are highest along the tool-chip interface and at locations where shear localization occurs. As is evident in part of the chip, this shear localization appears to be periodic. The separation between the shear-localized bands corresponds very closely to measurements from analysis of chips from experiments as shown in Figure 4b. In Figure 12, the temperatures are highest along the tool-chip interface and in the area of shear localization.

Figure 13, 14, and 15 show the workpiece and tool–chip interface distributions of von Mises stresses, plastic strains, and temperatures, respectively, for the simulation with 0.22 mm/rev feed. These locations of high and low values of von Mises stress, plastic strain, and temperature, are similar to those in Figures 10–12.

The key differences between the profiles in Figures 10-12 and Figures 13-15 are the separation between shear localization bands most evident in Figures 11 and 14. In close correlation to the experimental results in Figure 4a and 4b, the separation between the shear bands increases with feed rate.

4.3 Comparison of simulation results with experimental observations

In terms of the chip morphology and cutting and thrust forces, the experimental results can be compared to the simulation results. The cutting and thrust forces from the experiments compare very favorably to the simulation forces from Advantedge in terms of cutting force per unit width of cut in Tables 4 and 5. The chip thickness, width of the shear band, and shear band separation values are also very similar, as can be seen in Tables 4 and 5.

Concerning specific cutting force results with ABAQUS/EXPLICIT, significant differences with experimental ones are noted. However, very close results are obtained concerning the shear band and the segment width. Comparing ABAQUS/EXPLICIT temperature results in
Figure 8 with Advantedge temperature results in Figure 15, we observe some differences between the two simulations on contact length and temperature distributions. Such differences can be explained by different material modeling of the workpiece and tool and modeling friction between the chip and the tool. The difference in material modeling between the two simulations is that the Johnson Cook damage model has been used in ABAQUS/EXPLICIT and a viscoplastic model without material damage has been used for Advantedge.

<table>
<thead>
<tr>
<th></th>
<th>ap (mm)</th>
<th>Kct (N/mm²)</th>
<th>Kcc (N/mm²)</th>
<th>Sb (mm)</th>
<th>Dc (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abaqus</td>
<td>1</td>
<td>1600</td>
<td>2050</td>
<td>0.06</td>
<td>0.20</td>
</tr>
<tr>
<td>Advantedge</td>
<td>2</td>
<td>2366</td>
<td>3125</td>
<td>0.05</td>
<td>0.17</td>
</tr>
<tr>
<td>Experiments</td>
<td>2</td>
<td>2284</td>
<td>3051</td>
<td>0.06</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Table 4: results comparison with Vc = 120 m/min and f = 0.22 mm/rev.

<table>
<thead>
<tr>
<th></th>
<th>ap (mm)</th>
<th>Kct (N/mm²)</th>
<th>Kcc (N/mm²)</th>
<th>Sb (mm)</th>
<th>Dc (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advantedge</td>
<td>1</td>
<td>1750</td>
<td>2750</td>
<td>0.02</td>
<td>0.24</td>
</tr>
<tr>
<td>Experiments</td>
<td>2</td>
<td>1771</td>
<td>2437</td>
<td>0.011</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Table 5: results comparison with Vc = 120 m/min and f = 0.4 mm/rev.

This difference clearly shows the importance of using appropriate material modeling and material properties. Many material models and properties exist in the literature, which leads to confusion in interpreting simulation results. Before simulations can be reliable, it is necessary to validate their predictions by conducting experimental work to measure material behavior and cutting performance.

5 CONCLUSION

The present work demonstrates that serrated chip formation can be modeled using simulation software with appropriate material and damage models. It seems that chip segmentation of AISI 4340 is the result of ductile shearing. In addition, experimental observations show that cracks can form in the damaged region. Modeling efforts to fully capture the range of cutting parameters for which chip segmentation occurs continue. Our aim is to develop and validate a predictive numerical model that eliminates the need to perform parametric studies of the cutting process. Future work will focus on obtaining precise material properties from a given material and/or damage model, and the impact of material modelling on computation time.
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