Kinetic Studies of the Reactions of IO Radicals Determined by Cavity Ring-Down Spectroscopy
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We demonstrate the application of cavity ring-down spectroscopy (CRDS) to the measurement of concentrations of IO radical and of reaction rate coefficients for the reaction systems, IO + IO and IO + NO, using the source reaction, O(^3P) + CF₃I. By monitoring IO radicals, we obtain the 295 K rate coefficients, k(0 + CF₃→ IO + CF₃) = (5.8 ± 1.5) x 10⁻¹² cm³ molec⁻¹ s⁻¹, k(IO + IO) = (1.0 ± 0.3) x 10⁻¹⁰ cm³ molec⁻¹ s⁻¹, and k(IO + NO) = (1.9 ± 0.5) x 10⁻¹¹ cm³ molec⁻¹ s⁻¹ at the pressures of 1250 Pa (9.4 Torr) and 4000 Pa (30.1 Torr). For the IO A^3Πₓ₂ → X^3Πₓ₂ (2, 0) bandhead at 445.04 nm we have determined an absorption cross-section, σ = (7.3 ± 0.7) x 10⁻¹⁷ cm². Error limits indicate the confidence of two standard deviations and propagate the uncertainty in the absorption cross-section.

1. Introduction

Sensitive, precise, and quantitative methods for studying the reactions of IO are necessary to clarify the role of this radical in the chemistry of the earth’s troposphere and stratosphere. Atmospheric iodine compounds are principally biogenic in origin, and CH₃I from marine algal emissions is rapidly photolysed in the troposphere, liberating iodine which may react with ozone to form IO. The subsequent reactions of IO can influence tropospheric ozone concentrations, and elevated IO concentrations are suspected to arise in the lower troposphere over the Arctic in the springtime, coinciding with reduced ozone episodes. Rapid convective transport of CH₃I to the upper troposphere and lower stratosphere has been postulated and would result in formation of IO at altitudes where it may participate in catalytic stratospheric ozone destruction cycles. The possible existence of these processes is evidenced by the recent detection of the IO radical in the marine boundary layer.

Several studies have been performed of the kinetics of reactions of IO using laser photolysis and detection of IO via absorption spectroscopy9 or laser induced fluorescence (LIF)10-15. Such methods have established values of rate coefficients for the IO + IO self-reaction,7-9 and for reaction of IO with NO,13,15,16 Br,13 BrO,7,12 ClO,14 CHCl₃CF₂Cl,17 HCOOH,17 and dimethyl sulfide,18 to name a few. The current study, however, is the first use of cavity ring-down spectroscopy (CRDS)19-21 for detection of IO and determination of its reaction rates, and demonstrates the suitability of combining CRDS with laser photolysis methods for accurate kinetics studies of species such as IO. Since the introduction of CRDS detection to the field of kinetics by M. C. Lin,22,23 CRDS detection has become increasingly used for rate coefficient determinations.

CRDS has been used to study reactions of the phenyl,22-26 NH₃,27 and propargyl radicals,28 the kinetics of the C₂H₅/C₂H₅O₂ systems,30 and the chlorine and bromine adducts of propargyl halides31 and allene.32 Where comparisons have been made with well-established rate coefficients determined by methods other than CRDS, the agreement has been excellent,29 but validation of the CRDS method for kinetics studies has not been extensively investigated. The current study provides a direct comparison of reaction rate coefficients measured both for detection of IO via a sharply structured, rotationally resolved spectrum and via a diffuse, unstructured absorption spectrum. The results show quantitative agreement with the previous LIF and absorption spectroscopy studies. We concentrate on the reactions of IO + IO and IO + NO because these have been the subject of several previous studies, thereby allowing a careful comparison of our CRDS-based results with other experimental methods, and because of their importance in linking the atmospheric chemistry of iodine with that of NO₃ species and in determining the partitioning of atmospheric iodine between I and IO. The use of CRDS detection to determine rates of reaction of IO suggests a sensitive method for studying the reactions of the BrO radical. BrO exhibits no A^3Π ← X^3Π LIF spectrum because of rapid predissociation of the A^3Π state, but the effectiveness of CRDS detection of this radical has already been demonstrated.33

2. Experimental

The laser photolysis/cavity ring-down kinetic apparatus used to measure the rates of reactions of IO has been described in detail elsewhere28,29 and will only be summarized briefly here. Experiments were conducted in a quartz flow tube with high reflectivity (HR) mirrors located at either end; these mirrors define the ring-down cavity (RDC). The HR mirrors were held in adjustable mounts attached to the flow tube via flexible bellows and positioned 1.1 m apart. Reaction was initiated by
laser photolysis and reaction products were probed at a variable delay after initiation by cavity ring-down absorption detection using a second laser pulse. The extent of absorption was determined by monitoring the ring-down decay rate of the laser pulse within the cavity, and typical 1/e decay times for the ring-down were 1 μs. The variation of IO absorption with time delay between pulses can be analyzed (assuming Beer–Lambert absorption behavior) to give the desired reaction rates. During these experiments the ambient temperature of the laboratory and reactor was 295 K.

IO was produced in the RDC by 193 nm photolysis of N₂O in the presence of CF₃I (>97% and used without further purification) and argon buffer gas. Flows of these gases into the RDC were regulated by mass flow controllers. An ArF excimer laser was used to produce ca. maximum energy = 100 mJ, 20 ns duration pulses of 193 nm UV at 5 Hz repetition rate which after beam steering and shaping placed a flux of ≤ 6 mJ cm⁻² into the photolysis zone of the reactor. The laser pulses were shaped into 6-cm long, 1-cm high stripes by a cylindrical lens and a beam mask and intersected the RDC perpendicular to the axis defined by the HR mirrors. UV photolysis of N₂O generated O(¹D) which underwent rapid collisional quenching to form O(³P). Contamination of the mirrors over the duration of the experiment was minimized by flushing argon gas through separately pumped regions of the RDC immediately in front of the mirrors. The flow of Ar through these regions was regulated so that the pressure matched the total pressure in the central region of the RDC, as has been described in detail previously. For reactions involving NO, the NO (either neat or ca. 5% in Ar) was passed through a copper coil immersed in a dry ice acetone slush bath to remove contaminant NO₂ and was introduced into the RDC via a mass flow controller.

A pulsed dye laser pumped by the output of a XeCl excimer laser produced the probe laser light at wavelengths in the range between 445 and 470 nm. The dye laser operated on coumarin 440 dye, and the output energy was typically between 1 and 5 mJ per pulse at 5 Hz repetition rate. The probe laser was injected into the RDC through one end mirror. For a beam waist of 0.32 mm and a mirror reflectivity of R ≈ 99.9%, the maximum cavity flux is ≤ 5 mJ cm⁻². The mirror alignment was carefully adjusted to give an exponential decay of the light intensity within the cavity, with maximum suppression of interference effects caused by beating between transverse cavity modes as described in detail elsewhere. Light exiting the other end mirror was imaged through a pinhole onto a quartz diffuser and photomultiplier tube. For kinetics experiments the laser wavelength corresponded either to excitation of IO on the bandhead of the highly structured IO A–X (2, 0) band at λCRDS = 445.04 nm or at the bandhead of the much weaker and diffuse IO A–X (1, 0) band at λCRDS = 455.17 nm.

For each laser shot, the exponential decay of the laser light intensity within the cavity, as detected by the photomultiplier, was digitized using a digital oscilloscope and transferred to a personal computer via an IEEE-488 interface for analysis. Each decay trace was fitted separately to a first-order exponential decay, and the resultant ring-down rates were averaged for each time delay between the two lasers. Ring-down decay rates were converted to absorbances via standard relationships. The time delay between photolysis and probe lasers was selected randomly within a predetermined range by a programmed pulse delay generator, and 10 laser shots were averaged at that delay time to produce one data point. Typically, data points at 100 different delay settings were accumulated to define each IO temporal decay trace, with the effects of small drifts in the experimental conditions reduced by the random, rather than systematic, variation of the delay times. We measured the base system absorbance immediately before each kinetic absorbance measurement at a given reaction time. This zeroing procedure eliminated system drift and confined the measurement of absorbance change to the 6-cm long photolysis zone.

The kinetic experiments produce transient absorption (which is readily converted to radical concentration) vs time. To derive rate coefficients from these data, the kinetic mechanism is designed and the absorption data is computationally simulated. This simulation is compared to the observed data and the χ² value is computed. Using the Levenberg–Marquardt procedure, selected rate coefficients and concentrations are varied to minimize this value. The simulation software comprises of a custom graphic interface that spawns satellite shells executing the original FORTRAN code of the ACUCHEM program that simulates kinetics through numerical forward integration of a reaction mechanism. The accuracy of this program has been verified.

3. Results and Analyses

The 193 nm photolysis of N₂O in the mixture of N₂O, CF₃I, NO, and argon results in the formation and loss of IO and NO via the following kinetic scheme:

\[
\text{N}_2\text{O} + h\nu (\lambda = 193 \text{ nm}) \rightarrow \text{N}_2 + \text{O}(^1\text{D}) \tag{1}
\]

\[
\text{O}(^1\text{D}) + \text{M} \rightarrow \text{O}(^3\text{P}) + \text{M} (\text{M} = \text{Ar, N}_2\text{O, CF}_3\text{I, NO}) \tag{2}
\]

\[
\text{O}(^1\text{D}) + \text{N}_2\text{O} \rightarrow \text{NO} + \text{NO} \tag{3a}
\]

\[
\rightarrow \text{N}_2 + \text{O}_2 \tag{3b}
\]

\[
\text{O}(^3\text{P}) + \text{NO} + \text{Ar} \rightarrow \text{NO}_2 + \text{Ar} \tag{4}
\]

\[
\text{O}(^3\text{P}) + \text{CF}_3\text{I} \rightarrow \text{IO} + \text{CF}_3 \tag{5a}
\]

\[
\rightarrow \text{CF}_2\text{O} + \text{IF} \tag{5b}
\]

\[
\rightarrow \text{CF}_3\text{OI} \tag{5c}
\]

\[
\text{IO} + \text{IO} \rightarrow \text{I}_2 + \text{O}_2 \tag{6a}
\]

\[
\rightarrow \text{I} + \text{OIO} \tag{6b}
\]

\[
\rightarrow \text{I}_2\text{O}_2 \tag{6c}
\]

\[
\rightarrow 2\text{I} + \text{O}_2 \tag{6d}
\]

\[
\text{IO} + \text{NO} \rightarrow \text{I} + \text{NO}_2 \tag{7}
\]

\[
\text{IO} + \text{O}(^3\text{P}) \rightarrow \text{O}_2 + \text{I} \tag{8}
\]

\[
\text{IO} \rightarrow \text{products} \tag{9}
\]

The unimolecular process in reaction 9 corresponds to wall loss or diffusion.

Reactions 2 and 3 describe the competition between the collisional deactivation of O(¹D) and its reaction with N₂O. Reactions 4 and 7 produce NO₂. We have accounted for NO₂ production because its optical absorption continuum overlaps with the IO spectrum. The reaction rate coefficients of k₃ and the termolecular rate coefficient k₄ are known as are the deactivation rate coefficients of O(¹D) by Ar, NO, and N₂O. The deactivation rate coefficient of O(¹D) by CF₃I is unknown; however, extrapolation of the homologous series of k₃(CF₂Cl) = 4.2 × 10⁻¹² cm³ molec⁻¹ s⁻¹ and k₃(CF₂Br) = 5.9 × 10⁻¹¹ cm³ molec⁻¹ s⁻¹ would predict that k₃(CF₃I) is considerably
larger than $k_2$ (CF$_3$Br). Thus, as in previous studies, the large global deactivation rate will quench the O($^1D$) population to O($^3P$) within nanoseconds and allow us to ignore the effects of any residual NO from reaction 3. This conclusion was confirmed during our modeling of the IO absorption data.

Reaction 5 has three exothermic channels. Gilles et al. determined that channel 5a accounts for 83% of the products. Little consensus exists regarding the products of reaction 6. Two studies have concluded that channel 6a constitutes less than 5% of the total reaction. The observation of a spectrum of OIO suggests that channel 6b may be active; however, the mechanism for OIO production was not established. To fit data for the reaction of IO + BrO, Laszlo et al. postulated that between 30 and 40% of the products followed channel 6c. Harwood et al. also concluded that channel 6c is important and that the sum of channels 6b and 6d accounts for as much as 50% of the reactivity.

Kinetic traces of the rise and fall of the IO signal were obtained over intervals corresponding to the delay between photolysis and probe lasers of up to 50 ms. Because a numerical model of diffusion between the CRD axis and the reactor walls predicted that wall loss (reaction 9) may begin to affect the CRD signal for times exceeding 20 ms, we did not use data observed beyond this time for derivation of reaction rate coefficients.

Although data beyond 20 ms were not used to derive rate coefficients, we obtained such data and examined it as part of our larger effort to ensure that no aerosols were forming during these experiments. Previous studies of IO radical reactions have noted that these systems have a propensity to form aerosols, and Cox et al. have proposed that these aerosols are composed of I$_4$O$_9$. The presence of aerosols will corrupt determinations of rate coefficients by accelerating the loss of IO radicals. During a CRDS experiment the light scattering induced by aerosols would cause an apparent increase of absorbance, and this signature would also be evidenced during the kinetic modeling of absorption data. During all experiments we observed the decay of IO absorbance from its maximum over intervals up to 50 ms and never detected an increase in system absorbance. The absence of an optical signature evidencing aerosols showed that aerosols, if formed at all, were produced after the experimental measurement process had concluded. The absence of deposits on the reactor walls is evidence that aerosols did not form during the 200 ms interval between each experiment. Finally, even if such aerosols were formed, our experimental procedure assured that they were removed before each measurement. During a recent study of propargyl radical kinetics, a kinetic system where soot deposits occur, we were able to experimentally measure the time required for our apparatus to remove stable, volatile, photolytic reaction products from the CRDS cavity. Armed with this knowledge, we adjusted our reactor flow conditions and laser repetition rate to ensure that the reactor contents were completely refreshed between each laser pulse. In short, no physical or optical data evidencing aerosols or particulates were ever observed under the experimental conditions of the present study.

3.1. IO CRD Spectra and Absorption Cross-Sections. CRD spectra of the IO A$^3\Pi_{3/2} - X^3\Pi_{3/2}$ (2, 0), (1, 0), and (0, 0) bands were recorded with typical gas flows of 60 standard cubic centimeters per minute (scm) of N$_2$O, 3 scm of CF$_3$I, and 1000 scm of Ar, with the pump throttled to give a total pressure of 4000 Pa (30.1 Torr). As an example of the sensitivity of CRDS detection, Figure 1 shows representative spectra of the IO (1, 0) and IO (2, 0) bands from the A$^3\Pi_{3/2} - X^3\Pi_{3/2}$ transition. These spectra were obtained when the delay between the photolysis and CRD laser pulses was 500 $\mu$s. The IO (1, 0) band is weak and diffuse, showing no discernible rotational structure, and is not observed by LIF because of rapid predissociation of IO A$^3\Pi_{3/2}$. The detailed analyses of these and other IO CRD spectra and the information they contain about the predissociation of the A-state are presented elsewhere.

The broad, unstructured nature of the IO (1, 0) band makes it well suited, in principle, to CRDS detection for kinetics measurements, whereas use of the sharp rotational structure of the IO (2, 0) band requires greater care. To apply CRDS detection to the accurate measurement of rate coefficients, we must ensure that all cavity modes excited by the probe laser decay at the same rate. If the absorption feature used to monitor concentrations of a radical or molecule is narrower than the laser bandwidth, the cavity modes excited by the laser and overlapped by the absorption line will decay (ring down) faster than those not spanned by the absorption. The resultant ring-down decay measured for each laser pulse will thus not be a single exponential, and ring-down rates will not be straightforwardly related to the concentration of the absorber. The bandhead of the IO (2, 0) band, although discrete, is sufficiently broad to extinguish all cavity modes excited by the probe laser equally, but isolated rotational lines have Doppler and pressure-broadened widths comparable to the laser bandwidth. Kinetics measurements were thus made by tuning the probe laser either to the bandhead of the IO (2, 0) band at $\lambda_{CRDS} = 445.04$ nm or the IO (1, 0) band at $\lambda_{CRDS} = 455.17$ nm. The latter measurements will be less sensitive because of the inherent weakness of the IO (1, 0) band.

To derive rate coefficients of the second-order reaction 6, IO + IO, we need accurate absorption cross-sections, $\sigma_3$, for the IO (1, 0) and IO (2, 0) bands. Although two previously reported, low resolution spectra ($\Delta \lambda \approx 0.8$ nm fwhm and $\Delta \lambda \approx 0.44$ nm fwhm) obtained with monochromators do not exhibit rotational fine structure, these spectra contain the...
intensity data that enable the renormalization of the rotationally resolved CRD spectrum (Δλ ≈ 0.0013 nm) to find σ_{eff}.

Absorption experiments measure an average absorption cross-section, \( \sigma_{eff} \), that is weighted by a normalized instrument function, \( S(r) \), e.g.,

\[
\sigma_{eff} = \int \frac{d\lambda}{\Delta \lambda} I(\lambda) S_{instrument}(r) d\tau
\]

where \( I(\lambda) \) is the spectrum of the molecule and \( \Delta \lambda \) is the spectral width of nonzero values of \( S(r) \). For a CRD experiment, \( S^{CRD}(r) \) is nonzero over the width of a single cavity mode. (As mentioned above, when more than one cavity mode is active, the spectrum must observe equal \( \sigma_{eff} \) to attain good absorbance measurements.) Under the conditions that permit good CRDS measurements, \( I(\lambda) \) is constant over \( \Delta \lambda \) and eq 10 reduces to \( \sigma_{eff} = (\lambda) d\lambda \), where \( d\lambda \) is the unit length. This condition occurs for the CRD spectra of the IO (2, 0) and IO (1, 0) bands.

For measurements involving a monochromator, \( S^{mono}(r) \) is the slit function. The monochromators used in previous studies could not resolve the rotational spectrum of the IO (2, 0) band. Thus, the fine structure of \( I(\lambda) \) was convoluted with \( S^{mono}(r) \), and each observed spectrum was simply a broadened, weighted average of the rotational intensity envelope. Since the \( S^{mono}(r) \) of each monochromator system is unique, the previously reported absorption cross-sections of the IO (2, 0) bands \(^7-9\) are effective cross-sections, \( \sigma_{eff} \), that are suitable only for concentration measurements within the specific apparatus.

Using knowledge of \( S^{mono}(r) \), we can convolute the \( I(\lambda) \) observed by CRDS and compute the band profile observed by the monochromator. Since the maximum of this computed profile is proportional to \( \sigma_{eff} \), we can renormalize \( I(\lambda) \) to absolute cross-section, thus, determining \( \sigma_0 \) for each rotational line within the IO (2, 0) band, hence enabling us to determine the concentration of IO with the CRDS spectrum. To obtain this normalization factor, we used the calibration slit function of the 0.25 m monochromator and \( \sigma_{eff} = 1.05 \times 10^{-17} \text{ cm}^2 \) measured by Laszlo et al.\(^7\) during their study of the IO spectrum. We also confirmed this \( S^{mono}(r) \) by rescanning the monochromator over the 435.8 nm mercury emission line. This \( S^{mono}(r) \) (0.7 nm fwhm and 1.2 nm full-width) was used in eq 10 to convolute the CRD spectrum, \( I(\lambda) \). The renormalized spectrum found \( \sigma_{445} = (7.3 \pm 0.7) \times 10^{-17} \text{ cm}^2 \) for the IO (2, 0) bandhead at 445.04 nm, where the uncertainty represents two standard deviations. An intuitive way to look at this renormalization process is to view the rotational spectrum as a set of boxes, each of which contains either a rotational line or no intensity at all. The ratio of \( \sigma_{445}/\sigma_{eff} \) indicates that only \( \sim 1/7 \) of all boxes contain a rotational line. The low resolution monochromator is averaging many resolution boxes of which 6 of every 7 contains zero absorbance.

The absorption cross-section of the IO (1, 0) band is determined from the ratio of the transient absorbance maxima of the IO (2, 0) and IO (1, 0) bands obtained from transient absorption signals observed under the same flow reactor conditions. Figure 2 shows an example of these transient signal measurements. The ratio of the transient maxima at \( t \approx 180 \mu s \) is \( \sigma_{445(1,0)}/\sigma_{445(2,0)} = 0.1 \pm 0.01 \), which leads to \( \sigma_{445} = (7.3 \pm 0.7) \times 10^{-18} \text{ cm}^2 \) for the cross-section of the IO (1, 0) band at 455.17 nm. For comparison, Harwood et al.\(^5\) obtained \( \sigma_{445} = 8 \times 10^{-18} \text{ cm}^2 \) and the laser absorption experiment of Stickel et al.\(^5\) obtained \( \sigma_{445} = 6.2 \times 10^{-18} \text{ cm}^2 \). The CRDS measurement may be compared directly with these prior measurements because the rotational lines of the IO (1, 0) band are homogeneously broadened into a continuum and because the resolution of both experiments (Δλ ≈ 0.44 nm \(^8\) and Δλ = 0.01 nm \(^9\)) were of sufficient resolution to simplify eq 10 to \( \sigma_0 = I(\lambda) d\lambda \). The accord between the CRDS and these conventional absorption measurements of \( \sigma_{445} \) increases confidence in the accuracy of our derived cross-section at the bandhead of IO (2, 0), \( \sigma_{445}^{IO} \).

In separate experiments we used a 0.25 m monochromator to measure the absorption cross-sections of NO\(_2\) at 445.04 and 455.17 nm and found \( \sigma_{445}^{NO_2} = 5.5 \times 10^{-19} \text{ cm}^2 \) and \( \sigma_{455}^{NO_2} = 4.4 \times 10^{-19} \text{ cm}^2 \), respectively. At both wavelengths the spectrum of NO\(_2\) is a continuum and \( \sigma_0 = \sigma_{eff} \). In the following, these cross-sections are used to account for NO\(_2\) production in our data analysis model. The relevant cross-sections of I\(_2\) are about \( \sigma_{445} \approx 3 \times 10^{-20} \text{ cm}^2 \) and \( \sigma_{455} \approx 4 \times 10^{-20} \text{ cm}^2 \), which are sufficiently small that we can ignore the contributions to total absorbance by I\(_2\).\(^47\)

3.2. Determination of \( k_2(O + CF_3I) \) and \( k_6(O + IO) \).

Determination of the rate coefficients \( k_2(O + CF_3I) \) and \( k_6(O + IO) \) were made under a variety of pressure and gas-composition conditions (Table 1), both to check for pressure dependence of the rate coefficients and to assess the likelihood of aerosol formation within the reactor. Data sets were recorded in argon buffer (with no added NO) at total pressures of 1290 Pa (9.7 Torr) and 4000 Pa (31.2 Torr). Since the reaction rate coefficients obtained at both pressures were statistically the same, we report their averages.

Figure 3 shows representative absorbance data and the fit of these data that extracts one individual rate for \( k_2(O + CF_3I) \)
TABLE 1: Summary of the Experimental Conditions and Derived Rate Coefficients Obtained at 295 K for the O + CF₃I Reaction System

<table>
<thead>
<tr>
<th>transition &amp; total press., Pa</th>
<th>N₂O, Pa</th>
<th>CF₃I, Pa</th>
<th>NO, Pa</th>
<th>derived k₅ᵇ</th>
<th>derived k₆ᵇ</th>
<th>derived k₇ᵇ</th>
</tr>
</thead>
<tbody>
<tr>
<td>IO (2, 0)</td>
<td>1252</td>
<td>34.4</td>
<td>4.9</td>
<td>(6.0 ± 0.4) × 10⁻¹²</td>
<td>(10.7 ± 0.8) × 10⁻¹¹</td>
<td>(8.8 ± 0.8) × 10⁻¹²</td>
</tr>
<tr>
<td>IO (2, 0)</td>
<td>1290</td>
<td>34.4</td>
<td>4.9</td>
<td>(6.0 ± 0.8) × 10⁻¹²</td>
<td>(11.3 ± 0.5) × 10⁻¹¹</td>
<td>(8.3 ± 0.2) × 10⁻¹²</td>
</tr>
<tr>
<td>IO (2, 0)</td>
<td>1302</td>
<td>34.1</td>
<td>4.8</td>
<td>(4.5 ± 1) × 10⁻¹²</td>
<td>(12.0 ± 0.7) × 10⁻¹¹</td>
<td>(8.2 ± 0.2) × 10⁻¹²</td>
</tr>
<tr>
<td>IO (2, 0)</td>
<td>1264</td>
<td>34.6</td>
<td>9.8</td>
<td>(6.2 ± 0.4) × 10⁻¹²</td>
<td>(8.2 ± 0.2) × 10⁻¹²</td>
<td>(9.0 ± 0.4) × 10⁻¹¹</td>
</tr>
<tr>
<td>IO (2, 0)</td>
<td>4010</td>
<td>83.4</td>
<td>11.7</td>
<td>(6.4 ± 0.5) × 10⁻¹²</td>
<td>(8.3 ± 0.2) × 10⁻¹²</td>
<td>(8.8 ± 0.8) × 10⁻¹²</td>
</tr>
<tr>
<td>IO (2, 0)</td>
<td>4015</td>
<td>83.5</td>
<td>11.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IO (2, 0)</td>
<td>4015</td>
<td>83.5</td>
<td>11.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IO (1, 0)</td>
<td>1241</td>
<td>34.1</td>
<td>4.8</td>
<td>0.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IO (2, 0)</td>
<td>1241</td>
<td>34.1</td>
<td>4.8</td>
<td>0.14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IO (2, 0)</td>
<td>1241</td>
<td>34.1</td>
<td>4.8</td>
<td>0.16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IO (2, 0)</td>
<td>1241</td>
<td>34.1</td>
<td>4.8</td>
<td>0.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IO (2, 0)</td>
<td>1264</td>
<td>34.6</td>
<td>9.8</td>
<td>0.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IO (2, 0)</td>
<td>1241</td>
<td>34.1</td>
<td>4.8</td>
<td>0.27</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IO (2, 0)</td>
<td>1241</td>
<td>34.1</td>
<td>4.8</td>
<td>0.27</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IO (2, 0)</td>
<td>1241</td>
<td>34.1</td>
<td>4.8</td>
<td>0.27</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IO (2, 0)</td>
<td>1241</td>
<td>34.1</td>
<td>4.8</td>
<td>0.33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IO (2, 0)</td>
<td>1264</td>
<td>34.6</td>
<td>9.8</td>
<td>0.34</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IO (2, 0)</td>
<td>1241</td>
<td>34.1</td>
<td>4.8</td>
<td>0.39</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IO (2, 0)</td>
<td>1241</td>
<td>34.1</td>
<td>4.8</td>
<td>0.41</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IO (2, 0)</td>
<td>1241</td>
<td>34.1</td>
<td>4.8</td>
<td>0.47</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IO (1, 0)</td>
<td>1241</td>
<td>34.1</td>
<td>4.8</td>
<td>0.58</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IO (1, 0)</td>
<td>1241</td>
<td>34.1</td>
<td>4.8</td>
<td>0.61</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IO (1, 0)</td>
<td>1241</td>
<td>34.1</td>
<td>4.8</td>
<td>0.64</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IO (1, 0)</td>
<td>1241</td>
<td>34.1</td>
<td>4.8</td>
<td>0.74</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IO (1, 0)</td>
<td>1241</td>
<td>34.1</td>
<td>4.8</td>
<td>0.87</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IO (1, 0)</td>
<td>1241</td>
<td>34.1</td>
<td>4.8</td>
<td>0.97</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IO (1, 0)</td>
<td>1241</td>
<td>34.1</td>
<td>4.8</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*IO (1, 0) denotes measurements at λₜₐₜₜₛ = 455.17 nm and IO (2, 0) denotes measurements at λₜₐₜₜₛ = 445.04 nm. Rate coefficient lists the expanded uncertainty (2σ) of the precision.

Figure 3. Kinetic measurement that determines k₅(O + CF₃I). The squares show absorbance at 445.04 nm as a function of the time delay between the photolysis laser pulse that initiates the IO production process (reactions 1, 2, and 5) and the CRDS laser pulse that probes absorbance by IO radicals. The fit to the data, shown by the solid line, gives one determination of k₅(O + CF₃I). The pressure in the experiment is 1252 Pa.

while monitoring the transient absorbance at the IO (2, 0) bandhead at λₜₐₜₜₛ = 445.04 nm. The average of all determinations from individual experiments yielded k₅(O + CF₃I) = (5.8 ± 1.5) × 10⁻¹² cm² molec⁻¹ s⁻¹ (Table 2), where the uncertainty denotes two standard deviations. The model used to fit these data comprised reactions 5 and 6. According to the model, the photolysis event dissociates between 0.01 and 0.05% of the irradiated N₂O to yield maximum IO concentrations ranging between 1.0 × 10¹² radicals cm⁻³ and 1.2 × 10¹³ radicals cm⁻³.

Under all of the conditions employed, the model predicts that IO formation was >95% complete within 500 µs.

In a previous study, CRDS was used to detect rotational lines of the IF B 3Π (0⁺) – X 1Σ⁺(0⁺) transition with good sensitivity. Since the spectrum of IF overlaps the IO (2, 0) and IO (1, 0) bands and is readily observed by CRDS, the absence of any IF signal indicates that the production of IF by reaction 5b is insignificant.

Figure 2 shows representative absorbance data obtained while measuring IO concentrations with the IO (2, 0) and IO (1, 0) bands. The solid lines are the fits that obtain individual measurements of k₅(O + IO). The fits were also computed with a numerical model comprising of reactions 5 and 6. The average of data (Table 1) obtained by monitoring the IO (2, 0) bandhead yielded k₅(O + IO) = (1.0 ± 0.3) × 10⁻¹⁰ cm³ molec⁻¹ s⁻¹ (Table 2). Averages of data measured at 1250 and 4000 Pa were identical. When monitoring IO radicals with the (1, 0) band, we obtained k₅(O + IO) = (8.8 ± 1.2) × 10⁻¹¹ cm³ molec⁻¹ s⁻¹, where this determination of k₅(O + IO) is based on our determination of a₂₅₅. The stated uncertainty of each determination of k₅(O + IO) denotes two standard deviations and contains the uncertainty in the absorption cross-section.

When computing fits of the kinetic data, adding reaction 8 to the model had little effect and produced essentially the same reaction rate coefficient. The insensitivity of the model to reaction 8 occurs because the concentrations of O(3P) and IO are small relative to that of CF₃I. We also attempted to fit the IO radical decay data using models that explicitly accounted for the quenching of O(1D) via reaction 2 and for NO produced by reaction 3a. Presumably, this more extensive model would account for any enhanced loss of IO from a cross-reaction with NO (reaction 7), where the NO is generated by reaction 3a.
According to this reaction scheme, NO production will vary as a function of initial CF₃I concentration. This invariance is additional evidence that aerosol formation was minimal or absent during our kinetic determinations.

In our model the decay of IO is presumed to occur only through reaction 6; however, we can also consider the effects of CF₃O and of I atoms upon the determination of k₆(IO + IO). Reaction rate coefficients of CF₃ with itself, with O(3P), and with CF₃I are known. These reactions are slow, and significant concentrations of CF₃ persist. Presumably the reaction

\[
\text{CF}_3 + \text{IO} \rightarrow \text{CF}_3\text{O} + \text{I}
\]

\[
\Delta H_{298.15}^{\circ} = -206 \text{ kJ mol}^{-1}
\] (11a)

might perturb rate coefficient determinations. Adding the known rate coefficients to the model and refitting the data to find \(k_{11}(\text{CF}_3 + \text{IO})\) degrades the quality of the fits for \(k_5(\text{O} + \text{CF}_3\text{I})\) and \(k_6(\text{IO} + \text{IO})\) and increases the accumulated error. No experimental data support the activity of reaction 11. Since we do not observe IF absorption bands overlapping the IO (2, 0) and IO (1, 0) bands, we conclude that reaction 11b played no role under the conditions of our kinetic studies. Gilles et al. attempted to observe CF₃O during their study without success. Although their search was directed toward characterizing reaction 5, this negative result suggests that reaction 11a is comparatively slow. We conclude that CF₃I radicals are unlikely to have perturbed the temporal evolution of IO during the present experiments.

Evaluating the effects of I atoms upon determinations of \(k_6(\text{IO} + \text{IO})\) is complicated by our incomplete knowledge of reaction 6. By monitoring I₂ absorption, Harwood et al. determined that all I atoms and IO radicals eventually revert to I₂. The growth of I₂ absorption followed second order kinetics with relatively slow rate constants ranging between \(3 \times 10^{-11} \text{ cm}^3 \text{ molec}^{-1} \text{ s}^{-1}\) and \(1.2 \times 10^{-12} \text{ cm}^3 \text{ molec}^{-1} \text{ s}^{-1}\). Laszlo et al. observed similar I₂ signals and noted their pressure dependence. To account for these observations, Harwood et al. proposed the reaction scheme

\[
\text{IO} + \text{I} (+\text{M}) \rightarrow \text{I}_2\text{O}
\] (12)

\[
\text{I}_2 + \text{IO} \rightarrow \text{I}_2 + \text{IO}
\] (13)

The formation of I₂ through reactions 12 and 13 shows a second-order behavior because the IO production reaction

\[
\text{O}^{3\text{P}} + \text{I}_2 \rightarrow \text{IO} + \text{I}
\] (14)

creates equal concentrations of IO and I atoms.

Because the present study monitors IO radicals, reactions 12 and 13 will tend to form a null cycle with little net effect on the absorption trace. Furthermore, during this study the importance of reactions 12 and 13 is greatly diminished, owing to the absence of I atoms at early times. Using the absorption cross-sections of CF₃I and N₂O at 193 nm, we estimate that the initial molar concentration of I atoms is < 2.5% of the initial
O(3 P) atoms. Our source of IO radicals (reaction 5) does not produce I atoms. Reactions 6b and 6d provide a comparatively meager source of I atoms. Thus, the I atoms in our present study are expected to have little effect on the observed rate coefficients.

3.3. Determination of \( k_7(\text{IO} + \text{NO}) \). Kinetics measurements of reaction 7, \( \text{IO} + \text{NO} \), were undertaken at a total pressure in the reaction cell of near 1250 Pa (9.4 Torr) and 4000 Pa (30.1 Torr) (Table 1). At pressures of \( \sim 1250 \) Pa, typical flow rates of the constituent gases were 750 sccm Ar, 30 sccm N\(_2\)O, and 3 sccm CF\(_3\)I, and neat NO was added at flow rates varying from 0.1 to 0.25 sccm. At pressures near 4000 Pa typical flow rates were 1000 sccm Ar, 30 sccm N\(_2\)O, and 3 sccm CF\(_3\)I, and a mixture of 4.80% NO in argon was added with flow rates of 0.5 to 3.0 sccm. The system absorbance was monitored at the \((2, 0)\) bandhead. The NO density is 6.77 \( \times \) 10\(^{11} \) molec cm\(^{-3} \);

(a) Kinetic measurement while monitoring IO concentration at the \((2, 0)\) bandhead. The NO density is 1.13 \( \times \) 10\(^{14} \) molec cm\(^{-3} \).

(b) Kinetic measurement while monitoring IO concentration at the \((1, 0)\) band. The NO density is 1.13 \( \times \) 10\(^{14} \) molec cm\(^{-3} \).

Figure 4 shows the absorbance data and the fit that obtains individual measurements of \( k_7(\text{IO} + \text{NO}) \). Kinetic traces obtained while monitoring the \( \text{IO} + \text{NO} \) \((2, 0)\) and \((1, 0)\) bands are shown. Each data set exhibited a linear pseudo-first-order plot of \( k_{\text{abs}} \) as a function of NO concentration; however, to compensate for side reactions, we computationally fit the data directly using a kinetic model comprising of reactions 5, 6, and 7. Since added NO rapidly depletes CF\(_3\) radicals\(^{36} \) and I atoms\(^{36} \) via the termolecular reactions these radicals do not affect

\[
\text{CF}_3 + \text{NO} (+\text{M}) \rightarrow \text{CF}_3\text{NO} \quad (15)
\]

\[
\text{I} + \text{NO} (+\text{M}) \rightarrow \text{INO} \quad (16)
\]
determinations of \( k_7(\text{IO} + \text{NO}) \). For these simulations we have used the \( k_5 \) and \( k_6 \) of this work (Table 2). Reaction 7 generates NO\(_2\) that has an increasing absorbance contribution at \( \lambda_{\text{CRDS}} \) (Table 1). At pressures of Daykin and Wine\(^{16} \) over the pressure range 5330 and 26700 Pa (40 and 200 Torr) and of Turnipseed et al.\(^{15} \) over the pressure range 670 and 13330 Pa (5 and 100 Torr). These accumulated data indicate that \( k_7(\text{IO} + \text{NO}) \) is independent of pressure for pressures above 1330 Pa (10 Torr). Our rate coefficients also show no dependence on the concentration of CF\(_3\)I, which provides additional evidence that aerosol formation in the reactor can be discounted under our experimental conditions.

Figure 4. Kinetic measurements that determine \( k_7(\text{IO} + \text{NO}) \). The squares show absorbance as a function of the time delay between the photolysis laser pulse that initiates IO formation and the CRDS laser pulse that probes absorbance by the IO radical and NO\(_2\). The fits of the data, shown by the solid lines, give individual determinations of \( k_7(\text{IO} + \text{NO}) \):

To date, the validation of CRDS for determination of rate coefficients has been sparse and hence the current investigation constitutes a contribution to the evidence supporting the use of this recently developed spectroscopic technique for such studies. Moreover, this study provides validation that CRDS can accurately determine rate coefficients for reactions studied in first order \( (k_5 \text{ and } k_7) \) and in second order \( (k_6) \).

This study also provides practical data regarding the range of absorption coefficients that are of use for kinetics measurements with CRDS. Using the \( \text{IO} + \text{NO} \) \((2, 0)\) band and assuming a minimum measurable absorbance of \( 10^{-7} \) cm\(^{-1} \), we estimate that the detection limit for IO radicals is \( 1.4 \times 10^9 \) molec cm\(^{-3} \). By obtaining readily available mirrors of higher reflectivity this limit could be improved by another factor of 10. However, the more interesting aspect is that measurements can be obtained...
under less than ideal conditions. At $Q_{\text{IO}} = 7.3 \times 10^{-18}$ cm$^2$, the IO (1, 0) absorption cross-section is an order of magnitude smaller than the IO (2, 0) bandhead. Furthermore, measurements using the IO (1, 0) band suffer greater interference from an increasing population of absorbing NO$_2$ than when using IO (2, 0) band. Despite these hindrances, we were able to follow the decay of IO for about three 1/e lifetimes using the IO (1, 0) band for peak radical densities of $\approx 5 \times 10^{14}$ cm$^{-3}$. Importantly, agreement is found for the determinations of $k_6$ and $k_7$ at both wavelengths. As expected, rate coefficients determined using the IO (1, 0) band have larger uncertainties and any study using such small cross-sections can examine only a restricted range of experimental conditions. Even so, good rate coefficients can be obtained.
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