Optical critical dimension measurement of silicon grating targets using back focal plane scatterfield microscopy
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Abstract. We demonstrate optical critical dimension measurement of lines in silicon grating targets using back focal plane scatterfield microscopy. In this technique, angle-resolved diffraction signatures are obtained from grating targets by imaging the back focal plane of a bright-field microscope that has been modified to allow selection of the angular distribution and polarization of the incident illumination. The target line profiles, including critical dimension linewidth and sidewall angle, are extracted using a scatterometry method that compares the diffraction signatures to a library of theoretical signatures. Because we use the zero-order component of the diffraction, the target features need not be resolved in order to obtain the line profile. We extracted line profiles from two series of targets with fixed pitch but varying linewidth: a subresolution 300-nm-pitch series, and a resolved 600-nm-pitch series. Linewidths of 131 nm to 139 nm were obtained, with nanometer-level sensitivity to linewidth, and a linear relationship of linewidth obtained from scatterfield microscopy to linewidth measured by scanning electron microscopy was demonstrated. Conventional images can be easily collected on the same microscope, providing a powerful tool for combining imaging metrology with scatterometry for optical critical dimension measurement. © 2008 Society of Photo-Optical Instrumentation Engineers. [DOI: 10.1117/1.2865275]
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1 Introduction

As critical dimension (CD) measurements progress through the 45-nm node and beyond, there is increased urgency to develop techniques that can extend optical microscopy beyond the diffraction limit. While gains can be made by reducing the illumination wavelength and using immersion optics, another class of interrelated optical techniques, which include scatterometry, critical dimension spectroscopic ellipsometry, and optical critical dimension metrology, routinely makes measurements on structures smaller than the diffraction limit.1–3 These techniques extract the line profile, usually including critical dimension linewidth, line height, and line shape, of the lines in a grating target by measuring ellipsometric or reflectance signatures for the target and then comparing the signatures to a library of theoretical signatures to find the best match between theoretical and experimental line profiles. In scatterfield microscopy, we seek to extend signature-based techniques to optical microscopy, extracting critical dimension metrology from unresolved features of targets through comparisons of microscope images with theoretical predictions, using optimized illumination configurations and target designs.4–5 For example, in a through-focus measurement, the conventional microscope images obtained as a target is moved through the microscope objective focus would be compared to the-theoretical predictions of the images for different target line profile parameters.6 Comparing conventional microscope images with theory requires that the spatial and angular properties of the illumination, as well as the collection of the many diffracted orders that recombine to make up the image at the image plane, be extremely well characterized, and that any deviations from ideal be accounted for in the theoretical models.

The current work takes the intermediate steps of looking at the diffracted light from the target directly, by imaging the objective back focal plane, and of separating out the zero-order diffraction to use as the signature. While this aspect of scatterfield microscopy is based upon a well-known imaging method,7 and semiconductor metrology systems based on this general technique have been described in previous patents8–10 and proceedings,11,12 the work presented here reviews in detail the advantages of using an illumination mask to control incident angles and allow separation of the specular and higher diffraction orders, the method used to correct for the effects of angle- and polarization-dependent transmission through the optics by using a bare silicon reference image, and the systematic errors that can arise when using diffraction signatures from back focal plane images. Additionally, while previous authors have also matched back focal plane signatures to theoretical models to extract linewidth and other target parameters,11,12 we demonstrate here the sensitivity of the method to nanometer-scale changes in the target linewidth.
The robust, repeatable measurement of critical dimension and line profile in grating targets using back focal plane imaging in a bright-field microscope represents a crucial milestone toward full implementation of scatterfield microscopy.

It is well known that diffraction from the sample being imaged appears at the back focal plane of the objective in a bright-field reflection microscope.\textsuperscript{7} Light that is diffracted by the sample is collected by the objective if it falls within the cone of angles defined by the objective’s collection numerical aperture (NA) and at the objective back focal plane there is a one-to-one mapping of diffraction angle to position. The light illuminating the sample, on the other hand, generally has a range of angles defined by an aperture stop that is located at an aperture plane conjugate to the objective back focal plane. By relaying the diffraction image that appears at the objective back focal plane to a camera (also referred to as conoscopic or Fourier plane imaging), one can collect a diffraction signature for a sample that can then be analyzed using scatterometric techniques.\textsuperscript{1–3} As with conventional scatterometry, the target features need not be resolved in order for information to be obtained about them. Variations in linewidth, for example, on a grating target with pitch smaller than the diffraction limit will provide measurable changes in diffraction signature that can be measured at the back focal plane, even though lines on such a target will be unresolved by conventional imaging using the same microscope.

When the illumination is provided from a source with a narrow wavelength range, the diffraction signature is similar to that obtained from conventional, angle-resolved scatterometry.\textsuperscript{1} However, while conventional angle-resolved scatterometry typically measures the zero-order, specular reflection component of diffraction in a single plane of incidence perpendicular to the grating lines (varying the incident or polar angle $\theta$ at a fixed, $\phi=0$ azimuth angle), the back focal plane image includes all the diffraction from the target over a range of $\theta^\prime$ set by the collection NA and a full 360 deg of azimuthal angles $\phi$. Depending on the illumination NA and the periodicity of the sample, the diffraction observed at a point on the back focal plane may include contributions from both specular reflectance and higher diffraction orders, potentially complicating the analysis.\textsuperscript{8,9} Alternatively, a suitable aperture mask can be placed at the aperture plane to select specific illumination angles. By restricting the illumination angles, the specular reflectance can be separated from higher-order diffraction in the back focal plane image and be independently analyzed, as in conventional scatterometry. This is the approach taken in the present work, and also in Refs. 11 and 12. In Refs. 11 and 12, Petit et al. and Boher et al. used their optical Fourier transform instrument, a dedicated Fourier plane imaging system, to illuminate grating targets using a range of incident angles $\theta$ and azimuthal angles $\phi$ set by an illumination aperture mask. They demonstrated that, as with conventional scatterometry, CD and line profile information could be obtained by comparing the measured specular reflectance with theoretical simulations. They also demonstrated advantages inherent to measuring the diffraction at nonzero azimuths, observing higher-order diffraction from linewidth and line edge roughness that was intentionally engineered into targets, by using nonzero azimuth illumination and detection that would not have been accessible to a conventional $\phi=0$ scatterometer. The use of an illumination aperture mask that is specifically designed to isolate the specular reflectance from higher-order diffraction separates this work and that of Refs. 11 and 12 from other recently described back focal plane imaging systems.\textsuperscript{8–10}

In the current work, we demonstrate optical critical dimension measurements of silicon grating targets using back focal plane imaging in a bright-field microscope. The use of a microscope-based system enables us to employ the flexibility of measuring diffraction over a range of incident and azimuthal angles demonstrated by Petit et al. and Boher et al. and also collect conventional images of the targets on the same platform. We use a slit mask at a conjugate back focal plane in the microscope illumination path to restrict the illumination angles at the sample. This allows us to separate the specular reflectance from higher-order diffraction in targets that exhibit multiple diffraction orders. Where Petit et al. and Boher et al. demonstrate one strategy of fixed $\theta$, varying $\phi$ illumination for separating the diffraction orders for targets with multiple-order diffraction, we here take the approach of varying $\theta$, with $\phi$ fixed at 0 deg for targets with only zero-order specular reflection, and at a small, nonzero value (typically $\phi=11$ deg) for targets with multiple diffraction orders. Like the variable $\phi$ technique, this method also serves to isolate the specular reflectance from higher orders, while providing a more conventional reflectance versus incident angle signature.

Using these techniques, we then demonstrate angle-resolved measurements of the zero-order diffraction from two series of targets on a wafer processed using a focus-exposure-matrix (FEM) method: a set of subresolution, 300-nm-pitch targets with only zero-order diffraction, and a set of resolved, 600-nm-pitch targets with multiple diffraction orders. The linewidth and sidewall angle for targets on adjacent dies of the FEM wafer were extracted from the reflectance signatures by comparison with libraries generated by rigorous coupled wave (RCW) analysis using a trapezoidal line profile. Linewidths of 131 nm to 139 nm were obtained, with nanometer-level sensitivity to linewidth, and a linear relationship of linewidth obtained by scatterfield microscopy to linewidth measured by scanning electron microscopy (SEM) was demonstrated. Typical sidewall angles were 86 deg to 87 deg, with no measurable correlation between sidewall angle and SEM linewidth. We also compared extracted linewidths and sidewall angles of the 600-nm-pitch targets with those obtained from atomic force microscopy (AFM). While the AFM measurements indicated that some deviation of the line shapes from the trapezoidal model exists, the scatterfield microscopy linewidths and sidewall angles were in general agreement with those obtained from AFM. Typical short-term uncertainty in scatterfield microscopy linewidth measurement was estimated to be $\pm 0.8$ nm from the repeatability of the measurements. The effects of potential systematic errors, such as bias in the angle calibration at the back focal plane, and deviations of the target heights from the modeled value, are also discussed.

2 Principle of Operation

Figure 1 shows the configuration of the microscope used in this work. Light from an Hg lamp (not shown) is coupled
into a 1-mm-diam. fiber. Light from the fiber end passes through a collector lens and field stop, then through a linear polarizer and filter with a center wavelength of 546 nm. The collector lens images the fiber end to the aperture plane. An amplitude mask is placed at the aperture plane, and its image is relayed to the back focal plane of a 100 ×, 0.95 numerical aperture (NA) microscope objective. Because the position at the back focal plane maps to illumination angles at the sample, the illumination amplitude mask serves to select the illumination angles incident upon the sample. The field stop is used to restrict the area of illumination to the desired area of the sample. The light that is diffracted by the sample at angles within the NA of the objective is collected, and an image of the diffraction appears at the back focal plane. The image of the back focal plane of the objective was relayed to a charge-coupled device (CCD) camera using a Bertrand objective. An additional beamsplitter, which is not shown in Fig. 1, allowed conventional images of the sample to be collected at the same time.

Figure 2 shows an overhead view of the orientation of two illumination masks with respect to the sample. For ease of viewing, the transmissive part of the mask is shown in black. In Fig. 2(a), a simple aperture is shown. If the aperture is small relative to the full back focal plane (shown as the large outer circle), this will select a specific incident angle. In the case of Fig. 2(a), a single, nonzero angle of incidence, θ, is shown for a grating target of 1-μm pitch. The plane of incidence is perpendicular to the grating rulings, at an azimuthal angle φ=0. Because multiple diffraction orders exist for this angle and wavelength, the diffraction pattern image that appears at the back focal plane includes the m=-2, −1, 0, and 1 diffraction orders. The position of each order is related to its diffraction angle θ by:

\[ x = A \sin \theta, \]  

where A is a constant that depends on the magnification of the objective and relay optics to the camera. For our system, the range of collected diffraction angle θ was −71.8 deg to +71.8 deg, limited by the NA of the objective. The camera CCD area was 12.3 mm × 12.3 mm with 1024 × 1024 pixels, and the back focal plane image filled a central portion of the CCD. The resolution (in deg/pixel) varies with angle according to Eq. (1); it ranged from roughly 0.5 deg/pixel near θ=0 deg to 0.1 deg/pixel near θ=60 deg.

For the mask shown in Fig. 2(a), collecting diffracted intensity versus θ requires scanning the aperture and collecting an image for each θ. Scanning was not required in the present work. Rather, a mask with a narrow slit as shown in Fig. 2(b) was used. In the case of a zero-order target, that is, a grating with only m=0 order diffraction for the objective NA and wavelength used, the slit was not strictly necessary, as for a zero-order target each position in the back focal plane contains only zero-order diffraction from a unique incident angle. For these targets, the slit was oriented perpendicular to the grating lines at φ=0 and was used to clearly define the range of diffraction angles to be analyzed in the back focal plane image. For targets with multiple diffracted orders, orienting the slit perpendicular to the target lines results in overlapping diffracted orders in the back focal plane image. In this case, the slit was angled slightly off the normal to the lines, at an azimuthal angle of φ=11 deg, such that the higher orders were separated from the m=0 order, as shown in Fig. 3. While this was necessary in order to isolate the desired zero-order diffraction intensity from higher orders, it did result in more complex theoretical calculations due to the requirement that conical diffraction geometry be considered.
In addition to the angular selection made by the illumination mask, the polarization of the incident light was also controlled. For all targets, images were collected both with the electric field vector perpendicular to the plane of incidence (s-polarization) and with the electric field vector in the plane of incidence (p-polarization). An exception to this was made when the slit was angled for examining higher-order targets; the polarization was selected to be along the grating lines (modified-s) or perpendicular to the grating lines (modified-p), although the plane of incidence was rotated slightly from the grating lines.

3 Data Collection and Conversion to Reflectance Signature

Back focal plane images were obtained from 100 μm × 100 μm scatterometry targets. The targets were produced using the SEMATECH Overlay Metrology Advisory Group 3 (OMAG3) reticle. The targets were etched silicon line gratings on a silicon substrate. The wafer was produced using a focus exposure matrix, such that targets on adjacent dies had fixed pitch, but different linewidths. The linewidths at the bottom of the line profile as measured by SEM varied from 150 nm to 158 nm. Two series of targets were investigated: zero-order targets of 300-nm pitch, and modified-p polarization extinction of the light from the objective was roughly 6 deg. Polarisations were defined with respect to the lines; because they are not purely s- or p-polarization with respect to the plane of incidence, they are referred to as modified-s and modified-p.

(1) was calibrated by fitting back focal plane images of the diffraction peaks from 2.75-μm and 1.98-μm pitch targets illuminated at 0 deg using a pinhole aperture mask. The illumination angular range of the data images was approximately −60 deg to +60 deg and was limited by the size of the image of the illuminating fiber end at the conjugate back focal plane rather than by the NA of the objective. The polarization extinction of the light from the objective was verified to be better than 30:1. The bright line of the back focal plane image shown in Fig. 2(b) was roughly 10 pixels high; data were averaged across the central six pixels of the image to obtain a single intensity value for each angle θ.

The intensity versus angle data measured from the s-polarization and p-polarization images of a 300-nm-pitch target are shown in Fig. 5(a). Due to angle- and polarization-dependent variations in transmission through the illumination and collection optics, as well as uncorrected variations in the source intensity versus angle, these curves do not represent the true reflectance versus angle signatures of the target. In order to obtain reflectance signatures that could be compared with theory, the target intensity versus angle data were corrected using intensity data from bare silicon reference images like the one shown in Fig. 5(b). The apparent noise in the data shown in Figs. 5(a) and 5(b) was highly repeatable and represents the inhomogeneity in the source intensity versus angle. Since bare silicon exhibits a well-known reflectance versus angle and polarization that can be calculated from its optical constants, we used the intensity data from the bare silicon reference image to calculate a correction for the effects of source inhomogeneity and polarization-dependent transmission, to be applied to the target intensity data. The calculated reflectance versus angle for s- and p-polarization of silicon, including a 1.6-nm layer of native oxide assumed to be on the surface due to exposure to air, is shown in Fig. 5(c). The differences between the curves shown in Fig. 5(b) and Fig. 5(c) represent the cumulative effects of angle- and polarization-dependent transmission through the illumination and collection optics and the nonuniformity of the light source intensity versus angle.

To convert the raw target data shown in Fig. 5(a) to the target reflectance versus angle shown in Fig. 5(d), we divide the data in Fig. 5(a) by that in Fig. 5(b) and multiply the result by that in Fig. 5(c). The resulting target reflec-
tance, shown in Fig. 5(d), was smoothly varying with very little apparent noise. The same type of correction was made on the specular, $m=0$ component of the data taken for the 600-nm-pitch targets using the rotated slit (Fig. 3), except that the silicon reflectance was calculated using the modified-s and modified-p polarizations. The transmission correction via bare silicon reference image works well for the specular reflection component of the target diffraction, where, as for the bare silicon, the incident and diffracted angles are equal. If we wanted to convert the intensity of higher-order diffraction to absolute diffraction efficiency relative to the incident light, however, the bare silicon reference would be insufficient: due to the different diffraction angle, the transmission correction for the higher-orders is not obtained from the silicon reference image. The restricting of the illumination angles via a mask, and the resulting separation of the specular order from higher-order diffraction, is essential to allowing the back focal plane images to be converted to reflectance and analyzed using standard specular scatterometry techniques.

### 4 Modeling of Reflectance Signatures

We extract line profile information from the reflectance signatures of the targets by comparing them to a library of simulated signatures generated using RCW analysis. The simulated signatures were produced using the method for surface relief gratings developed by Moharam et al., with a modification suggested by Lalanne and Morris to improve the convergence of the theory for p-polarization. The solution requires Fourier series expansion of the periodic dielectric function for each layer, and in practice, this series is truncated at some maximum order $N$. In the current work, we truncated the series at $N=50$ to ensure adequate convergence of the results.

The modeled profile for a single line in the grating target is shown in Fig. 6. The line profile of the targets was taken to be a single trapezoid characterized by its height, bottom linewidth, and sidewall angle. To approximate this in the model, each line was divided into seven layers, two of which were used to account for the presence of a thin layer of native oxide on the silicon due to atmospheric exposure, and the other five used in a staircase approximation to simulate the sidewall angle. As a check, a limited number of simulations were also run with ten layers in the sidewall, but this did not give appreciably improved results over the less computationally intensive five-layer case. The native oxide layer was taken to be 1.6-nm-thick, with $n=1.7363$ and $k=0$ (Ref. 18). The modeled bottom linewidth includes twice the thickness of this oxide layer. The substrate and grating lines were silicon and were assumed to have optical properties of $n=4.0883$ and $k=0.02577$ (Ref. 18). The same optical constants were used when calculating the reference reflectance of bare silicon shown in Fig. 5(c).

As is typical in scatterometry, reference metrology from

---

**Fig. 5** Data analysis using silicon reference image and calculated silicon reflectance curve, as discussed in the text. Graph (a) shows the raw data for (solid line) $s$-polarization and for (dashed line) $p$-polarization, taken from the target BFP image and reduced to intensity versus angle. The raw data is corrected using a reference BFP image (b) taken from a flat silicon area next to the target and the calculated reflectance (c) of silicon versus angle. The final results for reflectance versus angle (d) for the target are obtained for each polarization by dividing the data in (a) by that in (b) and then multiplying by the data in (c).
other methods was used as inputs to the model, in determining both the line profile used in generating the library and the range of library parameters. Our reference metrology included SEM measurements of the pitch and bottom linewidths of all the targets and AFM measurements of height and line profile on the 600-nm-pitch targets. The pitch was well known and was not expected to vary from target to target. For the nominally 300-nm-pitch targets, we set $\text{pitch} = 302$ nm, and for the nominally 600-nm-pitch targets, we set $\text{pitch} = 602$ nm, which were the values given by the SEM measurements. The height was not expected to vary from target to target, and the AFM measurements on the 600-nm-pitch targets confirmed this. Using an initial set of three targets, we measured a preliminary value for the height of 228.4 nm; when generating the libraries used in the primary data analysis shown in Figs. 7–10, the height was fixed at this value for both the 300-nm and 600-nm-pitch targets confirmed this. The reflectance curves for s- and p-polarization for a given target were then compared to the appropriate pitch library, and the best-fit curves determined by minimizing the mean-squared difference of the data to the theoretical curves.$^1$ The s- and p-curves were compared simultaneously so that a single set of best-fit linewidth and sidewall angle were determined for each target. Interpolation between model intervals was not used when determining the best-fit linewidth and sidewall angle. The SEM and AFM measurements for linewidth and sidewall angle were used to determine the ranges of these parameters to be included in the libraries, and the linewidth was varied in 0.2-nm increments, with the sidewall angle varied in 0.2-deg increments. For the data analysis of Figs. 7–10, libraries were generated varying the two remaining parameters, linewidth and sidewall angle. The SEM and AFM measurements for linewidth and sidewall angle were used to determine the ranges of these parameters to be included in the libraries, and the linewidth was varied in 0.2-nm increments, with the sidewall angle varied in 0.2-deg increments. The reflectance curves for s- and p-polarization for a given target were then compared to the appropriate pitch library, and the best-fit curves determined by minimizing the mean-squared difference of the data to the theoretical curves.$^1$ The s- and p-curves were compared simultaneously so that a single set of best-fit linewidth and sidewall angle were determined for each target. Interpolation between model intervals was not used when determining the best-fit linewidth and sidewall angle. In the case of the 600-nm-pitch targets, due to the angling of the illumination slit, the incident angles had a nonzero azimutal component, and the polarization was along the target lines and not exactly perpendicular to the plane of incidence. This was taken into account in the models when generating modified-s and modified-p theoretical curves for these targets.
plane of incidence, an effect that was accounted for in the modified-p to indicate that due to the slit angle, the incident data in Fig. 9 represent the specular reflectance signature of was measured by SEM. 

For the 600-nm-pitch targets, the illumination slit was angled relative to the target lines as shown in Fig. 3, and only the $m=0$ data was analyzed, so that the data in Fig. 9 represent the specular reflectance signature of this target. Polarizations are referred to as modified-s and modified-p to indicate that due to the slit angle, the incident polarizations were not fully within or perpendicular to the plane of incidence, an effect that was accounted for in the model. The linewidth and sidewall angle for the best-fit theory shown in Fig. 9 were 134.4 nm and 86.2 deg, respectively. As with the 300-nm-pitch targets, the 600-nm-pitch targets showed a linear correlation between linewidth extracted from scatterfield microscopy to linewidth measured by SEM, as shown in Fig. 10, and sensitivity to changes in linewidth on the nanometer scale. While the straight line fit of linewidth from scatterfield microscopy to linewidth measured by SEM was not quite as good here as with the 300-nm-pitch targets shown in Fig. 8, especially in the 153-nm to 156-nm range, given the extent of the error bars shown in Fig. 10 and discussed in more detail later, we believe the linear fit to be reasonable. The sidewall angle from scatterfield microscopy varied from 85.8 deg to 86.4 deg, with no correlation of sidewall angle to linewidth measured by SEM or position on the FEM wafer. Similar to the 300-nm pitch targets, there was a nonzero offset between the optical linewidths and the SEM measured linewidths.

In Figs. 8 and 10, we include uncertainty estimates on both the SEM linewidth measurements and the linewidths extracted from the library fitting of the scatterfield microscopy reflectance signatures. The horizontal error bars shown in Figs. 8 and 10 represent a single standard deviation of 27 SEM measurements of bottom linewidth made on each target. The vertical error bars are derived from the short-term repeatability of the reflectance signatures of the targets. The short-term repeatability, rather than the day-to-day repeatability mentioned earlier, was used because all data points within Fig. 8 or Fig. 10 were taken within a single, few-hour data run. The short-term repeatability was estimated as follows. On two occasions, we obtained ten consecutive silicon reference images, analyzed these to obtain intensity versus angle, and derived the standard deviation of the intensity at each fixed angle. For the worst case of these two tests, the typical standard deviation of intensity at fixed angle was 0.7%, independent of angle, primarily manifested as a shift of the overall intensity curve versus angle. As each target measurement is normalized to a reference measurement when calculating reflectance, and because we expect similar repeatability in target and reference measurement when calculating reflectance, and because we expect similar repeatability in target and reference intensity, the percentage uncertainty for reflectance of a target was estimated by multiplying the preceding standard deviation by a factor of $2^{1/2}$. Once the standard deviations for the target reflectance signatures were thus determined, we calculated the vertical error bars shown in Figs. 8 and 10 by shifting the actual reflectance signatures for each target up and down by one standard deviation and comparing these shifted signatures to the library. Because the change in best-fit linewidth is not in general linear with changes in the reflectance, the vertical error bars in Figs. 8 and 10 vary somewhat from target to target and also can give unequal positive and negative error for the same target. The linear fits in Figs. 8 and 10 were produced from weighted linear regression, using as the vertical uncertainty the larger of the positive and negative error bars from each target. For Fig. 8, the linear fit has a slope of $0.66 \pm 0.09$ and an intercept of $32.8 \text{ nm} \pm 14.3 \text{ nm}$. For Fig. 10, the fit has a slope of $0.69 \pm 0.10$ and an intercept of $29.0 \text{ nm} \pm 14.9 \text{ nm}$. Thus within the uncertainty, we obtain the same fit of scatterfield microscopy extracted linewidth
to SEM linewidth for both unresolved, 300-nm-pitch targets and for 600-nm-pitch targets with multiple diffraction orders.

The existence of an offset between scatterfield-microscopy-determined linewidth and SEM-determined linewidth, as well as the nonunity slope between them, are not unique to the present work and have been seen previously when comparing optical-signature-based and SEM-based measurements.\(^{19,20}\) It may result from limitations of the simple profile chosen for the modeling, for example, choosing a single trapezoid to approximate the profile and not including corner rounding.\(^{21}\) It may also include contributions from the accuracy of the SEM linewidth measurement, which has good sensitivity to small changes in linewidth but may exhibit an offset in linewidth accuracy that depends on the edge detection algorithm and line shape. To aid in the evaluation of the accuracy of the scatterfield microscopy measurements, we also compared the results from the scatterfield microscope to AFM measurements of the targets in the 600-nm-pitch series. Using AFM measurements of the line profile, we extrapolated bottom linewidth and sidewall angle for the eight targets represented in Fig. 10. The bottom linewidths measured by AFM ranged from 130.0 nm to 139.5 nm, compared with a range for the scatterfield microscopy data of 132.4 nm to 138.6 nm. The sidewall angles extracted from AFM ranged from 87 deg to 87.6 deg, compared with a range of 85.8 deg to 86.4 deg from scatterfield microscopy, and as in the scatterfield microscopy case, there was no correlation of sidewall angle to linewidth measured by SEM or position on the wafer. An individual AFM measurement of bottom linewidth had an expanded uncertainty of \(\pm 4\) nm, while the uncertainty in AFM sidewall angle was estimated at \(\pm 1\) deg, putting the scatterfield microscopy bottom linewidths and sidewall angles in reasonable agreement with the AFM measurements. As with the comparison with SEM data in Fig. 10, the linewidth from scatterfield microscopy exhibited a linear trend with increasing AFM linewidth, with a subunity slope between scatterfield microscopy and AFM results. However, there was some scatter in this data. The AFM measurements also indicated that the lines are not ideal trapezoids but include some corner rounding and nonlinearity along the sidewall that may complicate the comparison of AFM and scatterfield microscopy results. Nonetheless, we are encouraged that the scatterfield microscopy linewidths generally fell within a few nanometers of those measured by AFM, given the accuracy and traceability of AFM linewidth measurements.\(^{22}\) The nonunity slope of scatterfield microscopy linewidth to that measured by both SEM and AFM may arise from the simplified line profile assumed by the trapezoidal model. Improved correlation to SEM and AFM measurements may well be obtained by including multiple trapezoids, corner rounding, or other modifications.\(^{21}\)

As mentioned earlier, there was an additional, ninth target in the 600-nm-pitch series that was measured both by scatterfield microscopy and by AFM, but that was not included in Fig. 10. This was a target with SEM-measured linewidth of 146.1 nm. For this target, using the scatterfield microscope, the best-fit model linewidth was 133.2 nm, and the best-fit sidewall was 85.2 deg. If this target had matched the trend shown by the other eight targets, then using the linear fit shown in Fig. 10, we would have expected a sidewall angle between 85.8 deg and 86.4 deg and a linewidth of 129.8 nm. The AFM measurements also indicated a low sidewall angle for this target (86.7 deg compared to the 87 deg to 87.6 deg range found for the other eight targets), and the difference between the top and midpoint AFM linewidth for this target was 15 nm, compared to a typical 7-nm difference for the other targets. For these reasons, this anomalous target has been excluded from Fig. 10.

### 6 Discussion

For the analysis shown in Figs. 7 to 10, the line height was held fixed in the simulations. This was done in order to speed up calculations, and also because AFM measurements on the 600-nm targets indicated that the height was constant to within nanometers. In the original libraries, the height was held fixed at 228.4 nm. To check the sensitivity to height variation, we generated additional libraries using fixed heights of either 227.2 nm or 229.7 nm, which were the minimum and maximum heights measured for all of the nine 600-nm-pitch targets (including the anomalous target excluded from Fig. 10) investigated using AFM. We then fit the reflectance data from the 300-nm and the 600-nm target sets to these libraries. The overall effect was to shift all of the linewidths for a same pitch set of targets up or down by an average of \(\pm 0.3\) nm, giving a systematic uncertainty in the linewidth accuracy but not changing the linear trend of extracted linewidth to SEM linewidth seen in Fig. 8 and Fig. 10. Although only the 600-nm-pitch targets, and not the 300-nm-pitch, were measured by AFM, we believe it is unlikely that the target height varied greatly between the two sets.

It can be observed in Fig. 7 that there is some deviation of the theory and the data, particularly for the \(p\)-polarization results, consisting of an additional, higher-frequency component to the theoretical signature that is not seen in the experimental signature. This higher-frequency component was present to some degree in all of the best-fit \(p\)-polarization theoretical curves for the 300-nm-pitch targets, while absent in the experimental data. It is possible that this effect arises from linewidth or line edge variation across the target that is not considered in the model. We have recently shown\(^{23}\) that the presence of random edge variation, for example, can reduce the amount of structure seen in a target’s reflectance signature compared to the signature produced from a target with no edge variation.

Another potential source of deviation between theory and experiment for this type of scatterfield measurement is the quality of the angle calibration. The requirement for a reference image and the calibration of the target image reflectance from the reference, while giving good repeatability and sensitivity, has the potential to introduce errors in reflectance accuracy, particularly at large incident angles for \(p\)-polarization. The final value for target reflectance at a given angle depends on the determination of the constant \(A\) in Eq. (1), not only as a scaling from \(x\) to \(\theta\), but also because the values of the theoretical silicon reflectance curve are calculated using \(\theta\). The nonlinear relationship between \(A\) and \(\theta\) makes the effect larger at high angles of
incidences of their reflectance signatures. For the 600-nm target groups, the difference in sensitivity to nearly negligible, with typical shifts of 0.2 nm or less. The p-polarized reflectance of silicon surfaces using a laser-based goniometric system, and find that these results are in good agreement with our theoretical predictions.

The techniques presented here lay the groundwork for the application of scatterfield microscopy to optical critical dimension metrology, both in back focal plane imaging and in conventional imaging where illumination and polarization control may be warranted in future systems.

7 Summary and Future Work

In this work, we have demonstrated optical critical dimension measurements using the back focal plane imaging scatterfield microscopy technique. We obtained angle-resolved reflectance signatures, for both subresolution targets exhibiting a single diffraction order and resolved targets with multiple diffraction orders, and compared these signatures with libraries of signatures generated using RCW analysis, to give measurements of the linewidth and sidewall angle of the targets. We show a linear relationship between the linewidth obtained from scatterfield microscopy and the linewidth measured by SEM for a series of targets on a focus-exposure-matrix wafer, and estimate contributions to the linewidth uncertainty from both repeatability and systematic error sources. While the back focal plane scatterfield microscopy technique shares attributes with earlier back focal plane and Fourier imaging work, we have here reviewed in detail the advantages of using an illumination mask to control incident angles and allow separation of the specular and higher-diffraction orders, the method used to correct for the effects of angle- and polarization-dependent transmission through the optics by using a bare silicon reference image and the systematic errors that can arise when using diffraction signatures from back focal plane images. The techniques presented here lay the groundwork for the application of scatterfield microscopy to optical critical dimension metrology.
• Profile analysis of two-dimensional (2-D) targets;
• Improvements in illumination uniformity and polarization control;
• Use of the technique for different target materials and geometries;
• Expanded consideration of uncertainty analysis for this and other signature-based techniques.
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