Thermal and acoustic pulse studies of space-charge profiles in electron-irradiated fluoroethylene propylene
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Abstract. We report complementary studies of space-charge distributions in electron-beam irradiated fluoroethylene propylene (FEP) (thicknesses of 13 and 26 µm) using the thermal pulse (TP) method and the laser-induced pressure-pulse (LIPP) method. The distributions obtained by the two methods are compared to show the strengths of both methods, the high near-surface resolution of the TP method (better than 100 nm) and the nearly constant resolution versus depth of the LIPP method (1–2 µm). In addition to the expected implanted negative charge at a depth governed by the electron energy, a negative near-surface charge layer was found close to the metal/FEP interface if the electron beam entered the dielectric through that interface. This finding provides new insights into the charging of dielectrics using electron beams.

1. Introduction

Several acoustic and thermal methods have been developed since around 1980 for measuring charge density, \( \rho(z) \), and polarization, \( P(z) \), distributions, where \( z \) is the thickness coordinate. These methods have been reviewed recently [1]. It is well accepted that the thermal methods have the advantage of a high depth resolution at shallow depths\(^*\) of less than 100 nm, whereas the acoustic methods have the advantage of a good resolution throughout the bulk (1–2 µm). Therefore, both methods can be applied to the same sample to gain complementary information.

In the present paper, we report thermal pulse (TP) [2] and laser-induced pressure-pulse (LIPP) [3] studies of space-charge distributions, \( \rho(z) \), in electron-beam irradiated fluoroethylene propylene (FEP). This paper is an extension of a prior study [4] comparing \( \rho(z) \) obtained by using the thermal wave method (LIMM [5]) and the LIPP method.

\( \| \) Permanent address: Kunststoff-Zentrum in Leipzig gGmbH, Erich-Zeigner-Allee 44, D-04229 Leipzig, Germany.
¶ Corresponding author.
\* For the thermal probing techniques, we understand the term ‘depth resolution at shallow depths’ as the first grid point of \( \rho(z) \) or \( P(z) \) inside the sample (with respect to the illuminated side). This ‘surface resolution’ depends, of course, on the parameters of the equipment employed.

The LIMM investigations in [4] disclosed a negative near-surface charge layer (NNSCL) that appeared near the electron-irradiated surface when this surface was metallized. Various NNSCLs have been predicted theoretically [6–8]. These layers arise due to the relaxation of the initially deposited charge in the irradiated region [8]. Relaxation is possible because of the radiation-induced conductivity (RIC) [9]. The negative charges move towards the front surface (where the electron beam entered the sample) in the electric field of the implanted charge.

NNSCLs were also found in LIPP studies near the metallized surface for FEP [3] and the non-metallized side for Mylar™ and Kapton™ films [10]. However, because of the LIPP spatial resolution limitations (1–2 µm) imposed by the pressure-pulse duration (\( \sim 1 \) ns), these indications required independent confirmation.

The improvements brought by the present TP measurements [11] compared to the earlier LIMM measurements [4] are extended bandwidth and improved signal-to-noise ratio (SNR) of the measurement. The maximal modulation frequency used for the LIMM spectra in [4] was \( f_{\text{max}} = 100 \) kHz. The time resolution available from the present TP measurements is \( t_{\text{min}} = 100 \) ns (see below), which is equivalent to \( f = 1/(2\pi t_{\text{min}}) = 1.6 \) MHz. Thus,
2. Experimental details

2.1. Samples and charging procedure

The Teflon™ FEP foils were obtained from DuPont de Nemours Deutschland GmbH†. Four samples, identified as A, B, C, and D, were used in the experiments. The thickness of the samples, $L$, was measured with a mechanical thickness gauge at 10 positions across a sample diameter and mean values (standard uncertainty $\sim 0.5 \mu m$) were determined to be $13 \mu m$ for samples A and B and $26 \mu m$ for samples C and D. Before irradiation, an aluminium electrode ($\sim 100$ nm thick) was vacuum deposited onto one side of the samples, in our nomenclature the side $z = 0$.

The samples were irradiated with a mono-energetic electron beam [12] by using a modified JEOL JSM-50A scanning electron microscope (see previous footnote) under high vacuum. In all cases, the current density (per side) was $40 \mu A m^{-2}$, the deposited charge (per side) was $1.2 mC m^{-2}$, and the energy of the electron beam was $E_b = 25$ keV. Samples A and D were irradiated through the metallized side (at $z = 0$), whereas samples B and C were irradiated through the non-metallized side (at $z = L$). The expected depth of the peak of the electron charge distribution with respect to the surface of electron incidence was $6-7 \mu m$, which was obtained from prior work [13].

After a storage time of about one month in laboratory atmosphere at $\sim 50\%$ relative humidity (RH), the LIPP measurements were performed. The TP measurements were carried out on the same samples in another laboratory with a delay of about one additional month. For these measurements, an additional metal layer was deposited onto the non-metallized side by an evaporation process.

Differences in sample conditions between the LIPP and the TP experiments are thus (1) additional storage time and (2) deposition of an additional electrode. Both differences do not significantly affect the charge distribution. The effect of the additional storage time can be assessed from surface potential measurements of electron-beam charged FEP [14]. These show that no measurable charge decay occurs over a period of one month, even at a temperature of $70^\circ C$ and high humidity. This implies the absence of charge drift in the self-field of the sample and thus the absence of changes in the charge distribution. The effect of a second sample electrode on the charge distribution was investigated in thermal-pulse studies of electron-beam charged FEP films [15]. These experiments yielded very little deviation in mean charge depth of one-side and two-side metallized samples, although there were some slight differences in charging conditions. In addition, a comparison of LIPP results for one-side metallized samples (present study) and for two-side metallized samples [3] indicates no systematic differences in peak depths and shapes. Also, the evaporation process, resulting in a brief heating of the sample to temperatures of $70-80^\circ C$, causes no significant charge drifts in FEP [14].

2.2. LIPP measurements

The experimental arrangement of the LIPP method for one-side metallized samples has been discussed elsewhere [3, 16]. The measurements were performed with $50 \Omega$ instrumentation and with an air gap (thickness $g$). Assuming short-circuit conditions, the current from a sample containing only space charge is given by [17]

$$I(t) = \frac{Ap_L}{\rho_m(L + vg)}(\gamma + 1)[\rho(z = vt)]$$

where $A$, $p$, and $t_p = 70 ps$ are the irradiated area, the pressure amplitude, and the pulse duration of the LIPP, respectively. The values $\rho_m$, $\varepsilon$, and $v$ are the mass density, permittivity, and the longitudinal sound velocity of the sample, respectively. The electrostriction constant is given by $\gamma = -d[ln(\varepsilon)]/dS$, where $S$ is the strain [18]. The $z$ coordinate in the sample is related to the time coordinate $t$ according to $z = vt$, where $v = 1.3 km s^{-1}$ was used for FEP [3]. In all cases the LIPP was applied to the side at $z = 0$ (the metallized side).

2.3. TP measurements and deconvolution

The TP method has been described in detail elsewhere [2, 11]. The measurements were performed with a modified charge-to-voltage-converter (CVC) (Keithley Instruments) (see previous footnote). Prior to the measurements, the rise time of the CVC was determined with a step generator while the measuring chamber containing the sample was connected to the preamplifier’s input. A rise time of $\sim 30 ns$ and a settling time of $\sim 70 ns$ was obtained.

The TP, measured simultaneously with the TP response by using a fast photodiode, has a Gaussian shape with a width of $\sim 70 ns$. Both the TP and the TP responses were shifted along the time axis so that the time $t = 0$ is at the maximum of the TP. The laser energy was $\sim 0.1 mJ$.

The samples, used before for the LIPP investigations, were each cut into two pieces so as to make the two surfaces ($z = 0$ and $z = L$) available separately as TP-incident surfaces. A second character ‘0’ or ‘L’ added to the sample designation letter (e.g. A0, AL) denotes the TP incident surface and also identifies the TP responses.

The samples AL, BL, CL, and DL received an additional vacuum-deposited aluminium electrode on the side $z = L$. For samples A0, B0, C0, and D0, the aluminium electrode, which was evaporated on surface $z = 0$ prior to the electron-beam irradiation, and which was not sufficiently thick to absorb most of the energy of the laser pulse, was removed by using a 5% aqueous NaOH solution. All sample surfaces were then carefully cleaned with ultrapure water (resistivity $> 18 M\Omega cm$) obtained by using the Milli-Q™ UV Plus system, Millipore Co, Bedford, MA (see previous footnote).
footnote). Afterwards, aluminium electrodes suitable for TP were vacuum deposited on both sides. The thickness of the last deposited electrodes was in all cases 220 nm, as indicated by a Sloan thickness monitor (see previous footnote). Ag-filled epoxy (Duralco™ 120, Cotronics Co, Brooklyn, NY) was used to glue side αCC

where

thickness was $L$ (c) deconvolved electric field $E(z)$ filled epoxy (Duralco™ 120, Cotronics Co, Brooklyn, NY) by a Sloan thickness monitor (see previous footnote). Ag-last deposited electrodes was in all cases 220 nm, as indicated were vacuum deposited on both sides. The thickness of the samples A0 and B0. The penetration depth scale in (a) follows from the time scale according to $\sqrt{(2D_m t_m)}$, where $D_m = 3.8 \times 10^{-8} \text{m}^2 \text{s}^{-1}$. The arrow in (c) indicates the direction of heat propagation through the samples. a.u. means arbitrary units.

The electric-field distribution and the thermal parameters ($D, \kappa, H_L$) are determined by a combined deconvolution and variational procedure, consisting of successive deconvolutions, one for each set of thermal parameters. In this procedure, each deconvolution provides a value for the mean square of errors (MSE), defined as

$$MSE = \frac{1}{M} \sum_{m=1}^{M} d_m^2$$

where the residuals, $d_m$, are

$$d_m = q(t_m) - q(t_m, E).$$

The quantity $q(t_m)$ is the measured TP response for the discrete time $t_m$, and $q(t_m, E)$ is the TP response which is calculated for the deconvolved electric field with the same set of thermal parameters used for the actual deconvolution. By varying ($D, \kappa, H_L$) systematically, a global minimum in the minimized MSE was found. From this global minimum, the optimal thermal parameters ($D_{opt}, \kappa_{opt}, H_{L, opt}$) and the resulting electric field distribution $E(z)$ are obtained. Further details may be found elsewhere [11].

The data analysis range used for all deconvolutions was from $t_{min} = 100 \text{ns}$, corresponding to a minimum penetration depth of the heat pulse [19] of $\delta_{min} = \sqrt{2D t_{min}} \sim 90 \text{nm}$, where $D = 3.8 \times 10^{-8} \text{m}^2 \text{s}^{-1}$, to a maximal time, $t_{max}$, of 2 ms for the samples A and B, and 4 ms for the samples C and D. For samples A and B the number of measuring points was $M \sim 1500$, and for samples C and D this number was $\sim 1700$. In the deconvolution, the number of grid points, $N$, varied between 25 and 35. The statistical error bars for $E(z)$ give a 68% confidence limit.

3. Results

3.1. TP results

In figures 1–4, the TP response, $q(t)$, the residuals, $d_m$, and the electric field, $E(z)$, are plotted for the samples A, B, C, and D. The relative noise of $q(t)$, as determined in our deconvolution procedure [11], was between 0.2% and 0.3%. The largest $d_m$ values are only slightly greater than the noise amplitude indicating successful deconvolutions. Only in figures 1(b) and 2(b) are there slight deviations of the $d_m$ values from the noise-like behaviour.

The optimal thermal parameters are given in table 1. From the second column in table 1, an averaged diffusivity (with one standard uncertainty), $D_{av} = (3.8 \pm 0.7) \times 10^{-8} \text{m}^2 \text{s}^{-1}$, is obtained. The value $D_{av}$ is in agreement with prior results. By using surface temperature measurements [20], Bauer and Ploss found $D = 3.7 \times 10^{-8} \text{m}^2 \text{s}^{-1}$ for a 12.5 $\mu\text{m}$ thick FEP film, and $D = 5.3 \times 10^{-8} \text{m}^2 \text{s}^{-1}$ for a 25 $\mu\text{m}$ thick FEP film. In prior LIMM results [4], $D = 5.5 \times 10^{-8} \text{m}^2 \text{s}^{-1}$ was found. The values for the optimal thermal conductivity are slightly larger than the value

$$q(t) = \alpha C \int_0^L T(t, z)E(z) \, dz$$

where $\alpha C = \partial C/\partial T$ is the change of the sample capacity, $C$, with temperature. The thermal parameters, which are needed to determine the temperature increase $T(t, z)$ by means of the heat conduction equation [4], are the diffusivity, $D$, and the conductivity, $\kappa$, of the sample and the heat transfer coefficient, $H_L$, between sample and copper block through the glue layer.
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Figure 2. Same as in figure 1, but for AL and BL. The thickness was $L = 13 \mu m$. TP was applied to $z = L$.

Table 1. Values for the optimal thermal parameters determined from the TP responses shown in figures 1–4. The value $D_{opt}$ is the optimal thermal diffusivity, $\kappa_{opt}$ is the optimal thermal conductivity, and $H_{L_{opt}}$ is the optimal heat transfer coefficient between the sample and copper block through the glue layer. See text.

<table>
<thead>
<tr>
<th>Code for response</th>
<th>$D_{opt}$ $(10^{-8} \text{m}^2 \text{s}^{-1})$</th>
<th>$\kappa_{opt}$ $(\text{W} \text{m}^{-1} \text{K}^{-1})$</th>
<th>$H_{L_{opt}}$ $(10^4 \text{W} \text{m}^{-2} \text{K}^{-1})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A0</td>
<td>4.6</td>
<td>0.28</td>
<td>3.3</td>
</tr>
<tr>
<td>AL</td>
<td>3.4</td>
<td>0.24</td>
<td>4.6</td>
</tr>
<tr>
<td>B0</td>
<td>3.2</td>
<td>0.22</td>
<td>5.5</td>
</tr>
<tr>
<td>BL</td>
<td>3.2</td>
<td>0.22</td>
<td>5.5</td>
</tr>
<tr>
<td>C0</td>
<td>3.7</td>
<td>0.23</td>
<td>3.7</td>
</tr>
<tr>
<td>CL</td>
<td>4.6</td>
<td>0.20</td>
<td>4.6</td>
</tr>
<tr>
<td>D0</td>
<td>4.6</td>
<td>0.26</td>
<td>3.0</td>
</tr>
<tr>
<td>DL</td>
<td>3.2</td>
<td>0.23</td>
<td>3.3</td>
</tr>
</tbody>
</table>

0.19 W m$^{-1}$ K$^{-1}$ which can be found in manufacturer data sheets supplied with the samples. From $H_{L_{opt}}$ the thickness of the glue layers can be determined [11] and was found to vary among samples between 180 $\mu m$ and 330 $\mu m$ in agreement with measurement.

Figure 3. Same as in figure 1, but for C0 and D0. The thickness was $L = 26 \mu m$. TP was applied to $z = 0$.

3.2. TP charge distributions

In figures 5 and 6, the charge distributions, $\rho(z)$, corresponding to the slope of $E(z)$ are shown by open (for A0, B0, C0, and D0) and full (for AL, BL, CL, and DL) circular symbols connected by thin full curves. The results in figures 5 and 6 have a similar shape to the charge distributions in [4], but the present results are better resolved.

The TP responses of A0 in figure 1(a), D0 in figure 3(a), and CL in figure 4(a) have an extremum at short times, $t_{extr} = (1, \ldots, 12) \mu s$, which is equivalent to a peak in $E(z)$ close to the TP side at a heat-penetration depth $\delta_{extr} = \sqrt{\left(2D_{av}t_{extr}\right)} \sim (0.4, \ldots, 1.0) \mu m$ (see figures 1(c), 3(c), and 4(c)). From these sharp near-surface peaks in $E(z)$ follow NNSCLs for A0, D0, and CL, as may be seen in figures 5 and 6. Since a peak in the TP responses AL and BL in figure 2(a), B0 in figure 1(a), C0 in figure 3(a), and DL in figure 4(a) appears at longer times ($t_{extr} \geq 100 \mu s$), $E(z)$ has a broad peak or a broad plateau near the TP side. Thus no NNSCL is observed for samples B and C near $z = 0$ and for samples A, B, and D near $z = L$ (figures 5 and 6).
Figure 4. Same as in figure 1, but for CL and DL. Thickness was $L = 26 \mu\text{m}$. TP was applied to $z = L$.

Table 2. The time, $t_{\text{extr}}$, and the corresponding heat-penetration depth, $\delta_{\text{extr}} = \sqrt{2D_{\text{extr}}t_{\text{extr}}}$, where the TP response shows an extremum (part (a) in figures 1–4). For $D_{\text{extr}}$, the value $3.8 \times 10^{-4} \text{m}^2\text{s}^{-1}$ was used, see text. $\delta_E$ is the depth of the peak of the deconvolved electric-field distribution, $E(z)$ (part (c) in figures 1–4). The asterisks indicate samples with field distributions having a broad peak.

<table>
<thead>
<tr>
<th>Code for response</th>
<th>$t_{\text{extr}}$ (µs)</th>
<th>$\delta_{\text{extr}}$ (µm)</th>
<th>$\delta_E$ (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AO</td>
<td>2.0</td>
<td>0.4</td>
<td>0.2</td>
</tr>
<tr>
<td>AL</td>
<td>72</td>
<td>2.3</td>
<td>3.1</td>
</tr>
<tr>
<td>BO</td>
<td>43</td>
<td>1.8</td>
<td>2.8</td>
</tr>
<tr>
<td>BL</td>
<td>52</td>
<td>2.0</td>
<td>3.2</td>
</tr>
<tr>
<td>CO</td>
<td>300</td>
<td>4.8</td>
<td>1.2</td>
</tr>
<tr>
<td>CL</td>
<td>12</td>
<td>1.0</td>
<td>0.5</td>
</tr>
<tr>
<td>DO</td>
<td>9</td>
<td>0.8</td>
<td>0.6</td>
</tr>
<tr>
<td>DL</td>
<td>440</td>
<td>5.8</td>
<td>4.0</td>
</tr>
</tbody>
</table>

The depth of the peak of the deconvolved electric field, $\delta_E$, and the values $t_{\text{extr}}$ and $\delta_{\text{extr}}$ are summarized in table 2. A good agreement between $\delta_{\text{extr}}$ and the corresponding value $\delta_E$ can be observed.

A positive slope of $E(z)$ near $z = 0$ for A0, B0, C0, and D0, and near $z = L$ for AL, BL, CL, and DL means a positive charge near this side. The value $\delta_E$ expresses the depth to which the positive charge extends (of the order of 1 µm).

Since the slope of $E(z)$ decreases with $z$, the peak of the positive charge layer is actually at the surface. This positive charge may be either electrode charge or volume charge in the dielectric material (see also section 3.3).

The charge peaks obtained by primary-electron deposition in the bulk show the following: the peak depths determined by the TP method differ for TP incidence at 0 or $L$ and differ also from the depths obtained by LIPP. The apparent deviations can be explained as follows.

The temperature increases, $T(t, z)$, used for the deconvolution are determined under the assumptions that (i) the influence of the glue layer on $T(t, z)$ can be described by a heat transfer coefficient and that (ii) no temperature increase due to the TP takes place in the substrate. Assumption (i) implies a constant temperature gradient across the glue-layer thickness. This is probably not completely true because of its thickness of being greater than 100 µm. In our simple model, the heat flux from the dielectric into the copper block is overestimated, especially at longer times $t > \tau$. Also, assumption (ii) is not completely valid, even though copper blocks were used as substrates. A local temperature increase in the substrate at the glue/substrate interface would also cause a delay of the heat flux out of the sample.
Space-charge profiles in electron-irradiated fluoroethylene propylene modulus or density), and neglecting electrical filtering effects in the measuring circuit. Possible reasons for the uncertainty of the TP depths are discussed above. Note that thermal properties are assumed homogeneous (no distributed, radiation-induced changes).

The TP results reflect the expected high resolution on the TP-incident side and the diminished resolution towards the far side. Our simulations show [22] that the charge features near the surface of TP incidence, such as shown in figures 5 and 6, can clearly be resolved by our deconvolution procedure. With increasing distance from the TP-incident side, however, the spatial resolution decreases, see above. Apart from this, similarly electrode and irradiated samples give similar results: AO is similar to DO, BO is similar to CO (high resolution on irradiated side), AL is similar to DL, BL is similar to CL (low resolution because charge features are far from the TP-incident surface).

The NNSCL found from the TP data for A0 and D0 validate the corresponding LIPP peaks, also observed in older data [3]. The depth of these NNSCL is \(\sim 1 \, \text{µm}\), the resolution limit of the LIPP method. Negative charge could come (1) from secondary emission from the metal to the polymer and (2) from charge drift in the irradiated region of the sample. During charging with the electron beam, the beam is partially scattered by the electrode (Al foils are known to scatter electrons) and secondary electrons of lower energy than the primary ones are produced. The range of these secondaries in the sample is very short because of their lower energy and accordingly they are deposited at a shallow depth from the incident surface. In the absence of an electrode on the irradiated surface, these secondaries are not generated and only primary electrons enter the sample. The primary electrons are scattered much less by the polymer than by the electrode and thus produce much fewer secondaries in the sample. Furthermore, the charges can drift due to the finite resistance in the irradiated region promoted by the electric field between the deposited charge and the front-side electrode. It is presently not clear which of the two mechanisms causes the NNSCL.

A weak NNSCL found for CL by TP is not observed by LIPP. This discrepancy may be due to the fact that the TP sample is metallized at \(z = L\), resulting in an electric field in the surface region and thus in charge rearrangements. This is not possible in the LIPP sample which is unmetallized at \(z = L\).

The positive charge layers extending \(\sim 1 \, \text{µm}\) (value \(\delta_k\) in table 2) from the surface with a peak directly at the surface (see above), found by TP measurements, may be in the dielectric or on the electrode. From LIPP studies, such a layer within the dielectric can only be seen on an unmetallized surface. More studies are needed to identify the positive charge layers seen in the TP data.

4. Conclusions

Space-charge distributions in electron-beam-irradiated FEP (13 and 26 µm thickness) obtained with the LIPP and TP methods were compared. Charge peaks coincide with deviations in location of less than 2 µm, demonstrating the capabilities of the deconvolution algorithm used in this study. Also, negative near-surface charge peaks were detected in
some of the samples. The results show the strengths of the two methods: TP measurements provide large surface resolution while LIPP measurements have good resolution in the volume. Consequently, it is advantageous to apply both methods to the same sample.

Ideally, both measurements are performed on the LIPP equipment, where the short-time data \( t \leq L/v \) are representing the LIPP response, while the data at long(er) times \( (L/v < t \leq L^2/D) \) constitute the TP response. By using the LIPP equipment with its short light pulses for obtaining TP data, one can expect even better resolution near the incident surface. Also, such a set-up would be capable of determining charge distributions in non-organic electrets, e.g. silicon dioxide, with thicknesses in the sub-micrometre range.

In order to get better agreement between the charge distributions obtained by deconvolution of TP data and the directly measured LIPP responses, also for deep-lying space-charge peaks, two improvements for the TP method can be suggested for future work. Firstly, the thermal properties of the substrate have to be included in the temperature profile used as integral kernel in the deconvolution. Secondly, the glue layer has to be thinner in order to better fulfil the assumptions for the heat transfer.
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