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Abstract

This report summarizes the work of the Complex Systems Program within NIST’s Information Technology Laboratory. The Overview presents some background material and a high-level overview of the Program’s activities including significant technical accomplishments. The Projects chapter provides short descriptions of each of the projects which comprise the program. Programmatic Activities describes the activities taking place to manage the Program and enable inter-project interactions. Finally the Goals, Plans & Strategy Chapter presents strategic goals and objectives of the program.

For further information contact Sandy Ressler, NIST, 100 Bureau Drive, STOP 8940, Gaithersburg, MD 20899; phone (301) 975-3549, email: sressler@nist.gov or see the Program web site at: http://www.itl.nist.gov/ITLPrograms/ComplexSystems/.

Acknowledgements: Cover illustration created via www.wordle.net. Thanks to Ron Boisvert for allowing use of large portions from the ITL Mathematica and Computational Sciences Division yearly report, and thanks to Kevin Mills for vast appropriation from the Innovation in Measurement Sciences project presentations.
Overview

“Every now and then I like to lean out my window, look up and smile for a satellite picture.” - Steven Wright

Complex Systems are composed of large interrelated, interacting entities which taken together, exhibit a macroscopic behavior which is not predictable by examination of the individual entities. The Complex Systems Program seeks to understand the fundamental science of these systems and develop rigorous descriptions (analytic, statistical, or semantic) that enable prediction and control of their behavior. Initially focused on the Internet and Grid Computing, this Program will facilitate predictability and reliability in these areas. In the future we hope to apply these complex systems capabilities to other domains such as biotechnology, nanotechnology, semiconductors, and engineering which we would work with other laboratories at NIST.

The Complex Systems Program is one of eight programs in the Information Technology Laboratory. These programs represent the strategic direction for research and activities of the lab. In brief the other programs are:

Cyber and Network Security
Cybersecurity is focused on ensuring three IT system objectives: confidentiality, integrity, and availability. This Program addresses long-term scientific issues in some of the building blocks of IT security - cryptography, security testing and evaluation, security metrics, and security properties - providing a more scientific foundation for computer and network security, while maintaining a focus on near-term issues.

Enabling Scientific Discovery
Modern scientific research has become more and more dependent on mathematical, statistical, and computational tools. This Program promotes the use of these tools to dramatically advance our ability to predict the behavior of a broad range of complex scientific and engineering systems and processes. In particular, this Program focuses on inter-disciplinary projects that involve novel computational statistics and simulation methods and software.

Identity Management Systems
Identity management systems are responsible for the creation, use, and termination of electronic identities used to access logical and physical resources. This Program is pursuing the development of common models and metrics for identity management, critical standards, and interoperability of electronic identities. These efforts will improve the quality, usability, and consistency of identity management systems while protecting privacy.

Information Discovery, Use, and Sharing
This Program fosters innovation throughout the information life cycle by developing the measurement infrastructure to enhance knowledge discovery, information exchange, and information usability. The Program enables novel computational approaches to data collection and analysis to be combined with improved interoperability techniques to effectively extract needed information from the wealth of available data.

Pervasive Information Technologies
Pervasive information technology is the trend towards increasingly ubiquitous connected computing sensors, devices, and networks that monitor and respond transparently to human needs. This Program facilitates the creation of standards for sensor communication, networking interoperability, and sensor information security.

Trustworthy Information Systems
Trustworthy information systems perform as intended for a specific purpose, with operational resiliency and without unwanted side effects or exploitable vulnerabilities. This Program will improve the ability to model, produce, measure, and assess trustworthiness through innovative technologies, models, measurements, and software tools.

Virtual Measurement Systems
A virtual measurement is a quantitative result and its uncertainty, obtained by a computer simulation or computer-assisted measurements. This Program introduces metrology constructs, standard references, uncertainty characterization, and traceability into scientific computation and computer-assisted measurements to enable predictive computing with quantified reliability.

Context and National Needs
One important question we must answer is who cares about this “complex systems” work? In the context of IT networks there is a nearly 30 year history of unexpected failures:

- ARPAnet congestion collapse, 1980
- Internet congestion collapse, Oct 1986
- Cascading failure of AT&T long-distance network, Jan 1990
- Collapse of AT&T frame-relay network, April 1998
- Slammer Worm near collapse of several countries Internet access (Korea), Jan 2003
- Mass use of backup routes, 4000 Cisco routers cause 7hr downtime in NE Japan, May 2007

As society becomes increasingly dependent on IT networks these types of failures become increasingly expensive to recover from, and prediction is increasingly valuable.

No one understands how to measure, predict or control macroscopic behavior in complex information systems

“[Despite] society’s profound dependence on networks, fundamental knowledge about them is primitive. [G]lobal communication … networks have quite advanced technological implementations but their behavior under stress still cannot be predicted reliably.” (pp. 1)

“There is no science today that offers the fundamental knowledge necessary to design large, complex networks in such a way that their behaviors can be predicted prior to building them.” (pp. 3)

— Network Science, National Research Council, 2006

Network problems remain such that cascading failures of the power grid, Internet, phone and cable systems continue to occur. While the Internet was formed organically we really don’t understand its topology, therefore management is problematic and the impact of new services and protocols is unpredictable. There is no measurement science for these systems.

This program is an attempt to develop a measurement science for a broad collection of network systems.
Portfolio of Projects
The projects which comprise the Complex Systems Program interact and enhance each other in some way. The projects are meant to address a gap in research at NIST or an enhancement to a pre-existing project. Clearly, the IMS Measurement Science for Complex Information Systems forms the core of the program. (IMS, Innovations in Measurement Science projects are internally funded basic search projects.) In addition, the need to develop new core competencies is being addressed by three other small projects. Finally, an existing core competence (statistics) project was begun to explore new complex systems problems.

<table>
<thead>
<tr>
<th>Project</th>
<th>Gaps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measurement Science for Complex Information Systems</td>
<td>fundamentals, scale</td>
</tr>
<tr>
<td>Visualizing Networks</td>
<td>infoviz</td>
</tr>
<tr>
<td>Discrete Experimental Design Statistics</td>
<td>fundamentals</td>
</tr>
<tr>
<td>Multi-robot Performance</td>
<td>performance</td>
</tr>
<tr>
<td>Methods for Characterizing Complex Networks</td>
<td>attributes-scale</td>
</tr>
<tr>
<td>Complex Sys Fundamentals</td>
<td>fundamentals</td>
</tr>
<tr>
<td>Testbed</td>
<td>testing metrics</td>
</tr>
<tr>
<td>Complex Systems Study Group</td>
<td>fundamentals</td>
</tr>
</tbody>
</table>
Projects

“How does a project get to be a year behind schedule? One day at a time.” - Fred Brooks

ITL Division Participation in Complex Systems Program
The study of complex or "self-organizing" networks is a relatively young, yet active research area. Much of the focus is to determine how graphs from "real" phenomena (such as protein interactions, social networks, structure of the World Wide Web, etc.) differ from synthetic or "engineered" graphs that are constructed by design. Clearly they are different, but how? Three key metrics (clustering coefficient, graph diameter, and degree distribution) are commonly used in the literature, and these techniques have served as encouraging first steps, but further research is needed to yield more meaningful distinctions and truly understand the nature of these complex networks.

A fundamental question is what are the precise "real" graphs that are being used to drive these theories? Clearly, the conclusions being reached can be only as good as the quality and availability of the original data. Most papers provide little information about this, making any kind of comparison or verification of approaches difficult.

For example, a commonly studied collaboration network in the literature is the "Movie Actor" graph, where two movie actors are connected if they have worked together on the same movie. This information is usually culled from the Internet Movie Database (imdb.com). However, there is no single "Movie Actor" graph because this database is changing snapshot of the entertainment industry at any given time. Furthermore, what one chooses to count in their particular search (foreign films, documentaries, TV movies, specific epochs or genres) will affect the resulting graph. In fact, there are several of these "Movie Actor" graphs floating around in the literature, so a citation is not really meaningful unless it contains a timestamp and documentation of the specific queries used in its generation. A similar argument can be made for other association networks, such as co-author or citation graphs.

Another set of examples are networks based on the structure of the World Wide Web. In this case, each web page is a node and two pages are connected if there is a hypertext link from one to the other. These are typically generated by webcrawlers and can vary greatly depending on where they crawl and what decisions they make about what constitutes a "link" (e.g. do different anchors to the same page count as separate links?) how non-static pages are handled, what file types are processed, how robust it is with broken links and sloppy HTML pages, and so on. This list can be quite long, and each decision path will yield a different graph. On top of this, the Web is, of course, not a static entity. Many of the Web graphs out there provide few of these details and usually present only the topological structure (i.e. URLs removed) so it is difficult to confirm or validate them independently.

Similar concerns exist for graphs taken from other application domains. Often the data is incomplete, poorly documented, or missing pieces crucial to its description. There are ongoing debates about whether particular networks are really scale-free or not, or whether the conclusions of some papers are actually valid. Usually these concerns lie at the heart of how data was collected and analyzed.

Our motivation for developing a standard reference data set for complex networks is to provide a collection of public and well-documented "real-world" graphs that serve as a test bed of rigorously validated data which researchers can utilize to (1) verify and compare the algorithms and analysis of various approaches in the literature, (2) to ensure that everyone is using the same reference data in their studies, (3) to have one convenient location where one can browse and search for network graphs of various characteristics, (4) to provide a focal point for the research community to contribute and exchange network graphs from various application domains, and (5) to provide a testbed for development of software analysis tools (e.g., graphical
that will aid in the further development and research of complex networks.

In further aiding the understanding of such network systems, we have developed a set of software tools for working with mathematical graphs (Ngraph++) and processing and transforming data collections into various formats (e.g., Matrix Market, GraphViz, Matlab) for output and analysis. Ngraph++ 64 computes clustering coefficients and degree distributions for directed/undirected graphs. Although a small and simple library, it provides intuitive graph operations (subgraphs, unions, differences) and complex network features not commonly found in more complex packages. Together with various Python and scripting tools, and a reference dataset of network graphs, this forms a kernel package for analyzing complex network data in a portable and universal fashion.

**Outputs**

**Software**

NGraph++: a simplified graph library for the analysis of complex networks based on ANSI/ISO C++. Includes basic graph operations (construction, intersections, subgraphs) and algorithms for computing degree distribution and clustering coefficients. R. Pozo

**Data Reference Web Site**

"Complex Networks Data Sets," a site referencing several collections and data repositories of complex networks used in research. Includes graphs & data used by Barabasi, the Stanford WebBase projects, the Pajek collection of network graphs, email databases from Enron (social networks), and internet maps of Bill Cheswick.

**Presentations**

Feb 9, 2007 - Roldan Pozo, review of paper Statistical Mechanics of Complex Networks by Albert & Barabasi to NIST Complex Systems Study Group
Measurement Science for Complex Information Systems

Kevin Mills (proj lead) Daniel Genin, Christoph Dabrowski, Fern Hunt, Vladimir Marbukh, Don Cho Yeon, Dennis Leber, James Filliban

The Innovations in Measurement Science (IMS) project is the largest project in the Complex Systems Program and indeed forms the heart of the program. It consists of several highly interrelated sub-projects.

No one understands how to measure, predict or control macroscopic behavior in complex information systems. This threatens our national security and costs billions of dollars. Our purpose is to formulate and study selected models and problems involving dynamical systems that are of potential relevance to understanding the behavior of large and complex information systems. Unlike the physical sciences where there is a large body of measurable phenomena caused by naturally occurring forces, computer networks are human made and with haphazard development so salient measurement and metrics for explaining and predicting their behavior are not obvious. We seek to use the tools of dynamical systems and stochastic models to analyze networks of various topologies in an effort to understand how network topology and dynamics among and between the various layers of the network interact. A product of our efforts would be the theoretical foundation of tools for predicting and controlling network operation.

Simulated Behavior of MesoNet CTCP Model

Output from MesoNet a Mesoscopic Simulation Model of a Router-Level Internet-like Network

We are working to fill a gap that exists between detailed simulations and abstract mathematical models. Detailed simulations are difficult to parameterize and infeasible to use when simulating large topologies with many simultaneous TCP flows. Abstract mathematical models (such as fluid approximations), lose the identity of individual flows and packets and sacrifice the ability to model a network under changing conditions.

One other research group (at UC Santa Barbara) is also working to fill this gap. Their approach is to produce a hybrid model that computes probabilities of packet
losses and then uses those probabilities to assign losses to specific simulated TCP flows as time progresses.

The goal of these researchers is to produce simulations that can be verified against ns2 for small topologies. As described in the literature, their approach has been applied to a single-tier (Abilene backbone) network with up to 100 simultaneous TCP flows. The hybrid model includes sub-models for several proposed replacement congestion-control algorithms. The Santa Barbara research team considers investigation of alternate congestion-control algorithms to be a feasible application of their hybrid model.

Outputs
Papers

Software
MesoNet: A Mesoscopic Simulation Model of a Router-Level Internet-like Network, K. Mills
MesoNetHS adds six congestion-control algorithms for networks with high bandwidth-delay products; algorithms include: binary-increase control (BIC), compound TCP (CTCP), fast AQM scalable (FAST) TCP, H-TCP, high-speed TCP (HS TCP) and Scalable TCP (STCP), K. Mills, E. Schwartz and J. Yuan.

Presentations
Vladimir Marbukh, Towards Price Based Network Management and Provisioning , May 6, 2008, NIST Complex Systems Study Group
J. Filiben, Sensitivity Analysis Methodology for a Complex System Computational Model, 39th Symposium on the Inter-

Grid Simulation using Piece-wise Homogeneous Markov Chains
Christopher Dabrowski and Fern Hunt
This past year, C. Dabrowski and Fern Hunt have collaborated on the development of a Markov chain model of the operation of a large-scale computational grid system. Typically, large-scale discrete event simulation can be used to model the interaction of service providers and consumer clients as they enter into service agreements for the use of grid computing resources. Such simulations, particularly those that seek to accurately reproduce system behavior in detail, are computationally expensive; even simulating a single day takes many hours of CPU time. Nevertheless, there is a critical need for models that can provide rapid, and potentially scalable, simulations of large-scale grid systems. By varying key parameters and decision processes, such models can be systematically perturbed to produce alternative system execution paths and identify scenarios that lead to system failures or other anomalous behavior.

By representing the behavior of the large-scale grid model in seven system states, Dabrowski was able to create a piecewise homogeneous Markov chain that captured the evolution of a grid system over an 8-hour period. The resulting Markov chain representation served as a basis for the development of a perturbation scheme that could be used to model the impact on system performance caused by failure to meet key grid system quality of service guaranties. The Markov chain simulations compared very favorably with the results of large-scale grid simulations for the same scenarios. The range of system behaviors produced by the Markov chain simulations provided reasonable approximations for the results of the large-scale simulation (as measured by the job completion rate). Moreover, the perturbation method made it possible to identify changes to probabilities of state transitions that caused severe declines in system performance and to identify possible reasons for system failures. The Markov
chain simulations proved to be good predictors of the results of large-scale simulations and required less than two orders of magnitude compute time than the large-scale simulation.

**Outputs**

**Papers**


C. Dabrowski, Reliability in Grid Computing Systems. submitted to the journal Concurrency and Computation: Practice and Experience as part of a special issue on OGF work


**Analysis of a Distributed Protocol for Network Control**

*Fern Hunt, Vladimir Marbukh*

Congestion control is critical to the (smooth) functioning of modern communication networks in general and the Internet in particular. The goal of congestion control protocols is to allow many users to share network resources without causing congestion collapse. In addition, it is desirable to use as much of the available network capacity as possible and ensure some fairness among users. It was shown by Frank Kelly of the University of Cambridge, and later by many others, that achievement of these objectives can be represented as a problem of global optimization of system utility where some notion of fairness is expressed by a choice of utility function. Congestion control can then be seen as a distributed iterative solution to this problem (Lin and Shroff).

Recently Vladimir Marbukh considered the problem of appropriately routing traffic networks within the TCP/ AQM protocol and proposed the introduction of controls that randomly assign routes to traffic in a way that minimize the mean link load. A utility optimization problem was formulated that incorporates a random route allocation scheme, defined by a probability distribution whose degree of randomness is controlled. The distribution entropy was used to modulate between the two extremes of path specification; minimum cost path selection, as used in the OSPF routing protocol on one end and equiprobable path allocation on the other. Earlier, in simulations of a stochastic model, Marbukh and Klink showed that networks operating under a random allocation scheme displayed oscillatory behavior when the entropy approached zero — corresponding to minimum path cost routing, and non-oscillatory (called stable) behavior as the entropy increased passed a critical value.

A general model of network operation was derived under this congestion/routing control protocol as a solution of our optimization problem. The behavior of this model was examined for two sample topologies. Here we demonstrated the existence of equilibria that are determined by the link capacities and the topology of the network. Given a topology and set of link capacities there is a distinguished critical route distribution where one sees stable equilibrium behavior. This is maintained for distributions with larger entropy but unbounded behavior appears for distributions with smaller entropy. This is analogous to the simulation observations of Markbukh and Klink. We show that under smoothness assumptions on our objective func-
tion, equilibrium is the solution of the original optimization problem.

One of our examples, a five-link, three-route network, as simple as it is, shows a new phenomenon that is not present in a two link network — the first and simplest possible network. Using the route distribution entropy as a parameter it can be shown that the problem changes character once the entropy of the three route network reaches log 2, the largest entropy achievable by a two route network. This is illustrated in the figure on this page.

For entropies less than log 2, the region defined by the optimization problem is no longer convex. Thus for the problem we consider the range of route distributions is restricted to those that are not achievable by a simpler topology with two links.

Each allocation can be associated with a point in or on the equilateral triangle with an altitude height of 1. Here $\beta_1$, the perpendicular distance of the point to the horizontal base of the triangle is the fraction (or probability) of traffic sent to route 1. $\beta_2$, the perpendicular distance from the point to the left side of the triangle is the fraction allocated to route 2 and $\beta_3$, the fraction allocated to route 3 is the analogous distance for the right side. The entropy associated with an allocation, $H(\beta_1, \beta_2, \beta_3) = -(\beta_1 \log(\beta_1) + \beta_2 \log(\beta_2) + \beta_3 \log(\beta_3))$ provides an important quantitative description of its degree of randomness. In OSPF ($H = 0$), traffic is sent along a path defined by one of the vertices of the triangle. Equal cost multipath allocation is assigned to the center of the triangle and has the maximum value of $H = \log(3)$. Bands of points with the same value of $H$ (up to accuracy .001) are given the same color. The black band is associated with the critical value $H = \log(2)$, the maximum entropy for a network with 2 paths.

**Outputs**

**Papers**


**Presentations**


**Metastability in Complex Communications Systems**

Two projects in particular have addressed the concept of metastability. These are systems with multiple relatively stable equilibria, called metastable equilibria. A metastable system can move unpredictably and abruptly from one metastable state to another, between randomly distributed periods of stability. Often one of the metastable states is undesirable and can be viewed as a failure mode of the system. This was the case with the Internet congestion collapses of the early 1990's. Prediction of conditions under which metastability can arise and design of mechanisms for its control are topics of great practical interest.

**TCP Metastability and Cascading Failures in the Internet**

**Vladimir Marbukh**

Computer networks that provide the foundation for modern commerce are astounding in their complexity. Hundreds of millions of nodes interact in real time controlled by lean communication protocols. Unfortunately, unexpected macroscopic behavior, such as waves of network congestion and failure, have been observed in this large complex system. Such events have already led to the loss of opportunity and productivity valued in the billions of dollars. Our fundamental understanding of such behavior remains weak. It remains impossible to reliably predict the emergent collective behavior of the large complex interconnected systems that we can now readily build and deploy. The goal of this project is to develop and investigate realistic models of the Internet subject to flow control protocols. A preliminary analysis of a mean-field model with retransmissions induced by control feedback indicates the possibility of instability in cases thought to be stable from the analysis of simpler models.

The Transmission Control Protocol (TCP) controls data rates of the majority of Internet users. While a large number of TCP versions have been implemented, and even more versions have been proposed, all rely on
Explicit Congestion Notifications (ECN) as the indication of congestion on the end-to-end path. Under this protocol, each controlled TCP source increases its data rate until it encounters congestion as indicated by an ECN. Once an ECN is received, the source reduces its rate to reduce congestion. In this way the Internet operates as a distributed control system with feedback provided by Explicit Congestion Notifications.

High dimension, non-linearity and delays in the feedback loop make stability and performance evaluation of the Internet under TCP control a very challenging problem. Observations of the Internet, simulations of Internet fragments, and analytical modeling under simplifying assumptions, suggest that the TCP controlled Internet is stable under “normal” operating conditions.

Given the number of flows \( N = N_r \) carried on all feasible routes \( r \in R \), the equilibrium source transmission rates \( x_r \) can be approximated by the weighted \((\alpha, w)\)-fair rate assignment \([1]\),

\[
x_r = \left( \frac{W_r}{\sum_{l \in r} P_l} \right)^{1/\alpha}
\]

where the parameters \( \alpha, w_r > 0 \) characterize TCP version-specific fairness, and the parameters \( p_l \) represent the average rate of Explicit Congestion Notifications generated by links \( l \) on route \( r \). The average transmission rate of each TCP controlled Internet user is determined by the aggregate ECN rate from all links on the user’s route \( r \). For most widely used TCP versions, ECNs indicate packet losses and thus the parameters \( p_l \) in (1) represent the packet loss probabilities on links \( l \). When \( w_r = 1 \), the cases \( \alpha \to 0, \alpha \to 1, \) and \( \alpha \to \infty \) in (1) correspond, respectively, to a rate assignment which achieves maximum throughput, is proportionally fair, or is max-min fair. The case \( \alpha = 2 \) corresponds to the so-called TCP-Reno rate assignment in the case of small packet losses \( p_l \ll 1 \).

The number of active Internet users fluctuates over time, with each user alternating between active and silent periods, causing arrival and departures of flows carrying files, streaming voice and video. Markov models of fair bandwidth sharing (1) under arriving/departing flows have been proposed and analyzed in \([2,3,4]\). This analysis suggests that the Internet is stable under arriving/departing flows if the average exogenous file transfer load is less than the link capacity for all network links, that is,

\[
\rho_l^\text{def} = \frac{1}{C_l} \sum_{r \in \mathcal{R}} \Lambda_r b_r < 1, \quad \forall l \in \mathcal{L}.
\]

In (2) the average arrival rate of files to be transferred on route \( r \) is \( \Lambda_r \), the average size of these files is \( b_r \), the capacity of link \( l \) is \( C_l \), and hence the utilization on link \( l \) is \( \rho_l \).

Nevertheless, simulations \([5]\) have demonstrated that in the case when ECNs indicate lost packets, and thus parameters \( p_l \) in (1) indicate probability of packet loss, the network may be unstable even when conditions (2) are satisfied for all Internet links \( l \). The reason for the inconsistency between analytical modeling \([2,3,4]\) and simulations \([5]\) is that models \([2,3,4]\) do not account for retransmissions of lost packets, which TCP uses to ensure reliable transport.

The goal of our project is to develop and investigate realistic models of TCP controlled Internet under arriving/departing flows. A mean-field model which incorporates packet retransmissions has been proposed in \([6,7]\). The model accounts for additional link load due to packet retransmissions on links carrying packets dropped downstream and then retransmitted. This additional load increases with increase in the number of flows in progress, creating a positive feedback: sufficient increase in the number of flows in progress due to temporary load increase of fluctuation further increases the number of flows in progress, etc. Consistent with previous simulation results \([5]\), our preliminary stability analysis indicates that this positive feedback may cause model instability even when conditions (2) are satisfied. Model instability implies that the number of flows in progress grows unbounded in time resulting in congestion collapse. Of course, infinite growth of the number of flows in progress is an abstraction since in
the Internet demand drops as user dissatisfaction grows with the increase in the number of flows in progress.

Preliminary analysis [6,7] has also produced new findings. A large-scale TCP controlled network with exogenous load satisfying (2) has a desirable metastable, i.e., persistent but slowly changing, network state with a finite number of flows in progress. Despite the fact that eventually the network may become unstable resulting in infinitely growing number of flows in progress, on time scales of practical importance the network converges to the desirable metastable state if the initial number of flows in progress is sufficiently small. By analogy with phase transitions of the first kind, one may expect that eventual transition from desirable metastable state to congestion collapse occurs through process of cascading failures: supercritical local overload may spread over a major portion of the network causing global congestion collapse. Our preliminary results indicate that appropriately designed flow admission control can transform the desirable metastable state into a stable state, eliminating instability at the cost of a small flow rejection probability.

Current and future research involves the validation of model results, estimation of the stability margin of the desirable metastable state, and developing practical techniques for preventing cascading failures and the possibility of global congestion collapse. More long-term plans include investigation of the effect of specific TCP parameters, including fairness, on TCP stability and performance. Evaluation and balancing of the numerous trade-offs between TCP fairness, stability, performance and robustness under fixed and fluctuating sets of flows in progress are matters of significant and urgent practical importance for optimization and design of current and future versions of the TCP protocol.

References


Outputs

Papers


Presentations

D. Genin, Metastability and networks, Feb 26, 2008, NIST Complex Systems Study Group
Metastability in Cellular Networks

Vladimir Marbukh, Daniel Genin

Another system with potential for metastable behavior is the cellular communications network. Here metastability arises as the result of interaction between users with different resource demands (e.g. voice and video) and their migration in the network. Our models show that depending on the initial network state and exogenous load, the network may settle into one of several metastable states or wander among them erratically. In practice, neither situation is acceptable since the network operator needs to be able to guarantee a certain quality of service to her customers. Mean-field approximation allows us to predict the metastable states of the network, which may further be made globally unique and stable with admission control. In the future, it may be possible to put metastability to good use by allowing the network operator to select the operating network regime from a set of metastable states with the aid of admission control.

Outputs

Papers

Methods for Characterizing Complex Networks

Isabel Beichl(_proj lead) and Brian Cloteaux

A type of data of increasing importance in information-technology is one not based on continuum models but rather on connections between objects which can be-modeled as graphs or networks. Complex systems of this type arise in many applications, such as the power grid, the Internet, communication systems, and transportation systems, situations where resources are provided through restricted channels.

In order to quantify the security and reliability of complex IT systems, it is important to develop an underlying measurement science based on sound mathematical methods. Unfortunately, the size of real networks often makes exact measurement impossible. Thus, we are building efficient tools to approximate properties of real networks. An important aspect is the creation of realistic models to support research in this field. In particular, it is necessary to understand how real networks differ from random models.

Towards these goals, we have been developing new methods to generate random network models constrained to have a given degree sequence and s-metric. In addition, we are developing Monte Carlo methods and software based on sequential importance sampling for measuring properties of these networks. Applications considered have been counting the number of spanning trees of a graph and approximating the coefficients of the reliability polynomial.

A graph is a collection of nodes (or vertices) and a set of connections between them, called edges. The degree of a node is the number of edges that are connected to it. A graph is termed connected if there is a path between any two nodes. Graphs are very useful in modeling of interconnected systems in a wide variety of applications from communications to biology.

Network Model Generation. The theory of random graphs is well developed. However, many real world systems cannot be approximated using simple random graphs (the Erdős-Renyi model). One reason for this is that the distribution of nodal degrees of random graphs follows a Poisson distribution, whereas it has been shown that the degree distribution for many real-world systems follows a power law distribution. In other words, the probability $p$ of a node having degree $k$ is $p \sim k^{-\alpha}$ for some $\alpha$. Nevertheless, generating random graphs with a power law degree distribution is still not sufficient to model real networks. For any given degree sequence, there can be a large number of non-isomorphic graphs with that sequence.

We have shown that real networks can have very different properties from random networks with the same degree distribution. We demonstrated this by examining the structure of the autonomous systems (AS) topology of the Internet as measured at UCLA [6]. We compared this with a series of random graphs with the same degree sequence generated using an algorithm of Blitzstein and Diaconis [3]. The conclusion was that simple degree-based models do not capture important details contained in real world data.

Thus, network models need more structure to be realistic. To be able to further distinguish between networks with identical degree sequences, Li et al. [5] introduced the s-metric. This measures the connectedness of high degree nodes in networks having a power law distribution. Formally, the s-metric value for a graph $G$ is defined as

$$s(G) = \sum_{(i,j) \in E(G)} \omega_i \cdot \omega_j$$

where $E(G)$ is the set of edges and $\omega_i$ is the degree of vertex $i$.

We have developed a method to generate graphs with a given degree sequence and an s-metric close to a given target [1]. It uses a Monte Carlo technique called threshold acceptance. If we have a graph with a given degree sequence, we use random edge switches that do not change the degree sequence but can increase or reduce the s-metric. While the models generated this way are a definite improvement, they still do not cap...
ture certain critical structural details of the AS topology [2]. We are continuing to develop new methods for more accurate network modeling.

**Computing the Reliability Polynomial.** A simplified measure of the reliability of a network is its reliability polynomial. This function gives the probability that a network will remain connected given that each edge in it can fail independently with a probability \( p \). One definition for the reliability polynomial \( R \) of a connected graph \( G \) with \( n \) vertices and \( m \) edges and for the edge failure probability \( p \) is

\[
R(G; p) = \sum_{j=1}^{m} a_j (1 - p)^j p^{m-j}
\]

where \( a_j \) is the number of distinct connected subgraphs of \( G \) with exactly \( j \) edges.

The problem in using the reliability polynomial for network analysis has been the fact that determining the coefficients of the polynomial itself is computationally intractable. In fact, it has been shown that, in general, this problem is \#P-complete. Thus the best we can expect to do in general is to approximate the polynomial. Our current research has led to a new method to do this. Our approach has two advantages. First, while there are several algorithms that provide pointwise approximations of the polynomial, our approach approximates the polynomial coefficients themselves. Secondly, when compared to the known approximation method of Colbourn et al. [Estimating the Coefficients of the Reliability Polynomial], our method has shown much faster rate of convergence.

**Counting Spanning Trees.** A spanning tree in a graph is a set of edges such that each node is connected and there is no cycle in the edges (see Figure 10). The number of spanning trees in a graph can be a measure of reliability. As the number of spanning trees increases, the number of edges that need to be cut to disconnect the graph also increases (i.e., more spanning trees means many alternate paths between any two nodes).

In order to efficiently count the number of spanning trees in a network, we have developed a Monte Carlo method based on sequential importance sampling. The reason for creating an approximation algorithm to count spanning trees is slightly different than for estimating the reliability polynomial. There is an exact method to count all spanning trees of a graph in polynomial time. Unfortunately, this method becomes impractical for the size of the many of networks we measure. An example of a larger network that our new algorithm has let us analyze is the AS topology of the Internet. One instance of the AS topology, which we obtained from the UCLA Internet topology database, contained 24,567 nodes and 102,946 edges. Using our algorithm, we were able to compare random graphs to this AS topology in terms of number of spanning trees.
References

Outputs

Papers

Presentations
B. Cloteaux, "How can we reliably model massive networks?" postdoc poster presentation for Sigma Xi, NIST, January 14, 2008. Won best poster in mathematics and statistics.
B. Cloteaux - "Generating Network Models" August 27, 2008, IDA Center for Computing Sciences, Bowie, MD

Software
B. Cloteaux, A C++ implementation of a sequential importance sampling algorithm, created by us, for estimating the number of spanning trees in a graph, Sept. 2007.
B. Cloteaux, A C++ implementation of various network metrics including minimum vertex cover (MC). Uses several of the kernelization techniques of Langston et al. The kernelization method involves taking a graph G and producing a smaller graph G’, the kernel, with a value k such that MC(G) = MC(G’)+k. For the smaller G’ we solve for minimum vertex cover exactly, Feb. 2008.
Visualization of Network Dynamics

John Hagedorn, Cedric Houard, Judith Terrill (proj lead), Dong Yeon Cho

The Measurement Science for Complex Information Systems (IMS) project is producing vast amounts of data. This project will visualize the three classes of computer models of networks - micro, meso, and macro models specified in the IMS project. Sites on the network consist of provider sites, user sites, and directory sites. There are compute clusters at sites with multiple jobs and users. The micro model is very detailed with thousands of sites. It also has a spatial component with x,y,z values. The meso model is less detailed with multiple sites and no spatial component. The macro model consists of a single site with a single cluster with multiple jobs and users. The goal is to develop an understanding of the spatial and temporal behavior of the systems.

The goal of the visualization will be to assist in understanding the behavior of these systems. The visualization will combine in an informative way: direct visualization of the components of the network models and outputs of the models such as statistics and time series. The ability to interact with the models and their outputs will be included.

One frame from an animated visualization of a simulation of the “Abilene” network. On the left panel, the innermost nodes are the backbone routers, the next ring represents the subnet routers, and the outermost ring shows the leaf routers. On the right panel, the time series curves of the routers (one is currently selected) are displayed. On the right side, different options are available: numeric data display (top), superposed time series curves (middle); and diagram view (bottom).
This interaction will include the ability to develop other visualizations on the fly and the ability to conduct varying analyses on the data and display it along with the models. The visualization of the network model will be created, where possible, from a user specified set of descriptions of the model, outputs, and analyses. The visualizations will be created automatically from this file or set of files. This will provide a way to create visualizations from an arbitrary run of the models.

If it is possible to run the model on the visualization machine, additional visualization capability will be possible. For example, a set of runs that constitute a design of experiments could be specified and run, with the results summarized in the visualizations.

A cluster analysis of the differences in one time period from among 45 responses. The X axis represents congestion control algorithms. Each “small” figure represents one of 32 conditions applied to the 7 algorithms. Note that in condition 12 we see an identical response from each algorithm (due to no congestion on the network). Also note that in many of the conditions the largest distance graphed is from algorithm number 3 and the rest of the algorithms. Number 3 is the “FAST” TCP congestion control algorithm which performs markedly different.

**Outputs**

**Software**

DiVisa: a multi-dimensional visualization tool. Can read many types of data (simulation, statistics, text or numeric, etc.), and converters have been implemented to read several data formats without need for reformatting.

**Visualizations**

Complex System Testbed

Vincent Stanford (proj lead), Lukas Diduch, Imad Hamchi, Mathieu Hoarau, Antoine Fillinger

NIST Data Flow (NDF) System II provides abstractions for distributed data acquisition and processing. The NDF system is computationally powerful and we are investigating its use as a distributed compute platform for the computational needs of complex systems problems.

The NDF has been used successfully to conduct large scale scientific data collection and creation of research corpus for computer vision and spoken language research. It supports the acquisition and synchronization of multimodal input streams with hundreds of microphones and multiple high definition video streams distributed across many computers. It is a lightweight protocol capable of acquiring and transporting gigabit data streams on commodity hardware, and its computational metaphor can be adapted and extended to the needs of complex systems simulations, complex system simulation, and analysis of complex datasets from sensor nets, will necessarily involve the generation and acquisition of large amounts of data which will be processed by data driven computational arrays or grids.

The existing NDF computational infrastructure will need certain extensions to function as a testbed for complex systems studies. Broadly we see complex systems applications as computational grids with various capabilities embedded into the nodes.

Agent-based simulations show emergent phenomena when numerous simple agents interact to solve large problems. For example, Ant Colony Optimization (ACO) is an agent-based graph search architecture in which agents operate randomly as individuals until the population increases to a critical value where phase change to collaborative search with optimality properties emerges. Solving large problems using these methods requires large populations of agents. We have developed an architecture allows distributed multi-core hosts to increase the agent populations which scales almost linearly with the number of processors applied to the problem.
Large graphs can be searched using an agent-based technique called Ant Colony Optimization. Software agents simulate the stochastic trail marking used by biological ants for collaborative food foraging. The top images show random foraging; those at bottom show the transition to social foraging, which results in a near optimal path between the nest and the food source.

Outputs
Papers
Presentations

Software
The NIST Data Flow System II, a generic cross-platform middleware for parallel process and distributed computing. Distributed processing for multiple instances of Octave or Matlab computational engines for parallel matrix algebra needed in complex system simulations. Provided with the NDFS-II.
Distributed simulation architectures for the study of emergent behaviors in large populations of simple agents that form complex systems. The distributed processing was shown to support very large agent population capable of solving large combinatorial optimization problems. Provided with the NDFS-II.
The ant colony Engine that simulates the behavior that biological ant colonies show in nature when foraging for food and finding efficient paths from the nest to the food sources. Provided with the NDFS-II.

Visualizations
Distributed Ant Colony Optimization Simulation is a new method of parallelization based on the NDFS-II middleware. I. Hamchi
Bayesian Modeling Applications to Robot Simulation

Blaza Tomon

Probabilistic Graphical Models have become a popular tool in machine learning. They have been described (Jordan (1999) Learning in Graphical Models, MIT Press) as “a marriage between probability theory and graph theory” and as “a natural tool for dealing with two problems that occur throughout applied mathematics and engineering – uncertainty and complexity”. A probabilistic graphical model is a graph whose nodes are random variables and whose arcs indicate conditional dependence assumptions. Directed Graphical Models, also called Bayesian networks, incorporate causal relationships via these arcs. There is now a rich literature and a set of software tools on which to draw when applying these models to real life problems. In this project we propose to study these models and apply them to model the behavior of complex systems. Specifically, we will use these models to represent the behavior of multiple robots in USARSim (Urban Search And Rescue Simulator) directly, at a high level but realistically,

This is a graphical representation of a Bayesian network made up of five robots whose function is to perform one of two actions. They could either perform a seismic test to help assess the likelihood of oil being present or they could drill for oil. The machines are located in a large field where the a priori probability of oil is uniform throughout. It is likely that neighboring positions would have similar ground conditions and thus that the presence of oil at a particular location would increase the probability of oil at neighboring locations. This can be represented by the conditional probability tables of the Oil nodes. This is the origin of “cooperation” of the units of this complex system. An observation in the form of a test result at a single location is propagated through the system, updating via Bayes Theorem the marginal probabilities of oil at all of the locations. This has an effect on the choice of optimal action for many if not all of the units and thus is at the heart of the collective behavior of the system.
This chapter describes the activities of the Complex Systems Program office. Primarily these are meant to be a “value add” to the technical conducted by the individual projects. In addition these activities are meant to foster and stimulate a complex systems research community within NIST. All information is available at http://www.itl.nist.gov/ITLPrograms/ComplexSystems/
Image of the Month
Each month the program office produces a one page flyer to highlight the work of one particular project. The illustrations and text are intended to convey technical information to the layman and are not meant to be overly technical. March 2009 marks the one year anniversary of these images. All are available at:

http://www.itl.nist.gov/ITLPrograms/ComplexSystems/image.html
Complex Systems Study Group
An approximately bi-weekly series of meetings, open to all, covering topics of interest and relevance to the Complex Systems research community.

Complex Systems Study Group Seminar Series

Every other week the Complex Systems Study Group (CSSG) meets to discuss issues and topics relevant to the wonderful world of Complex Systems. The meetings are deliberately informal and all are welcome. For particular meetings participants make semi-formal presentations, and these are generally made available via links (in the deliverables section of this page) here. In addition every once in a while a formal Complex Systems Lecture Series talk is presented by someone outside of NIST (ComplexTalkPosters).

Coming Events - All talks in Bldg 225/B111 unless otherwise noted
  - Just imagine YOUR TALK HERE!

Past Events
  - May 8, 2008; 2:00PM - Vladimir Marbukh, Towards Price Based Network Management and Provisioning
  - Mar 17, 2008; 2:00PM (note this is a Monday) - Fern Hunt, Mathematical Modeling of TCP/IP protocols
  - Feb 26, 2008; 2:00PM - Dan Genin, Metastability and networks
  - Dec 12, 1:30PM (AML Lecture Room) - Tim Sauer, George Mason University, Analyzing Time Series from Chaotic System Part 1 and Part 2
  - Nov 16, 10:30AM - Vince Stanford, Stephane Degre, Lukas Diduch, Complex Systems Testbed Project - demos of simulations
  - Oct 31, 10:30AM - Isabel Biehl and Brian Cloteaux "Counting Spanning Trees"
  - Oct 17, 10:30AM - Dan Genin Percolation: Theory and Applications
  - Sept 26, 10:30AM - Vince Stanford, Time Series Prediction
  - Sept 17, 1:30PM - William Cheswick, AT&T Labs, 40 Years of Internet Security, Are We There Yet?
  - July 23, 1:00PM - Abhijit Deshmukh & Eduardo Misawa, NSF, overview of NSF complex systems plans
  - June 8, Loc Rm B, 1:00PM - Dave Tonozzy, Carnegie Mellon University, Cognitive Robotics
  - Apr 17 & May 1 - K. Sriniv, "Simulation Study of BGP Peering Session Attacks and Their Impacts on Internet Routing Performance"
  - Feb 9, 2007 - Roland Pozo, review of paper Statistical Mechanics of Complex Networks by Albert & Barabasi

Program Overview Brochure
A trifold brochure was produced to be used as “giveaways” to visitors. A thumbnail view of it follows:
Complex Systems Lecture Series
Occasionally the Program supports outside and significant internal speakers in an effort to keep abreast of relevant research and foster a robust research community. Some of the posters from past lectures follow:

**40 Years of Internet Security: Are We There Yet?**

*Firewalls and Internet Security*
*Second Edition*
*Repelling the Willy Hacker*

William Cheswick
AT&T Research

Monday Sept. 17, 2007
Red Auditorium
1:30PM

The third character ever transmitted on the Internet lasted the server, The Merck worm infected thousands of computers in 1988. Now infections are so widespread they are studied using the math of epidemics, or the economics of small countries. Where attacks used to be the domain of desperately anti-social teenagers seeking fame, the culprits and very real threat today come from dedicated businesses and organized crime with distinct profit motives, and governments seeking information and advantage.

Sailer and Sailer gave classic good security advice in 1975, but Sun and SGI seemed to ignore it in the 1990s and 1990s, and Microsoft certainly ignored it until 2000. Most of the attacks we see today date from the 1980s. Many of these problems (made from a few DoS vectors) are still present today.

We've built walled gardens so we say that it is sometimes unclear which side is outside, we've updated and patched countless billions of times, often replacing old bugs with new.

How bad is it, really? Are we making progress? Which technologies are likely to be technically and economically viable?

Part of the Complex Systems Lecture Series of the Complex Systems Program of ITL.
For more information, contact Sandy Rosen, x5349

**Analyzing Time Series From Chaotic Systems**

*An Introduction to Dynamical Systems*

Kathleen T. Alligood
Tim D. Sauer
James A. Yorke

December 12, 2007, 1:30 - 2:30p.m.
Bldg. 215-AML, Room C103-C106

The discovery of the prevalence of chaos in simple dynamical systems in the 1970s led to an array of new techniques for the analysis of data from complex systems. Methods for the approximation of fractal dimension, Lyapunov exponents, entropies, and other mathematical invariants, were developed, and new approaches to the standard time series analysis goals of prediction, noise reduction, and control were proposed.

The talk will begin with a historical survey of these ideas, developed during the 1980s and 1990s, and then discuss new directions that have been explored since then. In particular, we will focus on various open problems in the influence of network dynamics on real-world dynamics.
**TWIKI**

A standard TWIKI is used for the Program as a repository of knowledge and method for announcements (internal only).
Milestones and Plans

“Anyone who says businessmen deal in facts, not fiction, has never read old five-year projections.” - Malcom Forbes

Roadmap
Designed as a five year program we are following a development roadmap.

Potential Future Opportunities
- Intersection with predictive modeling
- Intersection with multi-scale modeling
- Specific metrics for particular National Needs
- Trusted publicly available data
- Mathematical descriptions of emergence and relationship to inverse and ill posed type problems.
- Are catastrophic failures the result of emergent behaviors?
Deliverables Data

“Underpromise; overdeliver” - Tom Peters

Papers

2008


7. C. Dabrowski, Reliability in Grid Computing Systems. submitted to the journal Concurrency and Computation: Practice and Experience as part of a special issue on OGF work.


Presentations


Status Report Fiscal Years 2007-2008 35
3. V. Marbukh, Towards Price Based Network Management and Provisioning, May 6, 2008 to Complex Systems Study Group


7. D. Genin, Metastability and networks, Feb 26, 2008 to Complex Systems Study Group

Software


3. MesoNetHS adds six congestion-control algorithms for networks with high bandwidth-delay products; algorithms include: binary-increase control (BIC), compound TCP (CTCP), fast AQM scalable (FAST) TCP, H-TCP, high-speed TCP (HS TCP) and Scalable TCP (STCP), K. Mills, E. Schwartz and J. Yuan.


6. NGraph++: a simplified graph library for the analysis of complex networks based on ANSI/ISO C++. Includes basic graph operations (construction, intersections, subgraphs) and algorithms for computing degree distribution and clustering coefficients. R. Pozo

7. DiVisa: a multi-dimensional visualization tool. Can read any kind of data (simulation, statistics, text or numeric, etc.), and converters have been implemented to read several data formats without need for reformattting.

8. The NIST Data Flow System II, a generic cross-platform middleware for parallel process and distributed computing.

9. Distributed processing for multiple instances of Octave or Matlab computational engines for parallel matrix algebra needed in complex system simulations. Provided with the NDFS-II.

10. Distributed simulation architectures for the study of emergent behaviors in large populations of simple agents that form complex systems. The distributed processing was shown to support very large agent population capable of solving large combinatorial optimization problems. Provided with the NDFS-II.

11. The ant colony Engine that simulates the behavior that biological ant colonies show in nature when foraging for food and finding efficient paths from the nest to the food sources. Provided with the NDFS-II.

12. B. Cloteaux, A C++ implementation of a sequential importance sampling algorithm, created by us, for estimating the number of spanning trees in a graph, Sept. 2007.
13. B. Cloteaux, A C++ implementation of various network metrics including minimum vertex cover (MC). Uses several of the kernelization techniques of Langston et al. The kernelization method involves taking a graph \( G \) and producing a smaller graph \( G' \), the kernel, with a value \( k \) such that \( MC(G) = MC(G')+k \). For the smaller \( G' \) we solve for minimum vertex cover exactly, Feb. 2008.

14. B. Cloteaux, A program for generating random graphs with a given degree sequence. Took code written in R by Joseph Blitzstein at Harvard, converting it to C++, and then optimizing it with the use of novel datastructures. These datastructures allowed the C++ program to run much larger cases than the original program. In particular, it could then handle the Autonomous Systems data from the UCLA database. Software has been released to J. Blitzstein (Harvard), C. Priebe (Johns Hopkins), J. Devinney (IDA Center for Computing Sciences), March 2008.

15. B. Cloteaux, Software to generate graphs with specified \( s \) values. These used the Monte Carlo technique of threshold acceptance, May 2008.

16. B. Cloteaux, Software to calculate the maximum \( s \) value for a set of graphs. This includes a new approximation technique we developed, namely a deterministic version of Blitzstein's algorithm to produce the upper bound, May 2008.

17. B. Cloteaux, Software to enumerate all graphs with a given degree sequence. Done for illustration purposes for small graphs, May 2008.


19. B. Cloteaux, Software implementing our algorithm, based on sequential importance sampling, to approximate the coefficients of the reliability polynomial of a graph, Sept 2008.


21. B. Cloteaux, Software to estimate specific values of the reliability polynomial. Uses Chernoff bounds to determine convergence. It produces a graph of connected probability vs edge probability, Sept 2008.

**Visualizations**

1. Animation of simulation of Abilene network. C. Houard, J. Hagedorn

2. Animations of firefly and pacemaker experiments on NDFS-II testbed L. Diduch

3. Distributed Ant Colony Optimization Simulation is a new method of parallelization based on the NDFS-II middleware. I. Hamchi