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Introduction

All forms of microscopy are being pushed to the limit by nanotechnology. [1,2] This is especially true for high-resolution scanning electron and helium ion microscopes, which are proving to be extremely useful for nanometer-scale imaging, characterization, and dimensional measurements. Excellent resolution is essential for imaging nanomaterials. Hence, there is a relentless quest to achieve better and better resolution with various electron and ion microscopes and to monitor and maintain these instruments to achieve the best possible performance levels.

The ability to resolve fine details with a microscope has greatly improved over the past 20 years. The resolution achievable with the newest scanning electron microscopes (SEMs) can now be at or below 0.4 nm [3] and for the scanning helium ion microscope (HeIM), 0.24 nm has been reported [4] To put this into perspective, the {111} crystal plane in silicon (Si) has 0.32 nm lattice spacing, so one cubic nanometer in the Si crystal contains only a few atoms. Therefore, an instrument must be performing at the highest level possible to resolve routinely the finest structures. Clearly, the instrument operator must also be functioning at a high level as well to achieve the best resolution and to prove that the instrument is capable of doing the work.

Determining the resolution achievable with a scanning electron or ion microscope is an elusive task. There are several definitions of resolution and a number of ways of calculating it. Only some of the methods are repeatable and none of them is accurate or traceable. With SEMs and HeIMs today it is impossible to resolve atoms in crystals like it is feasible in some transmission electron microscopes (TEMs), which would offer accurate resolution measurements. Still, the trained human eye is able to differentiate good images from inferior ones depending on their sharpness. [5] The capability of doing so in objective and repeatable ways will be discussed later in this paper.

A number of factors contribute to attainable resolution of an instrument such as the physics of the particle beam and the focusing ability of the electron or ion-optical column, the size and shape of the best focus, the conical angle of the beam, and the electron- or ion-distribution within the beam. The resolution also depends on the sample since the size and shape of the information volume, i.e. that region of the excited volume where the collected (generally) secondary electron signal originates. Moreover, the amount of noise present in the system plays an important role as well, because it limits the amount of information recoverable from the image generated by the microscope. In almost all practical cases, the focusing ability of the optical column is not the limit of the resolution, because other factors, including environmental effects, electro-magnetic fields, sample stage and beam drift, and vibration are also at work and may reduce the achievable resolution.

The Primary Electron and Ion Beams and Excited Volumes

The primary electron or ion beam is composed of a three-dimensional distribution of electrons or ions along and across the beam. It is generally thought to have a somewhat asymmetric double-conical shape, with the important half-angle parameter that defines the depth-of-field, and the disk of least confusion, where the best focus, i.e. the smallest spot size can be achieved. Figure 1 shows an idealized representation of the electron or ion beam on the left. In this case there is a 3 nm difference in the beam diameter at the top and at the bottom of the 100 nm trapezoid structure.

Narrower beams result in smaller differences. They also result in better depth-of-field. Figure 1 on the right shows the region (depicted as a small cylinder) where the sample can be considered in focus and its image sharp. This region, i.e. the depth-of-field diminishes with growing half angle and beam spot size.

Depending on the parameters used, the HeIM can produce a much narrower beam than the SEM because the ion source is a single atom. [6, 7] Therefore, the depth-of-field can be larger than the SEM even at high magnifications, thus resulting in a sharper image overall. The comparison of SEM imaging to HeIM imaging of the same sample of gold (Au) coated tin balls shown in Figure 2 illustrates this point. Note that the top of the large tin balls in the SEM image (left) is quite sharp, but smaller structures in the background are not as sharp to the eye. Contrast that with the HeIM image (right) where the tin balls are sharp in both the foreground and the background. [2] Even though both of the images were taken by collecting secondary electrons, they look different because of the differences between the two instruments, excitation beams, signal generation, and collection.

The signal from the SEM or the HeIM is a complex product of: 1) the interaction of the electron or ion probe, 2) the sample, 3) sample chamber geometry and chamber material, and 4) the electro-magnetic field present around the sample (either from the instrument itself or from sample biasing and charging). The
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three-dimensional electron or ion beam and the sample define the 3D information volume, which is that part of the 3D excited volume where the detected signals come from. Therefore, although imaging in the SEM or HeIM seems straightforward, this is in reality a rather complex affair. Additionally, for accurate dimensional measurements at the nanometer scale, sophisticated modeling methods that account for all the physical processes must be used to extract the shape and size of the sample structures of interest.

The differences in excited volumes of the SEM and the HeIM are illustrated in Figure 3. This figure schematically illustrates the current understanding of the nature of the excited volumes of the SEM (left) and the HeIM (right). This volume is where the important beam-specimen interactions take place. The SE escape depth is the region from whence the secondary electrons have enough energy to leave the sample surface. The escape depth can be a few nanometers to up to 10 nm, depending on the sample material. For metals it is thinner, for insulators it is generally larger.

The size and shape of the excited and information volumes along with the secondary electron (SE) generation efficiency and location are important for another reason. The amount of surface-related information collected is directly dependent on these factors. Those secondary electrons that carry information about the finest details of the sample are generated by the primary electrons or ions at the point where the beam hits the sample. These are the so-called SE1 electrons. The secondary electrons that are created by energetic electrons or ions backscattered within the sample and leave the sample are called SE2 electrons. Because of the size and location of the region they emerge from, SE2 electrons do not carry information about the finest sample details; in fact, it is thought that they can emerge from a much larger area around the point of impact of the primary beam. The size of this area depends on the primary excitation energy, the shape, and the material composition of the sample and could reach over more than a micrometer. Electrons are also generated by the backscattered electrons or ions that leave the sample and hit some other material within the sample chamber. These secondary electrons are called SE3. Again, these do not carry information about finest sample details. The well-focused beam always generates SE1 electrons, but the amount and the ratio of SE1 and SE2 and SE3 electrons have a profound effect on the appearance and the amount of fine details of the secondary electron image. This is especially true in the case of the HeIM. In the HeIM, secondary electrons are produced at (or very near within the escape depth of the SEs) the point of initial interaction with the sample and thus, are equivalent to SE1 electrons of the SEM. These initial SEs are generated in large numbers and produce images with strong and familiar topographic contrast, which are very similar to the secondary electron images obtained from an SEM. But, in the HeIM, in many instances, the surface detail is enhanced because, contrary to the SEM interactions it is believed that the ion beam passes much more deeply into the sample matrix and few SE2 or SE3 type electrons characteristic of the SEM are generated. The flood of SE2 and SE3 electrons resulting from the backscatter of electrons in the SEM can to some extent “wash-out” surface detail potentially resolved by the electron beam. This does not occur in the HeIM resulting in enhanced surface detail. Figure 4. shows an example for the rich surface details provided by the HeIM, even at high landing energies.

Figure 2. 5 keV landing energy SEM image of an Au-decorated tin ball sample (left). The same sample imaged in high vacuum with 31 keV landing energy HeIM (right). The field of view for both micrographs is 1.5 μm.

Figure 3. Schematic illustration of the excited volumes of the SEM (left) and the HeIM (right), where the beam-specimen interactions take place. The SE escape depth is the region from whence the secondary electrons have enough energy to leave the sample surface.

Figure 4. 35 keV landing energy HeIM SE image of a contaminated Al marker showing excellent surface details and depth of field. The field of view is 2.5 μm (Courtesy of Carl Zeiss SMT).
Resolution Measurements for the Scanning Electron and Ion Microscopes

SEMs, historically, have been used primarily for generating images, and for x-ray microanalysis. In recent years, specialized instruments have been developed and are used routinely for high-speed dimensional measurements in the production lines of integrated circuit manufacturers. HeIMs are relatively new and mostly used for imaging. Other analytical methods are still in development.

As stated above, one of the most important SEM or HeIM parameters is the spatial resolution of the image. All these instruments are characterized by some kind of best attainable, guaranteed resolution. Resolution is one of the key parameters for instrument acceptance at and after installation and for tracking the daily performance of the instrument. Yet, it is one of most elusive and least understood parameters. The measured "spatial resolution of the SEM (or HeIM)" is a highly simplified numerical representation of the complex imaging system and imaging process of these instruments. Today, manufacturers use various methods to "prove" the resolution of the instruments. One common approach is the measurement of the gap between two very fine particles or structures. Figure 5 shows an example of the gap-based resolution measurement. Usually evaporated gold-on-carbon, platinum-palladium-carbon or gold-evaporated magnetic tape samples are used for this measurement. Once the magnification or scale is correctly calibrated, an image is taken at a suitably high magnification and finally the width of the smallest gap is found, measured, and presented as the best resolution of that instrument.

Alternative methods include the calculation of transition of the video signal using pre-set values (e.g. 25 % to 75 %). Figure 6 shows the scanning helium ion microscope image of an asbestos fiber on a thin holey carbon foil sample. This signal transition-based resolution measurement yielded 0.24 nm resolution. In the past, other software algorithms were developed to lessen the effects of the human factor in the measurement. Such algorithms were initially published by Postek and Vladar [5], Vladar et al. [7], Zhang et al. [8], and by Joy [10].

Image Sharpness International Standard Development

High instrument resolution is the “holy grail” of scanning electron and ion microscopy. The goal is to be able to see and measure the smallest details on the samples. Table 1 shows the manufacturer specified resolution values of four contemporary scanning electron and ion microscopes installed within the Precision Engineering Division of NIST. The methods used in obtaining these specification numbers are diverse (as described above) and none of them are “accurate” or traceable to internationally

Figure 5. Example of a gap-based resolution measurement on Pt-Pd-on-carbon sample. The arrow points to a 0.4 nm gap on an image taken on an in-lens high resolution field emission SEM. The image shown proves that its resolution specification was met. The field-of-view is 160 nm (Courtesy of Hitachi High Technologies).

Figure 6. Example of a signal transition-based resolution measurement on an asbestos fiber on a thin holey carbon foil sample. The quoted resolution is 0.24 nm on an image taken on an Orion Plus HeIM. The field-of-view is 200 nm (Courtesy of Carl Zeiss SMT).

Figure 7. Computerized calculation-based resolution measurement method showing 0.65 nm spatial resolution performance of the SEM. Note the circular beam shape in the center of the image. The field-of-view of the Pt decorated gold-on-carbon sample is 512 nm.
accepted standards today. Clearly, this makes direct comparisons very complicated. Standardization of instrument performance is one of the goals of the NIST Manufacturing Engineering Laboratory’s Nanomanufacturing and Next-Generation Metrology Programs; for which understanding the overall behavior of the individual instruments is indispensable. The four instruments measured all reside in environmentally stable laboratories within the NIST Advanced Measurement Laboratory. All of the manufacturers have generously collaborated with NIST to maintain these instruments at the highest possible levels of performance.

### Table 1. The resolution measurement results obtained on four different instruments located in NIST. The data reported in the table were obtained by the use of proprietary software, which is currently under evaluation at NIST. The data for the median measured were obtained over many weeks.

<table>
<thead>
<tr>
<th>Manufacturer Specification (nm)</th>
<th>Best Measured (nm)</th>
<th>Median of Measured</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instrument 1</td>
<td>0.9</td>
<td>0.65</td>
</tr>
<tr>
<td>Instrument 2</td>
<td>0.4</td>
<td>0.38</td>
</tr>
<tr>
<td>Instrument 3</td>
<td>0.8</td>
<td>0.7</td>
</tr>
<tr>
<td>Instrument 4</td>
<td>1.0</td>
<td>0.8</td>
</tr>
</tbody>
</table>

Table 1 represents a snapshot in time and as technology improves, so will the instruments’ resolution. Instrument resolution is constantly being improved upon by instrument manufacturers. Therefore, resolution has been and will remain a fiercely competed specification by the instrument manufacturers. As stated above, using the conventional method for evaluating the image resolution, the gap distance of the neighbouring particles in the image is measured by the human eyes based on the sharpness at the edges of these particles. This may result in error due to the human interaction in the procedure. As stated above, more objective image analysis methodologies have been published and have been applied in order to remove human error from the procedure [5,8,9,10] and manufacturers have begun developing computer-based performance-monitoring embedded within their instruments. All of these must be fully tested to ensure that they are highly robust and repeatable and the analysis is appropriately and fairly undertaken. Recently, the development of a new standard for the evaluation of image sharpness has begun at the International Organization for Standardization (ISO) [10]. Currently, a working committee of ISO is reviewing a draft documentary standard of software programs for the evaluation of image resolution in the SEM and HeIM.

Table 2 presents the results obtained with various software programs, including the ISO candidate algorithms, on some images obtained by various SEM and HeIM instruments. This evaluation is based on the full-size versions of the images in Figure 8, and it is very limited in its scope. The sharpness values are reported in pixels, which were converted into a resolution-related number in nanometers using appropriate pixel/nanometer values.

### Table 2. The results of four image sharpness and resolution calculation algorithms.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Image 1</th>
<th>1 pixels</th>
<th>Image 2</th>
<th>2 pixels</th>
<th>Image 3</th>
<th>3 pixels</th>
<th>Image 4</th>
<th>4 pixels</th>
<th>Image 5</th>
<th>5 pixels</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0.95</td>
<td></td>
<td>0.92</td>
<td></td>
<td>0.95</td>
<td></td>
<td>0.95</td>
<td></td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.91</td>
<td></td>
<td>0.93</td>
<td></td>
<td>1.26</td>
<td></td>
<td>1.31</td>
<td></td>
<td>1.26</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.95</td>
<td></td>
<td>0.92</td>
<td></td>
<td>0.95</td>
<td></td>
<td>0.95</td>
<td></td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.91</td>
<td></td>
<td>0.93</td>
<td></td>
<td>1.26</td>
<td></td>
<td>1.31</td>
<td></td>
<td>1.26</td>
</tr>
</tbody>
</table>

It is clear from these data that the numbers computed using each method are different, as there are no universal, accurate methods for sharpness and resolution measurement yet. As our knowledge improves, it will be possible to get these results closer to each other. The correlation coefficients among the various methods are: Method 1 to Method 2 is 0.97, to Method 3 is 0.88 and to Method 4 is 0.87. All show high levels of correlation among the results obtained on images of a very diverse set of samples, taken at various magnifications and on different SEM and HeIM instruments.

Despite the limited nature of this evaluation and the obvious numerical differences, each software program gives a credible performance judgment on the relative sharpness characteristics among the nine images. The results indicate that successful tracking of image sharpness is indeed possible. Further improvements and the adoption of consistent sample types and measurement conditions will improve the correlations and tracking of image sharpness and resolution measurements.

![Figure 8. Image series used for the evaluation of image sharpness calculation software candidates. All high-resolution secondary electron images were obtained with the instruments listed in Table 1 and at various landing energies. The field-of-views are shown at the bottom of the images.](image-url)
Summary

For SEMs and HeIMs, there is more to resolution determination than simply laying a ruler on a micrograph and measuring the distance between two points. The resolution of these instruments is a more complex phenomenon than the resolution of the classical light microscope or transmitted electron microscope. Clearly, resolution performance is a very important issue and vast improvements in instrument design have strongly contributed to advances over the past several years. Improved lens designs and illumination sources have been the main contributors to increased instrument performance. Still, the SEM resolution is a function not only of the instrument design, and instrument operating conditions, but also of the material being viewed to demonstrate the performance of the instrument. Particle beam and sample interactions and the signal collection are major factors as well. Hence, sample choice plays a significant role in demonstrating the performance of an instrument. It is also known that the instrument resolution depends upon the materials composition of the sample. For that reason, specialized samples have been developed for the demonstration of resolution capabilities. These samples have had to evolve as did the instruments. For fair evaluations, one must also keep in mind that one sample may work better than another for a specific instrument or a particular set of operating conditions.
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High Performance Hyperspectral Imaging Solutions for the Life Sciences

ChromoDynamics’ patented acousto-optic tuneable filter (AOTF) imaging module fulfils the promise of multispectral and hyperspectral imaging through unmatched spectral flexibility and switching speeds.

The AOTF is a high-speed, random access solid state optical filter with an adjustable optical bandpass. ChromoDynamics’ proprietary AOTF technology delivers diffraction limited image quality with variable bandwidths from 1.5 to 25 nm. Wavelength switching time, including computer control overhead, is less than 100 microseconds.

The performance capabilities of this technology make it ideally suited for high-content, high-throughput fluorescence studies, as well as spectral transmission and reflectance imaging. Potential applications range from live cell and whole animal studies to fixed slide clinical diagnostics.