Generalized Temperature Measurement Equations for Rhodamine B Dye Solution and Its Application to Microfluidics
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Temperature mapping based on fluorescent signal intensity ratios is a widely used noncontact approach for investigating temperature distributions in various systems. This noninvasive method is especially useful for applications, such as microfluidics, where accurate temperature measurements are difficult with conventional physical probes. However, the application of a calibration equation to relate fluorescence intensity ratio to temperature is not straightforward when the reference temperature in a given application is different than the one used to derive the calibration equation. In this report, we develop and validate generalized calibration equations that can be applied for any value of reference temperature. Our analysis shows that a simple linear correction for a 40 °C reference temperature produces errors in measured temperatures between –3 to 8 °C for three previously published sets of cubic calibration equations. On the other hand, corrections based on an exact solution of these equations restrict the errors to those inherent in the calibration equations. The methods described here are demonstrated for cubic calibration equations derived by three different groups, but the general method can be applied to other dyes and calibration equations.

The temperature-sensitive nature of molecular fluorescence has been employed in a variety of research and industrial applications to provide spatial and temporal measurements of temperature. This approach is particularly suitable for temperature sensing in small volumes (e.g., microfluidic channels), hostile environments (e.g., microwave-irradiated system), or high-voltage systems where macroscopic physical probes have limited utility. The temperature measurement is based on measuring fluorescence intensity ratios. A suitable dye can be selected for a specific application as the fluorescence intensity of many fluorescent dyes is temperature dependent. As well as a mixture of two fluorescent dyes, each having different temperature dependency, have been used for measuring fluid temperature. For a single fluorophore system, the fluorescence intensity is typically measured at a known reference temperature, which is later used to normalize the intensity measured after heating the medium to an unknown temperature. The temperature is extracted by substituting the normalized intensity into a calibration curve.

For lab-on-a-chip applications, the use of dilute solutions of a temperature-sensitive fluorescent dye, particularly Rhodamine B (RhB), has become very popular for optical measurement of temperature distributions. RhB is a fluorescent, water-soluble compound with an absorption peak at 554 nm, an emission peak at 576 nm, and a temperature dependent fluorescence quantum yield. The chemical properties of RhB have been studied extensively; its high temperature sensitivity, negligible pressure sensitivity, and nominal pH-independent absorption above pH 6 have been widely employed in a variety of fluidic applications. For example, Ross et al. have demonstrated the use of a RhB dye solution for measuring temperatures in microfluidic channels with high spatial and temporal resolution. Erickson et al. have employed a RhB solution to examine in-channel temperature and flow profiles at a T-shaped microchannel intersection during electrokinetic pumping. Seger-Sauli et al. have used a RhB dye solution in microchannels to investigate temperature induced risks for hyperthermic stress or cell damage. Fu et al. have utilized a RhB solution to characterize the temperature field resulting from resistive microheaters embedded in a poly(dimethylsiloxane) (PDMS) microchip. While RhB has been commonly used for temperature measurement in aqueous environment, Samy et al. have recently shown that absorbed RhB dye molecules in a PDMS
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For convenience, this information is summarized in Table 1. Each 1 mmol/L RhB solution prepared in DI water, respectively.

<table>
<thead>
<tr>
<th>[RhB] (mmol/L)</th>
<th>[buffer] (mmol/L)</th>
<th>pH</th>
<th>$A_0$ (°C)</th>
<th>$A_1$ (°C)</th>
<th>$A_2$ (°C)</th>
<th>$A_3$ (°C)</th>
<th>$T_0$ (°C)</th>
<th>RT (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ross et al.</td>
<td>0.1</td>
<td>20</td>
<td>9.4</td>
<td>132</td>
<td>−250</td>
<td>220</td>
<td>−79</td>
<td>23</td>
</tr>
<tr>
<td>Fu et al.</td>
<td>0.05</td>
<td>25</td>
<td>8.5</td>
<td>149.15</td>
<td>−317.84</td>
<td>323.41</td>
<td>−131.84</td>
<td>22.88</td>
</tr>
<tr>
<td>Samy et al.</td>
<td>1.0, 5.0</td>
<td>none</td>
<td>N/A</td>
<td>141.53</td>
<td>−250.25</td>
<td>228.02</td>
<td>−96.904</td>
<td>22.396</td>
</tr>
</tbody>
</table>

* The coefficients ($A_n$) of the third order polynomials fitted to the measured normalized fluorescence intensity versus temperature reported by those authors, the temperature $T_0$ given by their polynomials when the normalized fluorescence intensity ratio = 1.0, and the room temperature RT used for normalization. The calibration curves that are produced by the different polynomials for the different RhB chemistries used by these authors are plotted in Figure 1 for comparison.

Even though the temperature-sensitivity of fluorescent dyes has been utilized in a variety of applications, the calibration equations that are currently available for computing temperature relate the fluorescence intensity at an unknown temperature to the intensity at only one particular reference temperature. Such relations are not directly applicable to applications requiring a different reference or initial temperature. The purpose of the present correspondence is to generalize existing single-dye calibration equations, extending their use to fluorescence intensity data normalized to reference temperatures other than those for which the original calibration equations were derived. Two methods are described in detail: one is approximate while the other, based on solution of a cubic equation, is an accurate mathematical treatment that does not incur errors beyond those already inherent in the calibration equations. Finally, the uncertainties in the existing calibration equations as well as the potential for improved accuracy are discussed.

**GENERALIZATION OF RHODAMINE B TEMPERATURE EQUATIONS**

Let $S(T)$ represent the signal received from a fluorescence detection system observing a small volume of fluorescent species at temperature $T$ and let

$$I_{RT}(T) = S(T)/S(RT)$$

represent the fluorescence intensity ratio normalized to the signal measured at nominal room temperature RT.

Ross et al. measured $S(T)$ for 0.1 mmol/L RhB in 20 mmol/L carbonate buffer from 15.9 to 90.4 °C. Fu et al. measured $S(T)$ for 0.05 mmol/L RhB in 25 mmol/L carbonate buffer solution from approximately 23.5 to 95 °C, and Samy et al. measured $S(T)$ of 30 and 60 µm thick PDMS thin films that had been immersed in 1 and 5 mmol/L RhB solution prepared in DI water, respectively. For convenience, this information is summarized in Table 1. Each author normalized the fluorescence intensity acquired from an thin film can be used for whole chip temperature measurement.

However, this absorption of dye molecules depends on a number of factors including the pH, buffer ion concentration, and temperature, to name a few, and can lead to erroneous results and affect overall reliability and repeatability of the measurement if improperly treated. Glawdel et al. have addressed this issue by removing the unwanted fluorescence from absorbed dye molecules by photobleaching the area of interest prior to making temperature measurements.

Even though the temperature-sensitivity of fluorescent dyes has been utilized in a variety of applications, the calibration equations that are currently available for computing temperature relate the fluorescence intensity at an unknown temperature to the intensity at only one particular reference temperature. Such relations are not directly applicable to applications requiring a different reference or initial temperature. The purpose of the present correspondence is to generalize existing single-dye calibration equations, extending their use to fluorescence intensity data normalized to reference temperatures other than those for which the original calibration equations were derived. Two methods are described in detail: one is approximate while the other, based on solution of a cubic equation, is an accurate mathematical treatment that does not incur errors beyond those already inherent in the calibration equations. Finally, the uncertainties in the existing calibration equations as well as the potential for improved accuracy are discussed.

### Table 1. Properties of Different RhB Solutions Used by Three Different Authors for Fluorescence-Based Temperature Measurements

<table>
<thead>
<tr>
<th>[RhB] (mmol/L)</th>
<th>[buffer] (mmol/L)</th>
<th>pH</th>
<th>$A_0$ (°C)</th>
<th>$A_1$ (°C)</th>
<th>$A_2$ (°C)</th>
<th>$A_3$ (°C)</th>
<th>$T_0$ (°C)</th>
<th>RT (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ross et al.</td>
<td>0.1</td>
<td>20</td>
<td>9.4</td>
<td>132</td>
<td>−250</td>
<td>220</td>
<td>−79</td>
<td>23</td>
</tr>
<tr>
<td>Fu et al.</td>
<td>0.05</td>
<td>25</td>
<td>8.5</td>
<td>149.15</td>
<td>−317.84</td>
<td>323.41</td>
<td>−131.84</td>
<td>22.88</td>
</tr>
<tr>
<td>Samy et al.</td>
<td>1, 5</td>
<td>none</td>
<td>N/A</td>
<td>141.53</td>
<td>−250.25</td>
<td>228.02</td>
<td>−96.904</td>
<td>22.396</td>
</tr>
</tbody>
</table>

two authors can be explained by the different physical medium and local environment used in the measurements.

**GENERALIZED CALIBRATION EQUATION**

As mentioned previously, the fluorescence intensity measurement at a reference temperature in the vicinity of 23 °C for normalization purposes is not always practical. For instance, some applications require rapid temperature cycling of fluidic solutions where the cycling temperatures of interest are significantly different from 23 °C. In these situations, it is useful to calculate the fluorescence intensity ratio at a convenient reference temperature, 

\[ I_{T_1} = I_{T_1}(T) = S(T)/S(T_1) \]  

While it might appear plausible to use \( I_{T_1} \) in eq 2 instead of \( I_{TR}(T) \) and to add \( T_1 - T_0 \) to the result to estimate the temperature, this process will add some excess error to the calculated temperatures as shown in Figure 2 for the calibration equations of Ross et al., Fu et al., and Samy et al., respectively. Notice that the excess error introduced by this procedure is zero when \( T_3 = T_1 \), but that this error can be larger than ±1 °C in certain temperature regions for some values of \( T_1 \) for all three calibration equations. Also, the error introduced by this simple procedure is more serious for the calibration equation of Samy et al. than for the other two calibration equations.

With a different procedure, it is possible to eliminate all excess error except that inherent to the calibration equations themselves. For this case, we generalize the normalized fluorescence intensity by rewriting it as

\[ I_{RT}(T) = \frac{S(T)}{S(RT)} = \frac{S(T)}{S(T_1)} \frac{S(T_1)}{S(RT)} = I_{T_1}(T)I_{RT}(T_1) \]  

where \( T_1 \) is any convenient known reference temperature. Therefore, if \( I_{T_1}(T) \) data have been measured where \( T_1 \) is not the reference temperature used in deriving the calibration equation, then \( I_{RT}(T) \) can be calculated for use in eq 2 from eq 4, where \( I_{RT}(T_1) \) can be obtained from the real solution\(^{22}\) of the cubic equation

\[ 0 = A_3I_{RT}^3(T_1) + A_2I_{RT}^2(T_1) + A_1I_{RT}(T_1) + A_0 - T_1 \]  

with the values of \( A_n \) as listed in Table 1 and

\[ I_{RT}(T_1) = \frac{-A_2}{3A_3} + (R + \sqrt{D})^{1/3} + (R - \sqrt{D})^{1/3} \]

\[ D = Q^3 + R^2 \]

---

**Figure 2.** The excess temperature error (beyond that inherent in the relative fluorescence versus temperature calibration equations) produced by estimating temperature using \( T_1 \) instead of \( k_0 \) in eq 2 and adding \( T_1 - T_0 \) to the final result. (A) The calibration equation published by Ross et al., (B) the calibration equation published by Fu et al., and (C) the calibration equation published by Samy et al. The coefficients used for constructing the plot can be found listed in Table 1. (· − ·) \( T_1 = 20 \) °C, (− − ·) \( T_1 = 30 \) °C, (− − ·) \( T_1 = 40 \) °C, (· − ·) \( T_1 = 50 \) °C, and (− · ·) \( T_1 = 60 \) °C.
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When \( I_{RT}(T) \) is calculated from eq 4 with measured \( I_{T1}(T) \) data and \( I_{RT}(T1) \) obtained from the solution to eq 5 that is given in eq 6, no error is introduced into the result beyond that already inherent in eq 2. A treatment similar to that described above can be applied to generalize calibration equations based on linear and second order polynomial fits to normalized \( I(T) \) data to a convenient reference temperature.

**CONCLUSIONS**

Two methods have been presented for generalizing temperature calibration equations for Rhodamine B dye solution, both of which are easy to apply. The accuracy of the method based on the exact solution to the cubic equation, however, depends merely on the accuracy of the calibration equation in use and does not introduce any error beyond that inherent in the calibration equation itself. The residual standard deviation of the fit reported by Ross et al. was 0.8 °C with contributions from both the scatter in the measured data and the shape of the function used to fit the measured data. It should be possible to reduce this number by at least a factor of 10 with more accurate bath-temperature measurements, finer temperature resolution, more replications at each temperature, and careful control of solution chemistry. If more accurate calibration equations are developed in the future, use of the exact procedures to renormalize fluorescence intensity ratio data acquired at a temperature other than that used in determining the calibration equation will become even more important.
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