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Executive Summary

This is the seventh in a series of NIST technical notes (TN) on propagation and detection of radio signals in large building structures (apartment complex, hotel, office buildings, sports stadium, shopping mall, etc). The first, second, and third NIST Technical Notes (NIST TN 1540, NIST TN 1541, and NIST TN 1542) in this series described experiments related to radio propagation in a structure before, during, and after implosion. The next two Technical Notes (NIST TN 1545 and NIST TN 1546) focused exclusively on RF propagation into large buildings, with no implosion results. The sixth technical note, TN1552, focused exclusively on the 750 MHz band due to the availability of spectrum between 764 MHz and 776 MHz for a new public-safety band. This technical note departs some from the previous six in this series in that here we present an ad hoc array approach for improving radio-frequency coverage in the public-safety environment.

The ad hoc array concept was initially introduced in NIST TN 1538 in the form of a boundary condition and optimization analysis problem. The term ad hoc array refers to the use of several small communication devices that are randomly placed in an area and hence create a real-time communication network. In large, complex building structures, the signal-to-noise ratio often drops below a sufficient level for establishing a communication link between the transmitter and receiver, thus leaving personnel without radio coverage in sections of the building. This ad hoc array concept makes use of the wireless ad hoc nodes (a node refers to one communication device) as elements of an array to coherently phase the signals at the receive location (or coherently phase the multiple received signals from a transmitter in the reciprocal process), to increase the signal-to-noise ratio. The single transceiver is typically located in the far-field radiation pattern of the individual array nodes, but within the volume that contains the complete set of ad hoc array nodes. Hence, we describe the system as an intra-volume ad hoc array.

Simulation results from the initial work and related publications demonstrate the potential benefits of this ad hoc array concept. Results provided in this report cover representative real-world measurements of the ad hoc array by use of two different measurement techniques. These measurements focus on the frequencies of 750 MHz and 2.4 GHz, and are based on using the array in a receiving and transmitting mode, respectively. The two representative environments were a large basement room with a connected hallway and stairwells, and an atrium between two large office buildings in an urban setting. Key findings are that the ad hoc array concept provided gain performance as predicted from previous analysis, simulations, and laboratory experiments. The amount of measured gain ranged from 2 dB to 6 dB for an array of two elements, and up to 10 dB for a four element array. The two element results suggest that using even only two wireless nodes in a coordinated manner can provide significant improvement for public-safety wireless communication systems.

While the primary focus of this effort was to measure the real-world performance of an ad hoc array concept, we also provide a different mathematical framework than the original electromagnetic optimization analysis to assist communication engineers in applying the proposed approach to wireless systems in a real-world setting. This combination of measurement results and intuitive mathematical framework serves as the basis from which to design a wireless ad hoc array system. The natural next step in the process is to develop wireless nodes and protocols that can implement the ad hoc array technique.
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Here we report the testing and measurements of an intra-volume ad hoc array concept suitable for public-safety communications in buildings. The term ad hoc array refers to the use of several small communication devices that are randomly placed in an area and hence create a real-time communication network. The overall concept is to use randomly located or placed wireless devices in a coordinated manner in order to increase the radio-frequency signal at otherwise unreachable locations. A typical ad hoc network is limited to a coverage area achieved by the useable coverage of single nodes. We seek to extend the radio-frequency coverage by using two or more nodes (a node refers to one communication device) as elements of an ad hoc phased array. Previous simulations and theoretical analyses have suggested the benefits of the array concept. The measurements presented here, collected in real-world environments, demonstrate that the ad hoc array technique can provide useful gain, up to 10 dB with only four elements. The measurements also indicate a typical gain of 2 dB to 6 dB by use of only two elements.
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1. Introduction

When emergency responders enter large structures (apartment and office buildings, sports stadiums, stores, malls, hotels, convention centers, warehouses, etc.), radio communication to individuals on the outside is often impaired. Mobile-radio and cell-phone signal strength is reduced due to attenuation caused by propagation through the building materials and scattering by the building structural members [1-8]. In addition, a large amount of signal variability may be encountered due to multipath reflections throughout the structures, which can cause severe signal degradation in communication systems.

Here, we report on a project conducted by the National Institute of Standards and Technology (NIST) to investigate the concept of a wireless ad hoc array to help mitigate the communications problems faced by public-safety personnel (firefighters, police and emergency medical personnel) in disaster situations involving large building structures. The project was sponsored by the Department of Justice Community Oriented Policing Services (COPS) program through
the NIST Public Safety Communications Research Lab (PSCL). This project focuses on two frequencies, 750 MHz and 2.4 GHz. The 750 MHz band is currently of interest because the FCC is in the process of allocating spectrum between 764 MHz and 776 MHz for a nationwide, next-generation interoperable broadband network for use by the public safety community. The 2.4 GHz band is in a widely used Industrial, Scientific, and Medical (ISM) band.

A possible option to improve radio-frequency coverage inside large buildings is to use *ad hoc* networks that provide node-by-node connectivity (i.e., communication to each node) between the emergency responders and on-site communication facilities. However, these traditional *ad hoc* networks can communicate only within the range of a single node, which means that failure of a single node or insufficient node transmit power, results in a failure of the communication link. This *ad hoc* array actually utilizes several coordinated nodes, thus removing or at least significantly reducing the dependency on any single node. The *ad hoc* array concept could actually be applied to maintain connectivity in a traditional *ad hoc* network if the network experiences segmentation.

An important point about the wireless *ad hoc* array concept tested here is that it is neither a traditional *ad hoc* wireless network nor a traditional phased antenna array. In a traditional wireless *ad hoc* network, the process is to establish node-by-node connectivity. In that case, the transmission range is limited to the range of a single node. A traditional phased-array (when operating in transmit mode) assumes the receiving location is in the far-field of the complete array volume. In our wireless *ad hoc* array, the receiving node is within the volume of the array. Our approach represents a merging of the wireless *ad hoc* network and phased array concepts.

The experiments reported on here took place in two settings, the basement of a two story laboratory/office building and the atrium between two large buildings. Two different systems were used to test the *ad hoc* array concept in receive and transmit modes. A basic description of the wireless *ad hoc* array concept, and a description of the two systems used to test the concept are discussed below.

2. **Signal Optimization and Measurement Methods**

2.1. **Signal Optimization**

Use of randomly located wireless devices in an intelligent and coordinated fashion for emergency responders was initially investigated in [9-12]. These initial efforts started with a representation of the optimization problem as infinitesimal dipoles in the presence of several boundary configurations, and used simulation studies to investigate the potential gain available. Optimization means the selection of complex weightings, i.e., phase and amplitude, so that the transmitted signals from the array nodes arrive co-phased at the receive node, with amplitude levels that optimize the aggregate power of the transmitting nodes. In other words, each array node is multiplied by a complex weighting so that the relative amplitudes amongst the nodes are chosen such that those nodes with more power available with respect to the receive location provide the greater contribution. If the environment is free space, then the array nodes closest in Euclidean distance (i.e., direct path) to the receive node provide the most power. However, in a building environment, the closest nodes may not provide the strongest contribution, due to reflections and scattering off furniture, walls, doors, windows, etc. Thus, the complex weights
must account for the effects of the physical environment. References [11], [12] include results from the supporting laboratory experiments that validated the simulation findings. This report covers the next step in the proof-of-concept process, where the testing is extended to real-world settings.

In the optimization, both the power level and the relative phases between the wireless elements are controlled. However, as both the simulation and previous laboratory experiments demonstrate, adjusting of the phase alone accounts for much of the benefit. This simplifies the procedure that devices would need to implement. Thus, here we will use a co-phasing approach, where the individual phases of the ad hoc array elements are adjusted so as to add in-phase at the receive location when the array elements are transmitters. (Co-phasing means adjusting the transmitted signal phases of multiple transmit elements such that all the received signals add coherently—see [13], [14].)

The array is either operated in receive or transmit mode. In the receive mode, there is a single transmitter, and the received signals from individual array nodes are co-phased before addition, creating a single received signal. In the transmit mode, each array node is transmitting a signal with additional phase adjustment that ensures co-phasing of all the array elements at a single receive location. In the context of current communication system terminology, the case of a transmit array sending to a single receiver is a multiple-input/single-output (MISO) system, whereas the case of a single transmitter sending to multiple receivers is a single-input/multiple-output (SIMO) system.

The simulation results in our earlier work [9-12] point out some key considerations in constructing a field-deployable implementation. First, diminishing returns in total received power occur once the array contains a small number of transmitters, approximately four transmitters for the optimized case (i.e., both amplitude and phase weighting) and six to eight transmitters for the co-phased case (i.e., only phase weighting). Second, for this same small number of transmitters, the modified directivity results are not significantly different for the optimized and co-phased results [9], [10], [12]. Thus, we propose the following algorithm to obtain the co-phased results, with the recognition that the algorithm also provides a reasonable approximation of the optimized modified directivity. Note that this algorithm pertains to the receive mode operation, and a reciprocal process applies to the transmit mode.

1) Turn on each transmitter individually, and rank the received power of each transmitter.
2) Select the strongest contributing transmitter, and turn it on with all the others off.
3) Select the next strongest transmitter determined in Step 1, and turn it on.
   a. Adjust the phase of this transmitter through $360^\circ$, and determine the phase when the peak power occurs at the receiver. (Note that in these experiments, we are using a mechanical hand-tuned phase shifter. However, previous simulations indicate that stepping at $22.5^\circ$ will allow the co-phasing process to achieve very near the maximum. We demonstrate this in the receive mode system discussed below by applying a four-bit digital phase shifter to the signals.)
   b. Set the phase of this transmitter to that corresponding to the maximum power at the receiver.
4) Repeat Step 3 for the remaining transmitters (with all previous transmitters on and adjusted), until the desired number of contributing transmitters is reached.

The measurement results here are obtained from the co-phasing approach. An important observation made in [11], [12] is that the co-phasing process is not highly sensitive to the phase deviation. In other words, near maximum gain results are achieved by co-phasing signals within ±22.5° of each other or a 45° spread.

This process will ensure co-phased transmitted signals at the receiver (for receive mode operations) for however many transmitters are used in the array. If total system or radiated power is not a limitation, all the co-phased transmitters could be included in the process. However, if system power efficiency is important, say for example in a low-power sensor network, then transmit power levels of nodes are weighted such that nodes able to provide more power to the receive location contribute more power, while weaker node contributions are reduced. In free space with omnidirectional radiation, this simply means the power contribution is inversely related to the geometric distance between the array node and the receive location. This combination of selecting power levels and phases is called the complete optimization or the optimized approach, since it optimizes the overall system power; i.e., the aggregate of the array node powers, while ensuring co-phased signals from the array nodes at the receive locations. In an environment such as a building, the optimization process still applies, but the optimal individual power settings are not necessarily inversely related to separation distances.

2.2. Spectrum Analyzer and Mechanical Phase Shifters

2.2.1 Transmitter and Phase Shifters.

The ad hoc array was composed of a signal generator that fed radiating antenna elements composing the ad hoc array. A 1:8 power divider split the power evenly across the array elements, and mechanical phase shifters allowed adjusting of the phase. The mechanical phase shifters cover 360° at 2.0 GHz, and greater than 360° of phase shift at 2.4 GHz. However, at 750 MHz, the amount of phase shift is less than 150° so this measurement setup was used only for the 2.4 GHz case. Figure 1 shows a diagram of this setup, and Figure 2 displays the various components of the measurement system.

A method of selecting array antenna elements was provided by electro-mechanical relays and selector switches depicted in Figure 2. The output from each phase shifter was either fed into an antenna element via a 36.6 m RF cable or terminated in a 50 Ω load. (The cable loss was approximately 20 dB.) One of the eight output ports from the power divider was terminated in a 50 Ω load connected to a phase shifter for all measurements, because only seven relays were available. Thus, only seven array elements were used in these experiments. Monopoles mounted on aluminum octagon ground planes with an approximate center-to-vertex measurement of 0.24 m were used for the 2.4 GHz antennas. The ground planes were supported by 1.9 cm (3/4 inch) diameter polyvinyl chloride (PVC) stands at a height of approximately 1.3 m. Figures 3 and 4 show several of the ad hoc array elements at locations in the Building 24 basement and the building in downtown Denver, respectively.
2.2.2 Receiving Antenna and Spectrum Analyzer

The performance of the ad hoc array was measured by placing a receive antenna either within the volume of the array or in the vicinity of the array boundary. The receiving antenna, identical to the transmitting array element antennas, was connected to a spectrum analyzer via an 18.3 m RF cable, and the measured value was obtained by reading the value displayed on the spectrum analyzer. Depending on how rapidly the channel changed and on the level of the received signal above the noise floor, the waveform displayed on the analyzer exhibited variable rates of fluctuation. However, because the intent of these experiments is not to obtain a precise measurement of the absolute received signal power, but rather to quantify the amount of gain possible by applying the ad hoc concept, the precision of visual observation and recording of the power spectrum was deemed adequate. Consistency of results from this manual approach with the automated data capturing system described below demonstrates that the manual measurement approach provides sufficient accuracy.

2.2.3 Multiple Input, Single Output System

The spectrum analyzer and mechanical phase shifters constitute a multiple-input, single-output (MISO) system. We provide a mathematical description of this MISO system, followed by some implementation particulars of the transmitting and receiving components of the system. The mathematical description here differs from the optimization analysis based on approximate boundary conditions used in the earlier works [9-12], and is intended to provide a more intuitive description for communication system engineers. The development here follows from the information theory perspective. A good discussion on MISO, and single-input, multiple-output (SIMO) systems in wireless channels is found in [15].

In the MISO field tests, $N$ transmit antennas were used to send a signal to one receive antenna, ($N = 7$ for the MISO system tests). The source transmit signal was

$$s(t) = A \cos(\omega t),$$

(1)

where, without loss of generality, we let the phase of the sinusoid be zero. The frequency used was $f_c = \omega_c / 2\pi = 2.4$ GHz. The input signal has average power $P_s = A^2 / (2Z)$ (in watts if $A$ is in volts and the impedance is $Z$ in ohms); as is conventional, for simplicity of signal analysis we let $Z = 1 \Omega$. This signal was split approximately equally in power and connected to the $N$ transmit antennas. Connection was via a power splitter followed by an adjustable phase shifter on each of the $N$ branches. Thus each transmit antenna had an input power of $P_i / N = (A^2) / (2Z)$ where the primed values of $P$ and $A$ include all losses associated with the power splitter, phase shifters, and the connecting cables. Each transmit antenna experiences nearly equal losses due to the power splitter, phase shifter, and connecting cable. The signal input to the $i^{th}$ antenna can be expressed as

$$s_i(t) = A_i \cos(\omega t + \psi_i + \varphi_i),$$

(2)
where \( A_i = A / \sqrt{2N} = \text{constant} \), and the phases \( \{\psi_i\}_{i=1}^N \) are due to splitter, cable, and connector delays, and are nearly identical for all branches. Note that for these tests, the key conditions are that \( \psi_i \) is constant and that \( s_i \) (amplitude and phase) is approximately equal for all the transmit antennas. The phases \( \{\phi_j\}_{j=1}^N \) are the adjustable phases set by the phase shifters, and are used to remove the phase differences due to the propagation paths between transmit and receive antennas in order to achieve the maximum received signal at the receiver (This is evident after convolving with the channel impulse response, as discussed below). Each signal of the form in (2), when output from the antenna, incurs a gain scaling and a phase shift as a function of elevation and azimuth angles. For any given elevation and azimuth angle, we can incorporate the phase shift into the constant phase \( \psi_i \), and can similarly incorporate the gain into \( A_i \).

Measurements were taken at two different sites, one on the NIST campus in Boulder, CO and the other in downtown Denver, CO. The measurements at the NIST site in Boulder, CO contained a very limited amount of object movement within the array area, i.e., people, and all the receive antenna test locations were indoors. At the Denver site, there was sporadic pedestrian motion in the environment, and vehicular motion outside on the streets. The receive antenna was indoors for all test cases except the first location. Thus, for simplicity we assume the channel is time invariant. For the sinusoidal signals of (2), we can employ the bandpass channel impulse response (CIR), which is given by [16],

\[
h_i(\tau) = \sum_{k=1}^{L_i} \alpha_{ki} \delta(\tau - \tau_{ki}) ,
\]

(3)

where \( i \) indexes the channel from the \( i^{th} \) transmit antenna to the receiver, \( L_i \) is the number of multipath components in the \( i^{th} \) CIR, and the amplitude of the \( k^{th} \) multipath component (MPC) in the \( i^{th} \) CIR is \( \alpha_{ki} \). The \( \delta \) is a Dirac delta function, and \( \tau_{ki} \) represents the delay of the \( k^{th} \) MPC of the \( i^{th} \) CIR. We can employ values for the MPC amplitudes from measurements, but these will be only approximate. Generally, models consider the \( \alpha \)'s to be drawn from a random sample with statistics specified by a large number of measurements.

Because the channel is linear, the output of the receive antenna due to the \( i^{th} \) transmit signal is given by the convolution of (2) and (3); i.e.

\[
r_i(t) = s_i(t) * h_i(\tau) = \sqrt{2P_i} \sum_{k=1}^{L_i} \alpha_{ki} \cos[\omega_c(t - \tau_{ki}) + \psi_i + \phi_i]
\]

\[
= A_i \sum_{k=1}^{L_i} \alpha_{ik} \cos(\omega_c t + \theta_{ki} + \phi_i),
\]

(4)

where \( \theta_{ki} = \psi_i - \omega_c \tau_{ki} \) can be considered the aggregate channel phase term, which can also incorporate the receive antenna phase. The total signal at the receiver is the sum of the \( N \) transmitted signals:
\[ r(t) = \sum_{i=1}^{N} r_i(t) = A_i \sum_{i=1}^{N} \sum_{k=1}^{L} \alpha_{ik} \cos(\omega_c t + \theta_{ki} + \phi_i). \] (5)

The link distances varied from approximately 3 m to 50 m or more. The channel phase terms are \( \psi - 2\pi \times 2.4 \times 10^9 \tau_{ki} \) for the frequency used for spectrum analyzer system. For these link distances, line-of-sight values of \( \tau_{ki} \) range from approximately 10 ns to 150 ns, and are even larger for reflected signals. Using this range of values of delay, the channel phase terms span the range of many multiples of \( 2\pi \). Thus representing these phases \( \{ \theta_{ki} \} \) as random and uniformly distributed on the range \([0, 2\pi)\), or \(0 \leq \theta_{ki} < 2\pi\), is a very good model. The phase shifter phases \( \{ \phi_i \}_{i=1}^{N} \) were adjusted to maximize \( |r(t)| \).

While this report focuses on the measured performance of the \( \textit{ad hoc} \) array, several simulation results are included to demonstrate the usefulness of analyzing the \( \textit{ad hoc} \) array performance with the mathematical framework presented above. The simulation discussion follows the experimental results in Section 4.

### 2.3. Computer with Channel Sampling Cards

#### 2.3.1 Single Input, Multiple Output System

The first method of data collection constituted a MISO system. However, the reciprocal approach, namely using one transmitter and multiple receiving nodes in an \( \textit{ad hoc} \) array manner, i.e., a SIMO system, can also provide similar signal gains. We used a SIMO system discussed below to demonstrate the bi-directional benefit of an \( \textit{ad hoc} \) array communication system.

The SIMO system used in the field tests supported automated data capturing with the \( \textit{ad hoc} \) array operating in receive mode. In this set of tests, a single transmit antenna was used to send a signal to \( N \) receive antennas, where \( N = 1, 2 \ldots 6 \). The transmitted signal is in the same form as (1), but in this case the frequency was \( f_c = 750 \text{ MHz} \). Here we have \( N \) individual received signals, each of the form of (4). Each received signal was down-converted and sampled in a separate hardware channel. The individual received signals were then combined at baseband to maximize the amplitude \( |r(t)| \) via adjustment of the phases, analogous to the procedure for the MISO tests.

The complex baseband equivalent of (5) is

\[ \tilde{r}(t) = A_i \sum_{i=1}^{N} \sum_{k=1}^{L} \alpha_{ik}(t) \exp[j(\theta_{ki}(t) + \phi_i)]. \] (6)

The amplitudes and channel phases in (6) are actually slowly-varying functions of time due to the (slowly) time-varying behavior of the channel. Thus, the time dependency is now explicitly shown in the \( \alpha_{ik}(t) \) and \( \theta_{ki}(t) \) variables.

#### 2.3.2 Transmitter

The fixed transmitter setup included a signal generator outputting a single frequency at 750 MHz, an 18.5 m cable, and a loaded dipole antenna mounted on an aluminum octagon
ground plane with an approximate center-to-vertex measurement of 0.24 m. This same ground plane is used for the 2.4 GHz antennas. The output power on the signal generator was set to 20 dBm, the cable loss was approximately 6 dB, and the gain of the antenna approximately 3 dBi. The antenna and the ground plane were supported by a PVC stand at a height of approximately 1.3 m. Figures 5 and 6 show the 750 MHz setup and data collection system and Figures 7 and 8 show some of the 750 MHz antennas at the Building 24 and Denver experiment sites, respectively.

For one experiment in the Denver building, a handheld 750 MHz transmitter was carried throughout the array volume and perimeter. The transmitter power was set for an output of 30 dBm (instead of the 20 dBm as above), and the “rubber duck” antenna had a gain of approximately 0 dBi (note that this is a different antenna and transmitter from that used for all the other experiments).

2.3.3 Receiving Antennas and Computer

This automated data capture setup utilized computer cards that sampled six channels directly at 750 MHz, converted the sampled channels to baseband, and then performed the co-phasing algorithm on the six down-converted channels. A raw sample rate of 1 ns was used to capture 8192 instances of the channel samples, for a total capture period of 8.192 μs. These 8192 samples were converted to baseband, and averaged to obtain a single measurement of the received signal, which was then used in the co-phasing algorithm. The overall sampling rate for the processed data was approximately 1.7 samples per second. In this case, a single transmitter provided the signal sampled by the six channels. Each of the six channels was connected via a 36.7 m RF cable to one element of the ad hoc array. Each element consisted of an antenna, ground plane, and PVC stand identical to the fixed transmitter setup. An important feature of this automated system is that the channels are sampled simultaneously. Thus, the physical environment is the same for each of six array elements when a particular sample is collected.

This process represents the reciprocal (or “dual”) process to use of multiple transmitting elements and a single receive element. In this approach, there are six receive elements and a single transmitter. Changes over time in the physical environment, e.g., pedestrians walking by, and the difference in frequencies i.e., 750 MHz versus 2.4 GHz, mean that the channels may be different. However, the physical locations of the array elements are the same in both cases, and the same co-phasing algorithm is applied to the received signals. Due to frequency limitations of the cards, this process was performed only at 750 MHz. The specific cards used in the experiments are the CompuScope 21G8, and the data sheets are available at [17]. The computer was a Dell Precision 380 running Windows XP, with a Pentium D 3.0 GHz processor and 2 GB of memory. Mention of any company names serves only for identification, and neither constitutes nor implies endorsement of such a company or of its product by NIST.

3. Building Structure Descriptions and Experimental Set-up

This section briefly describes the two building structures used in these experiments, and the experimental setup. While the locations of the ad hoc array were essentially random, the general locations of elements were chosen to test possible field-deployment configurations. For example, two of the array elements were placed in a hallway off the main room in the NIST Building 24
experiments, while three array elements were placed outside of the atrium at the Denver experiment. Both cases represent possible deployment configurations of an ad hoc array system by emergency responders. More specifics on the two experimental sites follow below.

3.1 NIST Building 24, Boulder, Colorado

Building 24 on the NIST, Boulder campus is a combination laboratory and office structure. The structure is composed of typical building materials, including concrete, steel, drywall, and acoustic ceiling tiles. The section used for the array tests consisted of a large, open room in the basement, a connected hallway on the same level, landings in two stairwells that connected the basement to the upper floors, and a small bathroom at the basement level. Figure 9 shows the layout of the ad hoc array elements and the test locations. Test locations represent either a receive antenna connected to the spectrum analyzer for the 2.4 GHz measurements or a transmit antenna connected to the signal generator for the 750 MHz measurements. Note that array element E is not used in the sampling cards and computer data collection, as the system has only six available channels.

Three important features of the array layout and test locations are: (1) the placement of two array elements in the hallway, which represents the case when array nodes are located in the hallway of a building, (2) the inclusion of a test location within a bathroom, which represents the case when an array node is located in a separate room, and (3) the location of an array element and test location on stairwell landings approximately 1.3 m above the basement floor level, which represents the case when the array and single receiving/transmitting node are located at different elevations in the building. Figure 3 and Figure 7 show some of the basement features, including the concrete block walls and the unfinished ceiling.

3.2 555 17th Street, Denver, Colorado

The 555 17th Street location is an atrium or enclosed lobby area between two buildings in downtown Denver. (We refer to the location as the Denver site.) The structural construction materials are a typical high-rise combination of concrete, glass, and steel, and the lobby area consist primarily of stone, glass, and metal frames. The layout of the ad hoc array elements and the test locations both within the atrium and on the sidewalk adjacent to the building are shown in Figure 10.

Two key features of this layout are: (1) the placement of the three array elements, A, B, and C, on the sidewalk outside of the atrium area, and (2) the location of test point 1 outside the main entrance of the atrium. This is to emulate the use of the array concept to help with signal penetration into the building. The experiments in Denver also include a scenario in the 750 MHz test where a handheld transmitter is carried on an arbitrary path along the sidewalk where A, B, and C are located, and throughout the atrium.

4. Experimental Results

The experimental results for Building 24 and the Denver site are provided for both measurement systems in the layouts and test locations described previously. As is evident in the data plots, the
computer system with the network cards allows the collection of a much greater amount of data over a given period. However, overall results show consistent behavior between the two approaches, and both validate the *ad hoc* array concept.

The expected combined systematic and random errors introduced by our measurement equipment are expected to be on the order of tenths of decibels. Two different data collection methods were used for the two different frequencies. For the 750 MHz test, an automated system was used, and either 50 or 100 samples were collected at each test position. The repeatability for these 50 to 100 samples were within 0.5 dB. This variability is due mainly to the propagation channel changing during the experiments caused by objects moving during the experiments. While no repeatability data were obtained for the 2.4 GHz measurement, the uncertainties in both this set of experiment are believed to be less than 1 dB.

4.1 Spectrum Analyzer Measurement Results

Figures 11 to 16 show the application of the co-phasing algorithm to the 2.4 GHz case, or the transmit mode. The first set of figures, Figures 11 and 12, show the raw results of the co-phasing process. In the Building 24 case, from one to seven transmitting elements were used for all eight of the receiving or test locations. At the Denver site, from one to seven transmitting elements were used for five of the test locations, and from one to six transmitting elements were used for the remaining two test locations (test locations 3 and 7). In the case of test location 3, array element G was not included, due to the close proximity to avoid dominating overall performance by a single element (G). At test location 7, array element D was not included for the same reason. Both of these cases represent conditions where the array concept would be unnecessary since there is a very strong signal emanating from the nearby node.

While the increase in recorded power provided by adding co-phased elements is evident in the raw data, due to the difference in distances from array elements at various test locations, the relative increase is not obvious. Figures 13 and 14 display the relative increase by normalizing the data with respect to the strongest contributing element. Thus, the initial single element starts at 0 dB for all test positions. The results for Building 24 in Figure 13 indicate an increase of 1 dB to 6 dB when the second array element is included. The 6 dB increase is at the theoretical upper bound, assuming identical gain patterns from the antennas at the test location. In other words, assuming that each array element is capable of establishing the same electric field level at the test location, with two elements, at best, the electric field magnitude can be doubled. This corresponds to a 6 dB increase in power.

For the Denver site results shown in Figure 14 for test locations 4 and 6, the gain from two elements is 6.3 dB and 6.1 dB, respectively. This would appear to be a violation of the theoretical maximum; however, that maximum does not take the environment into account. In the case of test location 4, there is a column near the receiving antenna, which affects the antenna gain pattern. Similarly, many of the array elements are near objects that affect the antenna gain patterns. Thus, we do not expect identical performance from each array element. In addition, if the test location resides in a deep null, then any slight change in the physical environment (i.e., pedestrian movement, door opening, etc.), can significantly change the measured power.
One of the important factors for a practical system is determining the number of array elements to utilize. Figure 13 indicates that the gain increase from one to four elements ranges between 2 dB to 10 dB. However, the increase from four to seven elements only provides an increase of approximately 1 dB (which is approaching the measurement uncertainty). In Figure 14, the gain increase from one to four elements ranges between 5.5 and 10 dB. Similar to the results in Figure 13, the increase of four to six or seven elements provides only about a 1 dB increase. Thus, while the Building 24 case shows a wider range of gain at four array elements, both the Building 24 and the Denver site results show very similar behaviors on the upper limit of four elements and in the trend from four to seven elements (Note that the theoretical upper limit for normalized power in free space is an $N^2$ curve. Thus, for four elements the maximum theoretical power gain would be 12 dB, and 16.9 dB for seven elements, assuming a free-space environment and equal contribution from the elements at the test location).

A key aspect of a practical system is the ability to increase a weak signal to a level that supports communication. Clearly, if the signal is sufficiently strong already there is minimal value to the ad hoc concept. However, the array concept can help raise a weak signal to a useable level. Another important aspect of the array concept is the ability to extend the perimeter or boundary of communication connectivity. Figure 15 and Figure 16 demonstrate that two elements can be used to (1) raise the signal to a useable level, and (2) extend the communications boundary.

In Figure 15, the two elements located in the hallway off the main room in the basement are co-phased to extend the communication boundary. If one of the signals is well above the noise floor, the addition of another weak signal provides little benefit; e.g., see receive test position 3 in Figure 15. However, receive test positions 7 and 8 both demonstrate how using two elements can provide substantial gain in the signal. As discussed above, there initially appears to be a violation of the 6 dB maximum possible at receive position 8. This is likely due to not starting from the absolute maximum for each individual element; i.e., not adjusting the phase to account for the multipath created by a single element. It is interesting to note that, other than receive test locations 3 and 6, all receive test locations indicate a gain of at least 2 dB by use of these two elements in the hallway.

Figure 16 shows the results for two array elements at the Denver site. In this case, receive test position 4 provides a gain of almost 15 dB. This better than expected maximum behavior is likely due to not establishing the individual maximum for each of the two elements before optimizing the combination of the two. In other words, the two elements may each have been creating a deep self-null due to several multipath contributions, while the co-phasing process in the phase adjustment removes the self-null and maximizes the contribution of the second element. However, more importantly, across all receive positions, at least 1 dB of gain was realized, and in most cases, more than 2 dB was possible when two relatively weak signals were co-phased.

4.2 Channel Sampling Card Measurement Results

The data collection and subsequent application of the co-phasing algorithm to the 750 MHz signals provides results consistent with the data at 2.4 GHz discussed above. Recall that the
channel was initially sampled at a much higher rate, down-converted to baseband, averaged to obtain an estimated representation of the signals received by each antenna, and then processed according to the co-phasing algorithm. All the results presented here are from the processed data.

Figures 17 to 32 show the results from applying the co-phasing algorithm with the transmitter located at the eight different test points in Building 24. Figures 17, 19, 21, 23, 25, 27, and 31 and are the total power results versus the sample number. These results illustrate how the inclusion of more array elements increases the total power. The 50 samples represent a total measurement period of approximately 86 seconds.

The corresponding order in which array elements are added to the cumulative sum is depicted in Figures 18, 20, 22, 24, 26, 28, 30, and 32. The RX antenna positions refer to a particular array element as the ad hoc array is receiving in this case. The order number refers to the order in the cumulative sum; that is, 1st means the first element in the sum, 2nd mean the second element in the sum, etc. The elements are added into the cumulative sum from strongest to weakest contributions, so the 1st element is the strongest contributor, the 2nd element is the next strongest contributor, and so on. Most of the test positions, which in this system represent transmitter locations, exhibit little change in the ordering for the cumulative sum. Two factors that will affect the order are people or objects moving through the array and comparable signal strengths of the elements. In the Building 24 measurements, the change of ordering can largely be attributed to the comparable signal strengths since there were no moving objects or people within the array. For example, Figure 32 indicates some reordering between the 2nd, 3rd, and 4th array elements, but the 1st, 5th, and 6th elements remain the same for all 50 samples. This indicates that the signal levels of the 2nd, 3rd, and 4th elements are nearly equal, and thus any slight change in the measured signal will cause the order of contribution to the cumulative sum amongst these three elements to change. The 1st, 5th, and 6th elements signals are sufficiently distinct that their order of contribution does not change.

Figures 33 to 46 show the results for the seven fixed transmitter locations at the Denver site. Figures 33, 35, 37, 39, 41, 44, and 45 and are the total power results versus the sample number. At the Denver site, 100 samples were collected over a period of approximately 173 seconds.

Note that at the Denver site, some collection positions include samples at the start when the transmitter is not on. Figures 34, 36, 38, 40, 42, 43, and 46 indicate the order of the array elements in the cumulative summation process. In general, a little more reordering appears as compared to the Building 24 case, but for each of the seven transmitter locations, the initially selected receive element remains the same each sampling (ignoring the first few samples when the transmitter is turned off). People were moving through the array area at the Denver site, and this is the probable cause of changes in the element summation order.

At the Denver site, one experiment consisted of walking a handheld transmitter around the ad hoc array area to capture some of the dynamic nature of the ad hoc array. Figures 47 and 48 show the co-phased cumulative sum and the order of the contributing receive elements, respectively. 150 samples were collected over a period of approximately 255 seconds. In this case, the transmitter power was set to 30 dBm. Figure 47 exhibits greater than a 40 dB range. The lowest total power, near sample 50, occurs when the transmitter was carried along the
sidewalk, well away from any of the array elements. Figure 48 shows significant changes in the array element order, which is expected, because the transmitter location is changing.

4.3 Alternate Representation of Sampling Card Results

Averaging of several samples from the previous results for the sampling cards allows a more direct comparison to the spectrum analyzer measurements. In Figures 49 and 50, the raw power is plotted versus of the number of array receiving elements for Building 24 and the Denver site, respectively. These values are computed by averaging the results from sample number 5 to 45 for the Building 24 data, and sample numbers 15 to 85 for the Denver site (these data ranges where chosen to avoid including any data collected during the off/on and on/off transitions of the transmitter). The total power is generally greater than the spectrum analyzer data because of the in-line amplifiers used with the sampling cards. (There are other loss factors not included with the sampling card system, such as the power divider loss.)

For comparison purposes, the normalized cumulative power is plotted in Figures 51 and 52 for Building 24 and the Denver site, respectively. Figures 51 and 52 compare to Figures 13 and 14, respectively, though a true direct comparison is not possible, because the spectrum analyzer results are for 2.4 GHz and the sampling card results are for 750 MHz. However, similar to the spectrum analyzer results, for most of the test positions, the gain is between 2 to 6 dB when the second element is included and the rate of gain increase beyond four elements drops significantly. Test position 3 for the Denver site shows less than 2 dB of gain even at six array elements because of the close proximity of the transmitter and the receiving array element located at G. (Recall that this array element was not included in the spectrum analyzer data for test position 3.) Test position 7 in Building 24 behaves nearly the same for both measurement systems, which is likely due to the fact that the test position is elevated above the array plane.

4.4 Log-distance Path Loss Exponent Estimation by use of the Ad hoc Array

The data collected to demonstrate the array concept can also provide insight into the propagation environment in the presence of the array. This analysis examines the path loss characteristics of the environment, and in particular, estimates of the path loss exponent are provided. Reference [16] contains relevant material on path loss calculations and typical results.

The following equation is used to estimate the path loss exponent, $n$,

$$P(d_i) \text{dBm} = P_0 \text{dBm} - PL(dB)$$
$$= P_0 \text{dBm} - 10n \log(d_i / d_0),$$

where $i$ is the array element at a distance $d_i$ from the test location, $d_0$ is the distance between the array element used as the reference and the test location, and $P_0$ is the measured power of the reference array element. Since only one measurement was taken at each location, the typical additional random variable is not included on the right side of (7), for example, see equation (4.93) in [16]. Also, the path loss for the location $d_0$ is accounted for in the measured power at that location, and that $d_0$ is the location with the strongest contributing array element to the
among all possible test location. Thus, for the 2.4 GHz case in Building 24, the \( d_0 \) is the distance between array element E and test location 5; for the 2.4 GHz in Denver, \( d_0 \) is the distance between array element D and test location 7; and for the 750 MHz case in Denver, \( d_0 \) is the distance between array element G and test location 3. Note that a path loss exponent of \( n = 2 \) is assumed for the reference location, which corresponds to free space. The 750 MHz case for Building 24 was not included, because a clear reference pair could not be established. This is because the array element location E was not included in the 750 MHz data collection, and all other possible combinations included objects or orientations in the path between the transmitter and receiving element, so that there was no reasonable choice for \( P_0 \) and the associated \( d_0 \). Note that in order for (7) to be a valid estimate, \( d_t > d_0 \) and \( P(d_t) < P_0 \) are required.

Figures 53 and 54 show the 2.4 GHz case for Building 24 and the Denver site, respectively. The \( n \) values range from 1.1 to 5.7, which is consistent with results presented in [16]. Note that an \( n \) value of less than 2 implies a waveguide affect. Further examination of Figure 53 reveals an average of \( n = 3.6 \) for test location 7, which is due to the fact that the test location is not at the same elevation as the array elements. The average of \( n = 3.1 \) at test location 8 is due to the additional walls and obstructions between the array elements and the receive test antenna as compared to test locations 1 to 6.

Figure 54 indicates an average path loss exponent of between 1.9 and 2.4 at 2.4 GHz, which more closely tracks the behavior of free space (\( n = 2 \)) than the results from Building 24. This is expected, because the atrium area is a more open environment than the basement in Building 24. The path loss exponent for the Denver building ranges from 1.1 to 3.2, as compared to a range of 1.3 to 5.7 for Building 24.

The 750 MHz path loss exponent estimations are shown in Figure 55. The average of 2.0 to 2.6 indicates a behavior slightly worse than that of free space, but is consistent with the results for 2.4 GHz. Useful 750 MHz results were not available for Building 24, due to the lack of a good reference position within the array topology relative to the test locations. The reference location used for the 2.4 GHz case in Building 24 was not included in the 750 MHz measurements.

5. Measured Data versus Simulations

We tested the analytic expression in (5) against our measured data subject to several approximations discussed below. As illustrated below, the simulations compare favorably with the measured results. We compare the normalized results from the simulations and measured data, because this removes the need to accurately predict absolute power levels, and because the ad hoc array gain rather than the absolute power level is our quantity of interest. Thus the following assumptions and parameter values are used:

1) \( A = 1 \)
2) \( t = \text{constant} \)
3) \( \omega_c = 2\pi \times \text{frequency} \)
4) \( \theta_{ki} = \text{uniformly random over } [0, 2\pi] \)
5) \( \varphi_{im} = \text{adjusted to maximize } r(t) \), in \( m \) discrete steps over \( [0, 2\pi] \); \( m = 16 \) for these simulations
6) \( N = 6 \) or \( 7 \), the number of ad hoc array elements
7) \( L_i \geq 1 \), (one corresponds to no multipath contribution)
8) \( a_{ik} = 1/d_i \), where \( d_i \) is the distance between the \( i^{th} \) array element and the test location
9) \( a_{ik} = (1/d_k)^n/2 \), where \( d_k \) is uniformly random over \([5, \text{maximum of } 2 \times d_i]\), and \( n \) is uniformly random over \([2.5; 6]\).

In these MISO simulations, the test and array element locations are those used in the actual measurements, listed in Figures 9 and 10. These distances are the dominant factors in the simulated array performance. The \( a_{ik} \) values provide a very rough approximation of the multipath contribution; more precise values can likely be extracted from other measured data. A simulation run averaged 10,000 trials, where a trial consisted of selecting a random value for \( \theta_{ki} \), and \( a_{ik} \) over the intervals specified above, and then performing the co-phasing algorithm in the simulation. Setting the time variable of \( t \) as a constant means that the simulation results correspond to a specific instant in time. Thus, the \( \omega_{e,t} \) variable becomes a constant phase offset. A more exact simulation would incorporate both the time and frequency dependence of \( a_{ik} \), although as previously noted, the channel can be considered time-invariant for a large fraction of the time. Note that the results from the channel sampling measurement system indicated that channel was generally not changing rapidly with respect to time, at least not enough to change the order of the array elements in the co-phasing algorithm.

Simulation results based on the ad hoc array and test locations are shown in Figures 56 to 59. Figures 56 and 57 are based on the Building 24 locations, while Figures 58 and 59 are based on the Denver site. In Figures 56 and 58, no multipath contribution is included, which represents a "free space" environment. Figures 57 and 59 include ten multipath components in addition to the direct path. The most noticeable difference between the free space and multipath simulations is the spread of values for a given number of elements (2 or more). For example, the two element case for Building 24 has a spread of approximately 4 dB for free space and a spread of approximately 2 dB for the multipath case. Excluding test location 3, the Denver site exhibits a similar decrease as multipath components are included. Both Building 24 and the Denver site show a decrease in the maximum for test location 4 (using six array elements) of approximately 1 dB in the multipath versus free space.

The simulation results correspond to the normalized ad hoc array measurements. For Building 24, Figures 13, and 51, compare to Figures 56 and 57, and for the Denver site, Figures 14 and 52 compare to Figures 58 and 59. In the Building 24 case, simulation results do not predict as wide a spread of values, which is likely due to the lack of incorporating impacts of local obstacles on the antenna gain pattern, and to inaccuracies in multipath amplitude and phase modeling. Weighting due primarily to the distance would be more accurate when the antennas radiate in a true omnidirectional pattern associated with a point source. The rate of gain increase is similar between the simulations and the measured data up to inclusion of the first four elements. However, the measured results appear to reach a diminishing return point near the four-element mark. This is due in part to the additional signals being near or below the noise floor of the measuring equipment, which is not accounted for in the simulation.

Simulations and measurements of the Denver site compare reasonably well, particularly when the measurements are taken from the sampling card results (Figure 52). Note that the spectrum
analyzer measured results in Figure 14 do not include array element G for the case of test location 3, which dominates the other array elements in the simulations and the sampling card measurements. As pointed out in the path loss exponent estimation above, the Denver site behaves much like a free-space environment, so the closeness of match with the simulations is expected.

6. Summary of Results and Conclusion

The primary focus of this effort was to measure the performance of an intra-volume ad hoc array concept to improve public-safety communications. We also provided a mathematical framework, different from the original optimization analysis, to assist communication engineers in applying the proposed approach to wireless systems in a real-world setting. Simulations based on the descriptive mathematics and some rough approximations indicate a reasonable prediction of the ad hoc array behavior. The combination of the measurement results and the mathematical framework serves as the basis from which to design a wireless ad hoc array system for public safety.

Two different measurement systems tested the intra-volume ad hoc array concept in a transmit mode (MISO), using mechanical phase shifters at 2.4 GHz, and in a receive mode (SIMO) with channel sampling cards at 750 MHz. Measurements were carried out at two different building sites, one in a large basement and the other in an atrium between two large office buildings. Subject to differences in frequency dependencies of materials and the surrounding environment, the array concept performed equivalently in transmit and receive modes, as expected.

Major measurement findings are: (1) the ad hoc array concept does provide gain performance consistent with earlier predictions; (2) the gain typically ranged from 2 dB to 6 dB for two array elements, and up to about 10 dB for four array elements; (3) the gain per element starts to reach diminishing returns at around four elements, and (4) the coordinated use of only two elements can provide a significant gain improvement. The fourth point is important, because two wireless nodes are generally easier to coordinate than three or more, and suggests that meaningful improvement in public-safety communications can be achieved by use of two wireless nodes as a two-element array.

Further refinement of analysis in the presence of multipath propagation, and extension to modeling of modulated signals are two areas of future work. The natural next step in the process is to develop wireless nodes that can implement the ad hoc array technique.

Disclaimer: Mention of any company names serves only for identification, and neither constitutes nor implies endorsement of such a company or of its products by NIST.
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Appendix I: Experiment Setups and Locations

Figure 1. Sketch of experimental setup where a signal generator, power divider, and series of mechanical phase shifters provide power to transmitting monopoles mounted on individual ground planes. The receiver setup consists of a monopole on a ground plane connect to a spectrum analyzer. 120 foot (=37 m) cables connect the transmitting monopoles to the phase shifters. A 60 foot (= 18 m) cable connects the receiving monopole to the spectrum analyzer. This is the setup used for the 2.4 GHz measurements.
Figure 2. Pictures of equipment used for the 2.4 GHz experiments. Power is supplied to seven monopole antennas through a single signal generator and a power divider. The output of the power divider is either fed to an antenna or terminated in a 50 Ω load. The spectrum analyzer measures the received power at the single receive antenna, and the phase shifters are used to adjust the relative phase between transmitting antennas.
Figure 3. Several of the 2.4 GHz antennas used in the 2.4 GHz experiments in the basement of Building 24, both in the main room and the connected hallway.
Figure 4. Some of the 2.4 GHz antennas used in the 2.4 GHz experiments at the Denver location, both inside and outside of the atrium area.
Figure 5. Sketch of experimental setup where a signal generator and mechanical phase shifters provide power to the transmitting antenna mounted on a ground plane. The receiver setup consists of six antennas on individual ground planes connected to computer with RF sampling cards. 120 foot (≈37 m) cables connect the transmitting monopoles to the phase shifters. A 60 foot (≈18 m) cable connects the receiving monopole to the spectrum analyzer. This is the setup used for the 750 MHz measurements.
Figure 6. Measurement computer with sampling cards. Note that an in line amplifier provides approximately 20 dB of gain before the waveform is sampled.
Figure 7. Some of the 750 MHz antenna array elements in the basement of Building 24.
Figure 8. Some of the antenna array elements used in the 750 MHz measurements carried out in Denver.
Figure 9. Location of transmitter/receivers in the basement of Building 24 on the NIST, Boulder campus. The (x,y,z) values are given in the included table, with a non-zero value of z if the location is on one of the stair landings. The rectangular boxes contain testing locations and the ovals contain the ad hoc array elements.
Figure 10. Location of transmitter/receivers at building in Denver, CO. The locations are given in (x,y) pairs. The rectangular boxes contain testing locations and the ovals contain the ad hoc array elements.
Appendix II: Experimental Results

Figure 11. Building 24 raw results from spectrum analyzer measurements. Seven contributing transmitting antenna elements and eight receive antenna locations (RX#) were used.

Figure 12. Denver raw results from spectrum analyzer measurements. Seven contributing transmitting antenna elements for five of the receive antenna locations, and six transmitting antenna elements for the other two receive location were used.
Figure 13. Building 24 cumulative sum of co-phased power. Power normalized by largest contributing element.

Figure 14. Denver cumulative sum of co-phased power, normalized by the largest contributing element. Two cases, RX 3 and RX 6, include only six transmitting elements.
Figure 15. Building 24 results for two elements: (a) received power for single element, (b) increase in received power for two co-phased elements. Both elements were located in the hallway, off the main room.

Figure 16. Denver results for two elements: (a) received power for single element, (b) increase in received power for two co-phased elements. Two of the weaker elements were selected, but not necessarily the weakest two.
Figure 17. Building 24, absolute value of co-phased cumulative sum; TX position 1.

Figure 18. Building 24, TX position 1. RX order in the co-phased summation.
Figure 19. Building 24, absolute value of co-phased cumulative sum; TX position 2.

Figure 20. Building 24, TX position 2. RX order in the co-phased summation.
Figure 21. Building 24, absolute value of co-phased cumulative sum; TX position 3.

Figure 22. Building 24, TX position 3. RX order in the co-phased summation.
Figure 23. Building 24, absolute value of co-phased cumulative sum; TX position 4.

Figure 24. Building 24, TX position 4. RX order in the co-phased summation.
Figure 25. Building 24, absolute value of co-phased cumulative sum; TX position 5.

Figure 26. Building 24, TX position 5. RX order in the co-phased summation.
Figure 27. Building 24, absolute value of co-phased cumulative sum; TX position 6.

Figure 28. Building 24, TX position 6. RX order in the co-phased summation.
Figure 29. Building 24, absolute value of co-phased cumulative sum; TX position 7.

Figure 30. Building 24, TX position 7. RX order in the co-phased summation.
Figure 31. Building 24, absolute value of co-phased cumulative sum; TX position 8.

Figure 32. Building 24, TX position 8. RX order in the co-phased summation.
Figure 33. Denver Building, absolute value of co-phased cumulative sum; TX position 1.

Figure 34. Denver Building, TX position 1. RX order in the co-phased summation.
Figure 35. Denver Building, absolute value of co-phased cumulative sum; TX position 2.

Figure 36. Denver Building, TX position 2. RX order in the co-phased summation.
Figure 37. Denver Building, absolute value of co-phased cumulative sum; TX position 3.

Figure 38. Denver Building, TX position 3. RX order in the co-phased summation.
Figure 39. Denver Building, absolute value of co-phased cumulative sum; TX position 4.

Figure 40. Denver Building, TX position 4. RX order in the co-phased summation.
Figure 41. Denver Building, absolute value of co-phased cumulative sum; TX position 5.

Figure 42. Denver Building, TX position 5. RX order in the co-phased summation.
Figure 43. Denver Building, absolute value of co-phased cumulative sum; TX position 6.

Figure 44. Denver Building, TX position 6. RX order in the co-phased summation.
Figure 45. Denver Building, absolute value of co-phased cumulative sum; TX position 7.

Figure 46. Denver Building, TX position 7. RX order in the co-phased summation.
Figure 47. Denver Building, absolute value of co-phased cumulative sum. Transmitter carried over path both inside and outside of the *ad hoc* array. Note that the vertical scale is increased by 3 dB over previous Denver plots, e.g., compared to the vertical scale in Figure.

Figure 48. Denver Building, TX carried over path both inside and outside of the *ad hoc* array. RX order in the co-phased summation.
Figure 49. Building 24 raw average cumulative power results based on 41 samples. TX number refers to the transmitter position, which is the same as the RX position used in the spectrum analyzer measurements.

Figure 50. Denver raw average cumulative power results based on 71 samples. TX number refers to the transmitter position, which is the same as the RX position used in the spectrum analyzer measurements.
Figure 51. Building 24 average cumulative power results based on 41 samples, normalized by the largest contributing element. TX number refers to the transmitter position, which is the same as the RX position used in the spectrum analyzer measurements.

Figure 52. Denver average cumulative power results based on 71 samples, normalized by the largest contributing element. TX number refers to the transmitter position, which is the same as the RX position used in the spectrum analyzer measurements.
Figure 53. Building 24, 2.4 GHz path loss exponent for test locations 1 to 8, and array element A through G.

Figure 54. Denver building, 2.4 GHz path loss exponent for test locations 1 to 7, and array element A through G.
Figure 55. Denver building, 750 MHz path loss exponent results. Note that array element “D” is not included because only six channels are sampled with the computer and sampling card system.
Figure 56. Simulation results from for the Building 24 positions, with no multipath contribution. Average of 10,000 trials.

Figure 57. Simulation results for the Building 24 positions, with three multipath components. Average of 10,000 trials.
Figure 58. Simulation results from for the Denver site positions, with no multipath contribution. Average of 10,000 trials.

Figure 59. Simulation results from for the Denver site positions, with ten multipath components. Average of 10,000 trials.
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