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Abstract—In this paper, efficient deployment algorithms are proposed for a mobile sensor network to improve coverage. The proposed algorithms calculate the position of the sensors iteratively based on the existing coverage holes in the target field. The multiplicatively weighted Voronoi diagram (MW-Voronoi diagram) is used to discover the coverage holes corresponding to different sensors with different sensing ranges. The algorithms proposed in this paper consider the distances of each sensor and the points inside its corresponding MW-Voronoi region from the boundary curves of the region. Under the proposed algorithms, the sensors move in such a way that the coverage holes in the target field are reduced. Simulations confirm the effectiveness of the deployment algorithms proposed in this paper.

I. INTRODUCTION

Wireless sensor networks have received a great deal of attention in recent years, due to their increasing capabilities in a wide range of applications. Such applications include environmental monitoring, military surveillance and outer space exploration, to name only a few [1], [2], [3], [4]. The main challenge in the design of efficient sensor networks is to optimize coverage and resource allocation [5], [6]. On the other hand, there are some practical constraints that need to be taken into account in developing sensor deployment strategies. For example, due to the distributed nature of the network, it is often desired to design a decentralized resource allocation protocol [6]. Furthermore, in many applications the initial positions of the sensors are not known a priori [7].

In [8], location services (which are concerned with obtaining the location information of the destination) for mobile ad-hoc networks are reviewed. A new coverage model (namely, surface coverage) is proposed in [9], and two pertinent problems concerning (i) expected coverage ratio with stochastic deployment, and (ii) optimal deployment strategy with planned deployment are subsequently investigated. Furthermore, three approximation algorithms with provable approximation ratios are introduced in [9]. Several sensor deployment strategies are proposed in the literature for mobile sensors to provide sufficient coverage in the field [6], [10], [11], [12], [13], [14]. In these works, it is mainly assumed that all sensors have the same sensing range. However, this is not a realistic assumption in many real-world applications.

In this work, a number of distributed sensor deployment strategies are introduced for a network of mobile sensors with different sensing ranges. The multiplicatively weighted Voronoi (MW-Voronoi) is used to divide the region into a number of cells, where the weight assigned to each sensor is proportional to its sensing radius [15], [16], [17]. The resultant diagram is subsequently used to find the coverage holes in the network. Three algorithms are proposed in this work to improve network coverage: Maxmin-curve, Minmax-curve and Curtex. The main characteristic of these algorithms is that the sensor movement is performed iteratively. Once each destination is computed, new local coverage area of the corresponding sensor (in the previously constructed MW-Voronoi region) is compared to its preceding local coverage area. If the new local coverage area is larger than the preceding one, the sensor moves to the new destination; otherwise, it remains in its current position. If, on the other hand, the local coverage area of every sensor in an iteration is not increased by a certain threshold, the algorithm is terminated (to ensure a finite number of iterations).

The rest of the paper is organized as follows. In Section II, some preliminaries as well as important notions and definitions are provided. Section III presents three different techniques for efficient network coverage, as the main contribution of the paper. Simulation results are given in Section IV to demonstrate the effectiveness of the proposed approaches, and finally the concluding remarks are summarized in Section V.

II. BACKGROUND

Let $S$ be a set of $n$ distinct weighted nodes in the plane denoted by $(S_1, w_1), (S_2, w_2), \ldots, (S_n, w_n)$, where $w_i > 0$ is the weighting factor associated with $S_i$, for any $i \in n := \{1, 2, \ldots, n\}$. Partition the plane in $n$ regions such that:

- Each region contains only one node, and
- the nearest node, in the sense of weighted distance, to any point inside a region is the node assigned to that region.

The diagram obtained by the partitioning described above is called the multiplicatively weighted Voronoi diagram (MW-Voronoi diagram) [16]. Analogous to conventional Voronoi diagram, the mathematical characterization of each region obtained by the above partitioning is as follows:

$$\Pi_i = \{ Q \in \mathbb{R}^2 | w_i d(Q, S_i) \leq w_j d(Q, S_j), \forall j \in n \setminus \{i\} \}$$ (1)

for any $i \in n$, where $d(Q, S_i)$ is the Euclidean distance between $Q$ and $S_i$.

According to (1), any point $Q$ in the $i$-th MW-Voronoi region $\Pi_i$ has the following property:

$$\frac{d(Q, S_i)}{d(Q, S_j)} \leq \frac{w_i}{w_j} \quad \forall i \in n, \forall j \in n \setminus \{i\}$$ (2)

Definition 1. Similar to conventional Voronoi diagram, the nodes $S_i$ and $S_j$ ($i, j \in n, i \neq j$) in an MW-Voronoi diagram are called neighbors if $\Pi_i \cap \Pi_j \neq \emptyset$. The set of all neighbors of $S_i$, $i \in n$, is denoted by $N_i$ and is formulated below:

$$N_i = \{ S_j \in S \mid \Pi_i \cap \Pi_j \neq \emptyset, \forall j \in n \}$$ (3)

Definition 2. Consider a sensor $S_i$ with the sensing radius $r_i$ and the corresponding MW-Voronoi region $\Pi_i$, $i \in n$, and let $Q$ be an arbitrary point inside $\Pi_i$. The intersection of the region $\Pi_i$ and a circle of radius $r_i$, centered at $Q$ is referred to as the coverage area with respect to (w.r.t.) $Q$. The coverage
The intersections of $\Omega$ obstacle in the field. Therefore, the sensors can move to any In this paper, it is assumed that there is no $\Omega_{MW-V}$ oronoi region is denoted by $i$ circles. The set of all such Apollonian circles for the $i$-th node is, in fact, the $i$-th MW-Voronoi region (e.g., see Fig. 1). An example of a MW-Voronoi diagram with 15 sensors is sketched in Fig. 2.

Notation 1. Consider a circle of radius $r$ centered at $O$, denoted by $\Omega(O, r)$ hereafter, and a point $V$ in the plane. The intersections of $\Omega$ and the extension of $VO$ from $O$ is denoted by $T_1(\Omega(O, r))$. The other intersection point of $\Omega(O, r)$ and $VO$ (or its extension) is denoted by $T_0(\Omega(O, r))$.

Notation 2. As mentioned before, the boundary curves of an MW-Voronoi region are the segments of some Apollonian circles. The set of all such Apollonian circles for the $i$-th MW-Voronoi region is denoted by $\Omega_i$. The sets $\Omega_i$ and $\Omega_i^c$ are then defined as follows:

$$\Omega_i = \{\Omega \in \Omega_i, |S_i \in \Omega\}$$

$$\Omega_i^c = \{\Omega \in \Omega_i, |S_i \notin \Omega\}$$

Assumption 1. In this paper, it is assumed that there is no obstacle in the field. Therefore, the sensors can move to any desired location without obstacle avoidance concerns using existing techniques, e.g. [11], [12], [19], [20].

Assumption 2. The sensors are supposed to be capable of localizing themselves with sufficient accuracy in the field (using, for instance, the methods proposed in [1], [21]).

Assumption 3. The communication range of the sensors is bounded (and not necessarily the same for all sensors). This is a limiting factor for the sensors, potentially preventing them from reaching their neighbors, which can result in incorrect Voronoi regions around some of the sensors. Consequently, such a limitation can negatively affect the detection of coverage holes.

Fig. 2. An example of the MW-Voronoi diagram for a group of 15 nonidentical sensors in a network.

III. DEPLOYMENT PROTOCOLS

In this section, three different protocols are developed for a distributed sensor network. The proposed algorithms are iterative, where in each iteration every sensor first broadcasts its sensing radius and location to other sensors, and then constructs its MW-Voronoi region based on the received information. It checks the region subsequently to detect the possible coverage holes. If any coverage hole exists, the sensor calculates its target location (but does not move there) in such a way that by moving there the coverage hole would be eliminated, or at least its size would be reduced by a certain threshold. Once the new target location is calculated, the coverage area w.r.t. this location (in the previously constructed MW-Voronoi region) is obtained. If this coverage area is greater than the current one, the sensor moves to the new location; otherwise, it remains in its current position. In order to terminate the algorithm in finite time, a proper coverage improvement threshold $\epsilon$ is defined such that if the increase in the local coverage area by each sensor is not sufficiently large (as specified by $\epsilon$), there is no need to continue the iterations.

Notation 3. In the remainder of this paper, $V$ represents an MW-Voronoi diagram with $n$ regions (each one corresponding to a node). Furthermore, the number of vertices and boundary curves of the $i$-th region are denoted by $m_i$, and $e_i$, respectively. It is easy to verify that $m_i = e_i$, for the case when the corresponding region has at least two vertices.

Definition 4. The corner points of the $i$-th MW-Voronoi region (i.e., the intersection points of its boundary curves) are denoted by $V_i = \{V_{i1}, V_{i2}, \ldots, V_{il}\}$. These points are called the MW-Voronoi vertices for the $i$-th region. It is to be noted that in any MW-Voronoi region, the farthest point from the node associated with that region lies on its boundary.

A. Minmax-Curve Strategy

The idea behind the Minmax-curve technique is that normally for optimal coverage, each sensor should not be too far from any of the boundary curves in its MW-Voronoi region. The Minmax-curve strategy selects the target location
for each sensor as a point inside the corresponding MW-Voronoi region whose distance from the farthest curve is minimized. This point will be referred to as the Minmax-curve centroid, and will be denoted by \( \hat{O}_i \) for the \( i \)-th region, \( i \in \mathbb{n} \). Furthermore, the distance between this point and the farthest curve from it will be represented by \( r_i \). The Minmax-curve circle is defined next.

**Definition 5.** The Minmax-curve circle of an MW-Voronoi region is the smallest circle centered inside or on the boundary of that region, intersecting or touching the region’s all boundary curves (or their extensions). This circle is, in fact, \( C(\hat{O}_i, r_i) \), for the \( i \)-th region. It will be shown later that the Minmax-curve circle is not necessarily unique.

**Notation 4.** The set of all boundary curves of the \( i \)-th MW-Voronoi region will hereafter be denoted by \( \epsilon_i \). In the present subsection (i.e. III-A), intersecting/touching/tangent to a boundary curve \( \epsilon_i \) means intersecting/touching/tangent to \( \epsilon_i \) or its extension. It is to be noted that the extension of the boundary curve \( \epsilon_i \) belongs to the same Apollonian circle as \( \epsilon_i \).

**Definition 6.** The bisector of two curves \( \epsilon_1 \) and \( \epsilon_2 \) is defined as the loci of any point \( E \) whose distance from \( \epsilon_1 \) is equal to that from \( \epsilon_2 \). The bisector of the curves \( \epsilon_1 \) and \( \epsilon_2 \) is denoted by \( \Gamma_{\epsilon_1, \epsilon_2} \).

**Definition 7.** Let \( \epsilon_1 \) and \( \epsilon_2 \) be the circular arcs of circles \( C_1 \) and \( C_2 \), respectively. The curves \( \epsilon_1 \) and \( \epsilon_2 \) are called parallel if circles \( C_1 \) and \( C_2 \) are concentric.

A number of lemmas and theorems are presented next as the main results of the paper. The proofs of some lemmas are omitted due to space restrictions, and may be found in [22].

**Lemma 1.** Consider two points \( A, B \) and a circle \( \Omega(O, r) \) (which in particular case can be a straight line). Let the distance between \( A \) and \( \Omega(O, r) \) be denoted by \( \sigma \), and that between \( B \) and this circle by \( \rho \). Let also the distance between \( A \) and \( B \) be denoted by \( \xi \). Then:

\[
\sigma - \xi \leq \rho \leq \sigma + \xi
\]  

**Lemma 2.** If an MW-Voronoi region has more than one boundary curve, then the corresponding Minmax-curve circle is tangent to at least two of the boundary curves.

**Definition 8.** For any two curves \( \epsilon_1 \) and \( \epsilon_2 \), the sets \( \Psi_{\epsilon_1, \epsilon_2}^{\max} \) and \( \Psi_{\epsilon_1, \epsilon_2}^{\min} \) are defined as follows:

\[
\Psi_{\epsilon_1, \epsilon_2}^{\min} = \{ \epsilon \in \Gamma_{\epsilon_1, \epsilon_2} | \exists \delta > 0 : \forall Y \in \Gamma_{\epsilon_1, \epsilon_2}, |Y - X| \leq \delta \Rightarrow d(X, \epsilon_2) \leq d(Y, \epsilon_1) \}
\]

\[
\Psi_{\epsilon_1, \epsilon_2}^{\max} = \{ \epsilon \in \Gamma_{\epsilon_1, \epsilon_2} | \exists \delta > 0 : \forall Y \in \Gamma_{\epsilon_1, \epsilon_2}, |Y - X| \leq \delta \Rightarrow d(X, \epsilon_1) \geq d(Y, \epsilon_1) \}
\]

**Lemma 3.** Consider an MW-Voronoi diagram \( \mathcal{V} \), and assume that the \( i \)-th region has at least three boundary curves. Then the Minmax-curve circle of this region is tangent to at least two boundary curves. Furthermore, if the Minmax-curve circle is tangent to exactly two boundary curves, say \( \epsilon_{i1} \) and \( \epsilon_{i2} \), then at least one of the following conditions hold:

i) \( \epsilon_{i1} \) and \( \epsilon_{i2} \) are parallel;
ii) \( \hat{O}_i \in \Psi_{\epsilon_{i1}, \epsilon_{i2}}^{\min} \), or
iii) \( \hat{O}_i \) is the intersection of the bisector of \( \epsilon_{i1}, \epsilon_{i2} \) and one boundary curve of the region.

**Lemma 4.** If a Minmax-curve circle is tangent to two parallel curves, then generically there are other Minmax-curve circles, all of which are tangent to these parallel curves, as well.

**Remark 1.** Consider an MW-Voronoi region with at least three boundary curves, two of which are parallel. If one of the Minmax-curve circles is tangent to these parallel curves, then generically all Minmax-curve circles are also tangent to these two curves. At least one of these circles is tangent to some other boundary curves too, and one of such circles is arbitrarily chosen as the Minmax-curve circle in this case.

**Definition 9.** For convenience of notation, the circle touching two curves \( \epsilon_g \) and \( \epsilon_h \) of MW-Voronoi region \( i \), centered at the intersection of the bisector \( \epsilon_g \) and \( \epsilon_h \), and the curve \( \epsilon_k \), is denoted by \( \Omega_{g,h,k}^{\epsilon} \), for any \( k, g, h \in \mathbb{e}_i := \{1, \ldots, e_i\} \). Also, the circle touching two curves \( \epsilon_g \) and \( \epsilon_h \) of MW-Voronoi region \( i \), centered at the point \( A \in \Psi_{\epsilon_g, \epsilon_h}^{\min} \), is denoted by \( \Omega_{g,h}^{A, \epsilon} \), for any \( r, s \in \mathbb{e}_i \).

**Theorem 1.** Suppose the \( i \)-th MW-Voronoi region has at least three boundary curves. Let \( \hat{D}_i \) and \( \hat{D}_i' \) be the sets of all circles \( \Omega_{g,h,k}^{\epsilon} \), \( \forall g, h, k \in \mathbb{e}_i \), and \( \Omega_{g,h}^{A, \epsilon} \), \( \forall r, s \in \mathbb{e}_i \), \( A \in \Psi_{\epsilon_g, \epsilon_h}^{\min} \) such that: (i) their centers lie inside the region or on its boundaries, and (ii) they intersect with or are tangent to all of the boundary curves of the region. Let also \( \hat{D}_i \) be the set of all circles such that: (i) they are tangent to at least three boundary curves of the \( i \)-th MW-Voronoi region (or their extensions); (ii) their centers lie inside the region or on its boundaries, and (iii) they intersect with or are tangent to all of the boundary curves of the MW-Voronoi region (or their extensions). Define \( \hat{D}_i := \hat{D}_i \cup \hat{D}_i' \cup \hat{D}_i'' \) then the Minmax-curve circle belongs to \( \hat{D}_i \), and is the smallest circle in this set.

**Proof:** The proof follows directly from Lemmas 3 and 4, Remark 1, and Definitions 5 and 9.

**Remark 2.** If an MW-Voronoi region has exactly one boundary curve, then this curve is a circle and it is considered as the Minmax-curve circle. If, on the other hand, it has exactly two boundary curves, then according to Lemma 2 the Minmax-curve circle is tangent to both curves.

Using the result of Theorem 1 and discussions in Remarks 1 and 2, one can develop a procedure with a complexity of order \( O(e_i^2) \) to calculate the Minmax-curve centroid in the \( i \)-th MW-Voronoi region. Since typically a MW-Voronoi region does not have ”too many” boundary curves, the computational complexity for calculating the Minmax-curve centroid is normally not very high.

**B. Maxmin-Curve Strategy**

The main idea behind this strategy is that normally for optimal coverage, each sensor should not be too close to any of its Voronoi curves. The Maxmin-curve strategy selects the target location for each sensor as a point inside the corresponding MW-Voronoi region whose distance from the nearest curve is maximized. This point will be referred to as the Maxmin-curve centroid, and will be denoted by \( \hat{O}_i \) for the \( i \)-th region, \( i \in \mathbb{n} \). Furthermore, the distance between this point and the nearest curve from it will be represented by \( r_i \). The Maxmin-curve circle is defined next.

**Definition 10.** The Maxmin-curve circle of an MW-Voronoi region is the largest circle inside the MW-Voronoi region. This circle is, in fact, \( \hat{C}(\hat{O}_i, r_i) \), for the \( i \)-th region.
Lemma 5. If an MW-Voronoi region has more than one boundary curve, then the corresponding Maxmin-curve circle is tangent to at least two of the curves.

Proof: Let \( \hat{e}_{i1} \) be the nearest boundary curve to the Maxmin-curve centroid of the \( i \)-th MW-Voronoi region. This means that \( \hat{r}_i \) is equal to the distance between \( O_i \) and \( \hat{e}_{i1} \), also denoted by \( d(O_i, \hat{e}_{i1}) \); thus, \( C(\hat{O}_i, \hat{r}_i) \) is tangent to \( \hat{e}_{i1} \). Define:

\[
\hat{w} = \min_{e \in e_i - \{\hat{e}_{i1}\}} \{ d(\hat{O}_i, e) \}
\]  

(7)

Suppose that the Maxmin-curve circle is not tangent to any other boundary curve, and hence \( \delta^* = (\hat{w} - \hat{r}_i)/2 \) is strictly positive. Let \( M \) be a point on \( \hat{e}_{i1} \) such that \( M\hat{O}_i \perp \hat{e}_{i1} \). Let also \( \hat{O}_i \) be a point on the extension of \( M\hat{O}_i \) such that the distance between \( \hat{O}_i \) and \( \hat{O}_1 \) is equal to an arbitrary value \( \delta \in (0, \delta^*] \) (see, e.g. Fig. 3). According to Lemma 1:

\[
d(\hat{O}_i, e) \geq d(\hat{O}_i, e) - \delta \geq \hat{w} - \delta, \quad \forall e \in e_i - \{\hat{e}_{i1}\}
\]  

(8)

From (8) and the relations \( \hat{w} - \delta \geq \hat{r}_i + \delta > \hat{r}_i \) and \( d(\hat{O}_i, \hat{e}_{i1}) > d(\hat{O}_i, \hat{e}_{i1}) \), one can conclude that:

\[
\min_{e \in e_i} \{ d(\hat{O}_i, e) \} > \hat{r}_i
\]  

(9)

which contradicts the initial assumption that \( \hat{O}_i \) is the Maxmin-curve centroid. This completes the proof.

Lemma 6. Consider an MW-Voronoi diagram \( \mathcal{V} \), and suppose that the \( i \)-th MW-Voronoi region has at least three boundary curves. Then the Maxmin-curve circle of this region is tangent to at least three boundary curves. Furthermore, if the Maxmin-curve circle is tangent to exactly two boundary curves, say \( \hat{e}_{i1}, \hat{e}_{i2} \), then these two curves are either parallel or \( \hat{O}_i \in \Psi_{\max}^{\hat{e}_{i1}, \hat{e}_{i2}} \).

Proof: Suppose the Maxmin-curve circle of the \( i \)-th region is tangent to exactly two curves, say \( \hat{e}_{i1} \) and \( \hat{e}_{i2} \), but these two curves are not parallel. Define:

\[
\hat{w} = \min_{e \in e_i - \{\hat{e}_{i1}, \hat{e}_{i2}\}} \{ d(\hat{O}_i, e) \}
\]  

(10)

Since \( C(\hat{O}_i, \hat{r}_i) \) is tangent to exactly two boundary curves, hence \( \delta^* = (\hat{w} - \hat{r}_i)/2 \) is strictly positive. If \( \hat{O}_i \notin \Psi_{\max}^{\hat{e}_{i1}, \hat{e}_{i2}} \), then one can choose a point inside the \( i \)-th MW-Voronoi region and on the bisector of \( \hat{e}_{i1} \) and \( \hat{e}_{i2} \), say \( O \), such that \( d(O, \hat{e}_{i1}) = d(O, \hat{e}_{i2}) > \hat{r}_i \), and \( O\hat{O}_i \delta \), for some \( \delta \in (0, \delta^*) \) (e.g., see Fig. 4). According to Lemma 1:

\[
d(O, e) \geq d(O, e) - \delta \geq \hat{w} - \delta, \quad \forall e \in e_i - \{\hat{e}_{i1}, \hat{e}_{i2}\}
\]  

(11)

It results from (11) and the relations \( \hat{w} - \delta \geq \hat{r}_i + \delta > \hat{r}_i \) and \( d(O, \hat{e}_{i1}) = d(O, \hat{e}_{i2}) > \hat{r}_i \), that:

\[
\min_{e \in e_i} \{ d(O, e) \} > \hat{r}_i
\]  

(12)

which contradicts the initial assumption that \( \hat{O}_i \) is the Maxmin-curve centroid. This completes the proof.

Fig. 3. An illustrative figure used in the proof of Lemma 5.

Definition 11. For convenience of notation, the circle tangent to two curves \( e_r \) and \( e_s \) of MW-Voronoi region \( i \), centered at the point \( A \in \Psi_{r,s}^{\max} \), is denoted by \( \Omega_{r,s}^{\max} \) for any \( r, s \in e_i \).

Lemma 7. If a Maxmin-curve circle is tangent to two parallel curves, then generically there are other Maxmin-curve circles, all of which are tangent to these parallel curves.

Remark 3. Consider an MW-Voronoi region with at least three boundary curves, two of which are parallel. If one of the Maxmin-curve circles is tangent to these parallel curves, then generically all Maxmin-curve circles are also tangent to these two curves. At least one of these circles is tangent to some other boundary curves too, and one of such circles is arbitrarily chosen as the Maxmin-curve circle in this case.

Theorem 2. Consider an MW-Voronoi diagram \( \mathcal{V} \), and suppose that the \( i \)-th MW-Voronoi region has at least three boundary curves. Let \( \tilde{Z}_i \) be the set of all circles \( \Omega_{r,s}^{\max}, r, s \in e_i, A \in \Psi_{r,s}^{\max} \) that are inside the region. Let also \( \tilde{Z}_i \) be the set of all circles which: (i) are tangent to at least three curves of region \( i \), and (ii) are inside the region. Define \( \tilde{Z}_i = \tilde{Z}_i \cup \tilde{Z}_i \); then the Maxmin-curve circle belongs to \( \tilde{Z}_i \), and also it is the largest circle in this set.

Proof: The proof follows directly from Lemmas 6 and 7, Definitions 10 and 11, and Remark 3.

Remark 4. If the MW-Voronoi region has exactly one boundary curve, then this curve is a circle as pointed out before, and it is, in fact, the Maxmin-curve circle.

Using the result of Theorem 2 and discussion in Remarks 3 and 4, one can develop a procedure with a complexity of order \( O(\varepsilon_i^3) \) (which is typically not very high) to calculate the Maxmin-curve centroid for the \( i \)-th MW-Voronoi region, \( i \in n \).

C. Curtex Strategy

By properly combining the strategies introduced in the previous subsection and existing techniques, one can come up with more efficient algorithms for coverage. This improvement, however, comes at the expense of more involved computation for the destination point. The Curtex method introduced here is a combination of the Maxmin-curve strategy proposed in this paper, and the Minmax-vertex strategy.
introduced in [22]. In this method, every sensor finds two points in each round as its new location: one point according to the Maxmin-curve strategy, and another one according to the Minmax-vertex strategy. One of the two points which provides better coverage is subsequently selected as the target location of the sensor. Simulation results in the next section demonstrate that this algorithm outperforms the other strategies in terms of coverage.

Remark 5. In some special cases, even if the sensor moves toward its target location (according to any of the algorithms introduced above), the local coverage might not be improved. This happens when the target location is too far from its present location. To overcome this problem, one can adopt a technique similar to the one provided in [12], and choose the midpoint or 3/4 point between the current location and the calculated target location. If the local coverage of the sensor is better from this point (compared to the calculated target point), it stops there.

Remark 6. In order to prevent the sensors from oscillatory movements, a proper scheme can be used to let each sensor move toward the target location only if the direction of its move is consistent with its move in the preceding round, as proposed in [12].

IV. SIMULATION RESULTS

In this section, the three algorithms proposed in Section III are applied to a flat space of size $50m \times 50m$. It is to be noted that the results presented in this section for field coverage are all the average values obtained by using 20 random initial deployments for the sensors. Furthermore, while the horizontal axis in all figures in this section represents a discrete parameter, the graphs are displayed as continuous curves for clarity.

Assume first there are 36 sensors: 20 with a sensing radius of 6m, 8 with a sensing radius of 5m, 4 with a sensing radius of 7m, and 4 with a sensing radius of 9m. Moreover, the communication range of each sensor is assumed to be 10/3 times greater than its sensing range. The coverage factor (defined as the ratio of the covered area to the overall area) of the sensors in each round is depicted in Fig. 5 for the algorithms proposed in this paper. It can be seen from this figure that all three algorithms result in a satisfactory coverage level of the target field in the first few rounds. It can also be observed that for this example the Curtex algorithm performs better than the other algorithms as far as coverage is concerned.

![Fig. 5. Network coverage per round for 36 sensors.](image)

It is desired now to compare the performance of the proposed algorithms in terms of the number of deployed sensors $n$. To this end, consider three more set-ups: $n=18$, 27, and 45, in addition to the set-up discussed above. Let the changes in the number of identical sensors in the new setups be proportional to the changes in the total number of sensors (e.g., for the case of $n=18$ there will be 10 sensors with a sensing radius of 6m, 4 with a sensing radius of 5m, 2 with a sensing radius of 7m, and 2 with a sensing radius of 9m). Fig. 6 provides the coverage results for different number of sensors. It can be seen from this figure that the target field coverage in Curtex algorithm is larger than that in other two algorithms for different number of sensors.

Another important factor in the performance evaluation of different algorithms is how fast the desired coverage level is achieved. Notice that the sensor deployment time in each round is almost equal for all algorithms. Hence, to compare the deployment speed, it suffices to check the number of rounds it takes for the sensors to provide a prescribed coverage level. It is shown in Fig. 7 that in all three algorithms the number of rounds (required to meet a certain termination condition) increases by increasing the number of sensors up to a certain value, and then starts to decrease by adding more sensors. This is due mainly to the fact that when there are a small number of sensors in the target field, the MW-Voronoi regions are large in comparison with the corresponding sensing circles. Hence, there is a good chance that each sensor’s local coverage area is completely inside its MW-Voronoi region, which means that the sensor does not need to move in order to increase its coverage area. On the other hand, when there are a large number of sensors in the target field, there is a good chance that each sensor covers its MW-Voronoi region, which implies that the termination condition will be satisfied in a short period of time. It is also to be noted that the number of rounds in the Minmax-curve algorithm is relatively low, making it a good candidate for field coverage as far as deployment time is concerned.

![Fig. 6. Network coverage for different number of sensors using the proposed algorithms.](image)

![Fig. 7. The number of rounds required to reach the termination conditions for different number of sensors using the proposed algorithms.](image)
Another important means of assessing the performance of sensor deployment algorithms is the energy consumption of the sensors. Sensors’ energy consumption highly depends on the traveling distance of sensors, and the number of times they stop before arriving at the destination (the latter is due to static friction). Thus, to compare the proposed methods in terms of energy consumption, the traveling distance and the number of movements should be taken into consideration. Fig. 8 depicts the average moving distance for different number of sensors. This figure shows that by increasing the number of sensors, the average moving distance of the sensors is decreased in all scenarios. This is due to the fact that in all algorithms when the number of sensors increases, the MW-Voronoi regions become smaller. As a result, the distance between each sensor and its destination point in the corresponding MW-Voronoi region decreases, which leads to a decrease in the average moving distance. It can be seen from Fig. 8 that the average moving distance of all three algorithms are more or less the same when there are large number of sensors in the field. The number of movements versus the number of sensors is depicted in Fig. 9. It can be observed from this figure that when the number of sensors is more than a certain level (whose value varies for different algorithms), the number of movements decreases. This is due to the fact that for large number of sensors the MW-Voronoi regions become smaller, and hence the sensors will likely cover their MW-Voronoi regions. As a result, the coverage holes will be covered in a shorter period of time, decreasing the number of movements.

Fig. 8. The average distance each sensor travels for different number of sensors using the proposed algorithms.

Fig. 9. The number of movements required for different number of sensors using the proposed algorithms.

V. CONCLUSIONS

This paper presents efficient deployment algorithms for field coverage in a network of mobile sensors with different sensing ranges. A multiplicatively weighted Voronoi (MW-Voronoi) diagram is then employed to develop three distributed deployment algorithms accordingly. Under these algorithms, the sensors move iteratively to minimize coverage holes in the network. The algorithms are based on some known facts about the general characteristics of an ideal sensor configuration (e.g., each sensor should not be too far or too close to any of the boundary curves of its corresponding MW-Voronoi region). Simulation results are pretested to compare the proposed approaches for different number of sensors in the network in terms of coverage factor and energy consumption (which is assumed to be mainly a function of number of stops as well as moving distance).
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