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Abstract—Reverberation chambers are emerging as a test facility for testing wireless devices and for emulating different wireless multipath environments. The commonly used quantities for characterizing the chambers in wireless applications are 1) the chamber quality factor $Q$, 2) the chamber decay time ($\tau_{RC}$), 3) the RMS delay spread of the time-domain chamber response $\tau_{rms}$, and 4) the coherence bandwidth BW of the frequency-domain transfer function of the chamber. Analytic expressions that relate $\tau_{RC}$ and BW and the relationship between $\tau_{rms}$ and BW are given in the literature. However, these expressions neglect the early-time behavior of the chamber (the time before a chamber reaches a reverberant condition), and hence can give inconsistent results when one is analyzing experimental data. In this paper, we discuss the relationship between BW, $\tau_{RC}$, and $\tau_{rms}$ for realistic chamber behaviors, and we present expressions for these relationships when one takes into account the early-time behavior of the reverberation chamber. This early-time behavior is crucial when one tries to assess and compare these different quantities in experimental data, and as we will see, the relationship between these quantities can be different for different chambers (i.e., different chamber sizes and loading conditions). The model presented here illustrates how the early-time behavior can affect these chamber characteristic quantities for loaded and unloaded chambers, and it also illustrates the problems that can occur when the early-time behavior is not considered.

Index Terms—Chamber decay time, coherence bandwidth, early-time behavior, reverberation chambers (RC), RMS delay spread, wireless propagation environments.

I. INTRODUCTION

A TYPICAL reverberation chamber (RC) is, at its most fundamental level, a shielded room (having metallic walls) with a complex-shaped metallic mode-stirring paddle (also called a stirrer or tuner) [1]. The paddle is designed to be non-symmetric and is used to create continuously changing boundary conditions for the electromagnetic fields in the chamber. The rotating paddle creates a statistical environment in the RC, and this statistical environment results in a unique test facility. Electromagnetic RC are becoming popular as alternative test facilities for both electromagnetic and electromagnetic compatibility measurements. Initially, RC were used as high field amplitude test facilities for electromagnetic interference and compatibility, and these chambers are currently used for a wide range of other measurement applications. These applications include: 1) radiation immunity of components and large systems, 2) radiated emissions, 3) shielding characterization of cables, connectors, and materials, 4) antenna measurements, 5) probe calibrations, 6) characterization of material properties, 7) absorption and heating properties of materials, 8) biological and biomedical effects, 9) testing of wireless devices, and 10) simulating various wireless multipath environments (see [1] and [2] for a list of papers on the different applications).

The characteristics of an RC for wireless applications are usually identified by one of the following four quantities: 1) the chamber quality factor $Q$, 2) the coherence bandwidth BW of the frequency-domain transfer function, 3) the RMS delay spread for the time-domain response of the chamber $\tau_{rms}$, and 4) the chamber’s decay time $\tau_{RC}$. Typically, the relationships between these four quantities are derived assuming the energy density inside an RC behaves in a certain assumed or prescribed manner, i.e., it is assumed that the energy density may be represented by a single-exponential model. In order to understand this assumption, we need to discuss the behavior of the fields inside a chamber.

The behavior of the fields inside a RC can actually be divided into two distinct behaviors, an early-time (or buildup-time) behavior and a late-time behavior (see [3]–[5]). The late-time behavior of the chamber corresponds to the period in which the energy in the chamber is well developed into a reverberant field behavior, while the early-time behavior corresponds to the period during which the energy is building up to this reverberant condition. One way of thinking about the early-time behavior is that it is the time it takes the rays in the chamber to “learn” where the walls and paddle are in the chamber. Once the rays in the chamber have made several bounces, the late-time behavior of the chamber commences and the decaying single-exponential
model can be used to predict its behavior in the chamber [1] and [3].

While it has been shown throughout the years that a single exponential model represents the late-time energy density inside an RC, the early-time behavior in a chamber is not captured by this single-exponential representation. Since the commonly used relationships between the aforementioned four quantities are derived with a single-exponential model for the energy density in the RC, they do not hold in general. In fact, the ratio of the chamber decay-time \( \tau_{RC} \) relative to the early-time behavior may be used to assess whether results from a single-exponential model are valid.

In this paper, we investigate how the early-time behavior of a chamber affects the relationship between the quantities used to characterize that chamber. We present a model that accounts for the buildup (or early-) time behavior of the chamber. With this model, we present new expressions relating \( \tau_{RC} \), \( \tau_{rms} \), and BW valid for both loaded and unloaded chambers. We also present an approximate expression for estimating the buildup time in the chamber and an expression for estimating the time when the reverberation behavior (represented by a single-exponential model) is reached. We show that these relationships (\( \tau_{rc} \), \( \tau_{rms} \), and BW) are a function of the buildup time behavior of the chamber, and hence are specific for a given RC. We will see that the ratio of the buildup time to decay time \( \tau_{RC} / \tau_{rms} \) governs when a single-exponential model for the chamber is adequate.

II. BACKGROUND

In this section, we 1) introduce the definitions and nomenclature used in this paper, 2) derive the basic relationships between the four quantities used to characterize the RC, and 3) discuss how these relationships fail when the early-time behavior is not taken into account. We start with the chamber quality factor \( Q \), which is given by [1]

\[
Q = \frac{\omega U}{P_d}
\]  

(1)

where \( U \) is the energy stored within the chamber, \( P_d \) is the power dissipated in the chamber, and \( \omega = 2\pi f \) (where \( f \) is the frequency). A popular method of measuring \( Q \) in the chamber is discussed in [1] and [6] and is expressed as

\[
Q = \frac{16\pi^2 V}{\lambda^3} \left( \frac{P_r}{P_t} \right) = \frac{16\pi^2 V}{\lambda^3} \langle |S_{21}|^2 \rangle
\]  

(2)

where \( V \) is the volume of the chamber, \( \lambda \) is the free-space wavelength, \( \langle P_r \rangle \) is the average received power, \( P_t \) is the transmitted power in the chamber, and \( \langle \cdot \rangle \) represents an ensemble average. In the RC, the ensemble average is obtained from different measurement samples (ideally these samples are independent). The samples are obtained by different paddle (or stirring) positions, averaging of a “small” band of frequencies, and/or measuring the power at different locations in the chamber, among other methods. A discussion on how this averaging is done from scattering \( S \) parameter measurements is given in [6]. This power ratio is typically determined from the measured \( S_{21} \) between two antennas placed in the chamber. The expression in (2) was derived assuming the antennas used in the measurement are ideal (matched with no losses) antennas with 100% antenna efficiency. As discussed in [7]–[9], this measured \( Q \) has losses associated with both the chamber and loss associated with the nonideal antennas. The ramifications of this in relating \( Q \) to \( \tau_{RC} \) and/or \( \tau_{rms} \) will be discussed in Section III-A.

The coherence bandwidth of the chamber may be obtained by calculating the auto-correlation \( \mathcal{R} \) of the frequency-domain transfer function of the chamber [10]. This is possible because the chamber can be thought of as a radio-propagation channel, and the autocorrelation (and corresponding coherence bandwidth) of a radio channel is obtained from the frequency-domain transfer function of the channel [11] and [12]. Typically, the frequency-domain transfer function of the chamber is obtained by means of a vector network analyzer that measures the \( S \)-parameters between two antennas placed inside a chamber, see [6] for details. The transfer function is then given by \( S_{21} \). Thus, \( \mathcal{R} \) (for a stationary process) is obtained from

\[
\mathcal{R}(f) = \int_{f_{start}}^{f_{stop}} S_{21,n}(g) S_{21,n}^*(g - f) \, dg
\]  

(3)

where * denotes the complex conjugate of \( S_{21,n} \), and the subscript \( n \) corresponds to different samples obtained from paddle stirring, frequency stirring, and/or position stirring. The ensemble average (taken over the \( n \) samples) autocorrelation \( \mathcal{R}_{avg} \) for the different samples is given by

\[
\mathcal{R}_{avg} = \langle \mathcal{R}(f) \rangle.
\]  

(4)

While there is no rigid rule used to determine the coherence bandwidth, we define the bandwidth of \( \mathcal{R}_{avg} \) as the coherence bandwidth \( BW \). There are different threshold values that may be chosen to define \( BW \) (e.g., half-power or \( e^{-1} \)). In this paper, we define the \( BW \) as the full width at half-maximum of the normalized \( \mathcal{R}_{avg} \) (normalized with respect to the peak value). The rms delay spread \( \tau_{rms} \) of the power delay profile \( \text{PDP}(t) \) for the chamber is discussed next. The PDP \( (t) \) in the chamber is given by [6]

\[
\text{PDP}(t) = \langle |h(t, n)|^2 \rangle
\]  

(5)

where the ensemble average is again taken over \( n \), which represents the different samples. In this expression, \( h(t, n) \) is the impulse response of the chamber for the \( n \)th sample, which is given by the inverse Fourier transform \( \text{IFT} \) of \( S_{21} \):

\[
h(t, n) = \text{IFT} [S_{21,n}(f)].
\]  

(6)

Once all values of \( S_{21,n} \) are measured and \( \text{PDP}(t) \) is found, \( \tau_{rms} \) is obtained from the following [6]:

\[
\tau_{rms} = \sqrt{\int_0^\infty (t - \tau_0)^2 \text{PDP}(t) \, dt \over \int_0^\infty \text{PDP}(t) \, dt}
\]  

(7)

where \( \tau_0 \) is the mean delay of the propagation channel, given by

\[
\tau_0 = \int_0^\infty t \, \text{PDP}(t) \, dt \over \int_0^\infty \text{PDP}(t) \, dt
\]  

(8)
Details for this calculation for different chamber environments are discussed in [6].

There is a connection between the Fourier transform of PDP(\(t\)) and the function \(R_{avg}\) that is needed for determining the connection between \(\tau_{rms}\) and BW. By use of the convolution theorem for time- and frequency-domain functions (or an inverted form of the Wiener–Khinchin–Einstein theorem or Wiener–Khintchine theorem [13]) it is shown that

\[
R_{avg} = \mathcal{F}^{-1}\{\mathcal{F}[PDP(t)] = \langle |h(t, n)|^2 \rangle \}
\]

\[
= \langle \mathcal{F}[h(t, n) \cdot h^*(t, n)] \rangle.
\]

(9)

Now, we discuss the last quantity used to characterize the chamber; that is, the chamber decay time \(\tau_{RC}\). The chamber decay time is often referred to as the chamber time constant. If we assume that the RC is a so-called well-performing chamber (which implies the chamber is well stirred with a large number of modes and a high mode density, see [1] and [14]), then the energy density, or the received power-delay spread in the chamber when the source is instantaneously turned OFF, is approximated by the following:

\[
P(t) = \begin{cases} 
P_e e^{-t/\tau_{RC}} & t \geq 0 \\ 0 & t < 0 \end{cases}
\]

(10)

where \(\tau_{RC}\) is the chamber decay time or chamber time constant. Through several years of experiments by various groups, it has been shown that this is a good approximation for late-time behavior of the RC. The chamber decay time is directly related to the losses in the chamber and, more importantly, related to the chamber \(Q\) by the following [1]:

\[
\tau_{RC} = \frac{Q}{\omega}.
\]

(11)

It is logical to assume that \(\tau_{RC}\) is related to BW and \(\tau_{rms}\). However, to obtain these relationships we need to make some assumptions about the early- and late-time behavior of the RC. What is typically done in the literature is to assume that the exponential behavior given in (10) is valid for all times in the chamber. That is, the ramp-up or charge-up time behavior of the chamber is neglected, and one assumes the power falls off exponentially starting at time zero. If we neglect the early-time behavior in the chamber, the PDP(\(t\)) can be approximated by

\[
PDP(t) = \langle |h(t, n)|^2 \rangle = P_e e^{-t/\tau_{RC}}.
\]

(12)

Substituting this into (7) and (8), it can be shown that

\[
\tau_0 = \tau_{rms} = \tau_{RC}.
\]

(13)

If the expression in (12) is substituted into (9), it can be shown that [15]

\[
|R_{avg}|_{norm} = \frac{1}{\sqrt{1 + (2\pi f \tau_{RC})^2}}
\]

(14)

where the subscript refers to the normalized magnitude (normalized to its peak value). It is straightforward to show that the full-width bandwidth (that is, the coherence bandwidth) for the half power of \(|R_{avg}|_{norm}\) is

\[
BW_{se} = \frac{1}{\tau_{RC}} \frac{\sqrt{3}}{\pi} = \frac{1}{\tau_{rms}} \frac{\sqrt{3}}{\pi}
\]

or

\[
\tau_{RC} = \tau_{rms} = \frac{1}{BW_{se}} \frac{\sqrt{3}}{\pi}
\]

(15)

since time gating was used to determine \(\tau_{rms}\), we have \(\tau_{rms} = \tau_{RC}\).

### Table I

<table>
<thead>
<tr>
<th>Chamber loading</th>
<th>(\tau_{rms}) (ns)</th>
<th>(BW_{meas}) (MHz)</th>
<th>(BW_{se}) (MHz)</th>
<th>D%</th>
</tr>
</thead>
<tbody>
<tr>
<td>zero loading</td>
<td>1984.34</td>
<td>0.28</td>
<td>0.28</td>
<td>0.0</td>
</tr>
<tr>
<td>loading 1</td>
<td>566.41</td>
<td>0.97</td>
<td>0.98</td>
<td>1.0</td>
</tr>
<tr>
<td>loading 2</td>
<td>322.16</td>
<td>1.69</td>
<td>1.72</td>
<td>1.8</td>
</tr>
<tr>
<td>loading 3</td>
<td>224.77</td>
<td>2.40</td>
<td>2.46</td>
<td>2.5</td>
</tr>
<tr>
<td>loading 4</td>
<td>171.97</td>
<td>3.10</td>
<td>3.21</td>
<td>3.5</td>
</tr>
<tr>
<td>loading 5</td>
<td>125.62</td>
<td>4.18</td>
<td>4.39</td>
<td>5.0</td>
</tr>
<tr>
<td>loading 7</td>
<td>82.25</td>
<td>6.05</td>
<td>6.71</td>
<td>10.9</td>
</tr>
</tbody>
</table>

Since time gating was used to determine \(\tau_{rms}\), the half-power bandwidth was estimated to obtain \(BW_{se}\) (i.e., \(BW_{meas}\)). The values for \(\tau_{rms}\) were obtained from (7), where the \(h(t, n)\) needed to obtain PDP(\(t\)) [see (5)] was found from the inverse Fourier transform of the measured \(S_21\). Time-gating was used on the measured PDP(\(t\)) in order to ensure that \(\tau_{RC} = \tau_{rms}\) [as a consequence of the single

---

**Table I**

Comparison of \(BW_{meas}\) and \(BW_{se}\) for various loading cases, where \(D\%\) is the percent difference between these two quantities.
The results in Table I show a difference in BW\(_{\text{rms}}\) and BW\(_{\text{se}}\), with BW\(_{\text{se}}\) overestimating the coherence bandwidth. The last column in this table shows the percent difference (\(D\%\)) between these two quantities. This difference illustrates that the expression given in (15) is, in general, not correct. The problem lies in the fact that the buildup time or early-time behavior of the chamber was neglected in determining these equations. We see that the difference is negligible for zero loading, but can become significant as the loading is increased. While for this chamber (and the loading used in it) we see differences of only up to 10%, much larger differences have been observed in other chambers with higher loading values. In fact, based on data presented in [16], the difference between the measured BW and BW\(_{\text{se}}\) obtained by use of (15) is as high as 35% for high loading cases. In this paper, we discuss why this difference can be larger in some chambers, and discuss why the difference increases as the chamber loading is increased.

The assumption of the single-exponential model results in the presumed equality \(\tau_{\text{rms}} = \tau_{\text{RC}}\). In general, because of the early-time behavior of the chamber, we have \(\tau_{\text{rms}} \neq \tau_{\text{RC}}\). Others have observed this type of discrepancy [10] in RC measurements as well. While [10] gives a correction for relating \(\tau_{\text{rms}}\) to \(\tau_{\text{RC}}\) (where it is stated that \(\tau_{\text{rms}} = \sqrt{3} \tau_{\text{RC}}\), this correction is constant and independent of chamber loading, and no physical explanation is given for this inequality. If one assumes the correction is constant for a given chamber, errors will result when the given chamber loading is changed. This type of error is illustrated in Fig. 2 of [17], where the assumption that \(\tau_{\text{rms}} = \sqrt{3} \tau_{\text{RC}}\) (and the corresponding BW) results in an over-correction for an empty chamber and an under-correction for a heavily loaded chamber. Below we will give a physical explanation for this difference, where we explain that the problem is that the early-time behavior of the chamber’s time-domain response is not taken into account. More importantly, we also show that the relative difference (or the ratio) in this early-time behavior to the chamber decay time \(\tau_{\text{RC}}\) is a relevant parameter in assessing the validity of the single-exponential model, and hence any correction must be dependent on the chamber size and loading (since \(\tau_{\text{RC}}\) is a function of chamber size and loading).

While loading an RC may seem counterintuitive, this is a common practice used in the testing of wireless devices in RCs [2], [6], [10], and [17]. In fact, certification and accreditation groups are in the process of developing international test methods that use this practice. While loading reduces the uniformity of the fields in the chamber [21], as one would expect, the chamber will still perform well as long as the chamber is not too heavily loaded. How much a chamber can be loaded is the topic of ongoing work from various groups [21]–[24].

The wireless community has investigated the relationship between BW and \(\tau_{\text{rms}}\) for a number of years. It has been observed that in radio-propagation channels, the relationship between BW and \(\tau_{\text{rms}}\) can be expressed as [11], and [18]–[20]

\[
\text{BW} = \frac{1}{k} \frac{1}{\tau_{\text{rms}}} \tag{16}
\]

where \(k\) is a constant dependent on the radio-propagation environment. Values for \(k\) for different radio-propagation environments are given in [10], [11], and [18]–[20]. This \(k\) should not be confused with the Rician \(K\) factor that is often used to characterize a multipath propagation environment (including RC [2]). By use of (15) and (16), it can be shown that for a single-exponential model, \(k = \pi/\sqrt{3}\). The deviation from \(k = \pi/\sqrt{3}\) for other propagation environments is due to both the early- and late-time responses of those environments. Likewise, the fact that in general \(k \neq \pi/\sqrt{3}\) for RC environments is due to the fact that the early-time behavior of the chamber is not correctly captured or described by a single-exponential model.

Various parameters are used in this paper. In order to facilitate the reading of this paper in the sections that follow, we have summarized the meaning of various parameters and terms in Table II.

### III. Double Exponential Model

The time behavior of NIST’s chamber is shown in Fig. 1. This figure shows PDP\((t)\) obtained from \(S_{21}\) data collected as discussed in the previous section. The \(S_{21}\) data used to obtain PDP\((t)\) were collected over a frequency range of 1 to 6 GHz. This corresponds to a time resolution on the order of 0.17 ns, which is fine enough to resolve the initial wall reflections in the chamber. The data in this figure are indicative of data collected in other RCs, in that there is a time period (the early time) in which energy builds up in the chamber. After a given time, the PDP\((t)\) for the different loading conditions approaches the late-time exponential behavior (i.e., \(\ln|\text{PDP}\((t)\)|) is linear versus \(t\), as discussed in [1]); see Fig. 1(a) for \(t > 100\) ns. Further observations indicate that the ramp-up (early-time) behavior is independent of the loading, see Fig. 1(b) for \(t < 100\) ns. A double-exponential model would be a better representation of the chamber time-domain response as opposed to the single-exponential behavior given in (12). Thus, we assume that the time-domain chamber response is given by

\[
PDP\((t)\) = \begin{cases} 
    P_o \left[ e^{-t/\tau_{\text{RC}}} - e^{-t/\tau_e} \right] & t \geq 0 \\
    0 & t < 0 
\end{cases} \tag{17}
\]
where $\tau_e$ is the chamber ramp-up time or early-time response and, as before $\tau_{RC}$, is the late-time chamber decay time. The reason we chose the double exponential representation is twofold. We would like a functional form that captures the general behavior of the energy density (i.e., an increase from zero to a maximum value, then a decrease in an exponential manner). Second, we would like a functional form that allows us to analytically calculate the relationships between the four chamber characterization quantities in order to illustrate the effects of the early-time response. The double-exponential functional form meets these criteria. Obviously the double-exponential model cannot capture the exact early-time behavior of each individual ray in chamber. The intent of the double-exponential model is to have an expression that can capture the general or “average” tendency of the early-time energy buildup in the chamber.

Fig. 2 illustrates examples of the functional form of the double-exponential model for different $\tau_{RC}/\tau_e$. This figure shows how the early-time behavior changes as a function of $\tau_{RC}/\tau_e$. In Section III-B, we show how well this model represents actual measured PDP($t$) for different chamber loadings.

Substituting (17) into (9) we have

$$R_{avg} = P_o \left[ \frac{\tau_{RC}}{1 + 2j \pi f \tau_{RC}} - \frac{\tau_e}{1 + 2j \pi f \tau_e} \right].$$

(18)

The magnitude of this function normalized to the peak is given by

$$|R_{avg}|_{norm} = \frac{1}{\sqrt{1 - (2\pi f)^2 \tau_{RC} \tau_e^2 + (2\pi f)^2 (\tau_{RC} + \tau_e)^2}}.$$

(19)

Setting this normalized function to 0.5, the following relationship is obtained for BW and $\tau_{RC}$:

$$BW_{de} = \frac{1}{\tau_{RC}} \frac{\sqrt{3}}{\pi} CR_{BW}.$$

(20)

where the subscript “de” corresponds to the double-exponential model and

$$\tau_{RC} = \frac{1}{BW_{de}} \frac{\sqrt{3}}{\pi} CR_{\tau_{RC}}.$$

(21)

where $CR_{BW}$ and $CR_{\tau_{RC}}$ are modification terms that account for the early-time response of the chamber and are given by

$$CR_{BW} = \frac{1}{\sqrt{6}} \left[ \left( \frac{\tau_{RC}}{\tau_e} \right)^4 + 14 \left( \frac{\tau_{RC}}{\tau_e} \right)^2 + 1 \right]^{1/2} - \left( \frac{\tau_{RC}}{\tau_e} \right)^2 - 1.$$

(22)
Fig. 3. Modification terms for the double-exponential model for PDP(t): (a) $CR_{BW}$, and (b) $CR_{\tau e}$.

and

$$CR_{\tau RC} = \sqrt{\frac{1 - \frac{\tau e}{3} (BW_{de} \tau e)^2}{1 + \pi^2 (BW_{de} \tau e)^2}}. \quad (23)$$

We see that under the double-exponential approximation, the relationship between $\tau RC$ and BW is more complicated than that given in (15). Fig. 3(a) shows the functional form of (22). It can be shown that the limit as $\tau RC/\tau e$ approaches $\infty$ results in $CR_{BW} \to 1$, and hence, the expression in (20) reduces to that given in (15). The expression for $CR_{BW}$ is valid only for $\tau RC \geq \tau e$ (recall that when $\tau RC = \tau e$, PDP(t) = 0). From (23), if BW$_{de} \tau e$ is “very small” then the modification is small, and, as BW$_{de} \tau e \to 0$, $CR_{\tau RC} \to 1$ [21] reduces to that given in (15). The expression for $CR_{\tau RC}$ is valid only for BW$_{de} \tau e \geq \sqrt{3}/\pi$, where, from (17), this corresponds to the time where $\tau RC = \tau e$. Fig. 3(b) shows the functional form of this expression.

Next, we derive $\tau rms$ for the double-exponential function. This is done by substituting (17) into (7). Thus,

$$\tau rms = \tau RC \ CR_{\tau rms} \quad \text{and} \quad CR_{\tau rms} = \sqrt{1 + \left(\frac{\tau e}{\tau RC}\right)^2}. \quad (24)$$

As before, this expression is valid only for $\tau RC \geq \tau e$. Under this condition, the term has a maximum value of $\sqrt{2}$. Fig. 4 shows the functional form of this expression.

Finally, using the definition in (16), it can be shown that the expression for $k$ for the double-exponential model is given by

$$k = \frac{\pi}{\sqrt{3}} \left[ \frac{6 \left(1 - \left(\frac{\tau e}{\tau rms}\right)^2\right)}{\left(\frac{\tau rms}{\tau RC}\right)^4 + 12 \left(\frac{\tau rms}{\tau RC}\right)^2 - 12} \right]^{1/2} - \left(\frac{\tau rms}{\tau RC}\right)^2. \quad (25)$$
The factor \( S_\tau \) to \( \tau \) is based on time \( \leq \tau \). \( V \) and \( A \) are the volume and surface area of the chamber. This technique is as follows. The factor \( 1/k \) has a maximum value of \( \sqrt{3}/\pi \) (at \( \tau_c = 0 \)) and a minimum of \( \sqrt{2}/\pi \) (at \( \tau_c/\tau_{rms} = 1/\sqrt{2} \), which corresponds to \( \tau_c = \tau_{RC} \)).

A. Relating \( \tau_{rms} \) to \( \tau_{RC} \)

A few comments are needed regarding when the conditions \( \tau_{rms} = \tau_{RC} \) is an accurate approximation, and how one can determine \( \tau_{RC} \) from experimental data. In general, \( \tau_{rms} \neq \tau_{RC} \), and as mentioned earlier, we see that \( \tau_{RC} \approx \tau_{rms} \) only when \( \tau_c/\tau_{rms} \ll 1 \). Thus, a measurement of \( \tau_{rms} \) is not a direct measurement of \( \tau_{RC} \). Besides using the expression given in (24), how does one obtain \( \tau_{RC} \)?

From (11), we know \( \tau_{RC} = Q/\omega \). The \( Q \) in this expression should only have contributions from losses associated with the chamber and not losses associated with the antennas used in the measurement. One approach to measure \( Q \) is from (2), where a measurement of \( S_{21} \) is obtained from two antennas placed in a chamber. However, as discussed in [7]–[9], such a measurement of \( Q \) has losses associated with both the chamber and losses associated with the nonideal antennas. With the idea that we are interested in the \( Q \) associated with only the chamber losses, the antenna losses would have the effect of reducing \( Q \) from that of the \( Q \) for ideal antennas, and hence \( Q \) measured in this manner [i.e., the use of (2)] would underestimate \( \tau_{RC} \) when (11) is used. Thus, unless one knows the antenna efficiencies and corrects for them (see [8] and [9]), this approach will give erroneous results, and a different approach is needed.

An alternative approach for determining \( \tau_{RC} \) is based on time gating the measured \( \text{PDP}(t) \). The technique is as follows. The \( \text{PDP}(t) \) from measured \( S_{21} \) is first determined from (5). One then determines the delay (i.e., the time) in the \( \text{PDP}(t) \) when the chamber has reached a point where the response of the chamber is clearly decaying exponentially. Once this delay \( t_d \) is determined, the \( \text{PDP}(t) \) is then time-gated by simply shifting the time zero point of the \( \text{PDP}(t) \) to \( t_d \). \( \tau_{rms} \) is then calculated from (7) with the time-gated \( \text{PDP}(t) \). If the chamber response is truly exponential for its late-time response and one can correctly gate the early-time behavior of \( \text{PDP}(t) \), then \( \tau_{RC} \) is this time-gated value of \( \tau_{rms} \).

The aforementioned approach for determining \( \tau_{RC} \) works, provided that the time delay for the time-gating process is chosen correctly. There are a few techniques that can be used to determine \( t_d \). One approach is to choose a \( t_d \) and use (7) and (8) to determine \( \tau_{rms} \) and \( \tau_o \). If the time-gated \( \text{PDP}(t) \) is truly exponential, \( \tau_{rms} = \tau_o \) and both will equal \( \tau_{RC} \). \( t_d \) is sequentially increased until the calculated \( \tau_{rms} - \tau_o \leq \epsilon \), where \( \epsilon \) is an acceptably small value. At this point, \( \tau_{rms} \approx \tau_{RC} \). One can add an additional criterion, if desired, by noting that if the chamber is truly exponential, then for late times the slope of \( \ln[\text{PDP}(t)] \) will be equal to \( 1/\tau_{RC} \) (or \( 1/\tau_{rms} \)), if \( t_d \) is chosen large enough. The slope can be added to the aforementioned conditions for determining \( \tau_{RC} \).

Another approach for determining \( t_d \) is based on the work done in acoustic RC. Various researchers have defined a mean-free-path length as [25]–[29]

\[
l_c = \frac{4V}{S_A}
\]

(26)

where \( V \) and \( S_A \) are the volume and surface area of the chamber, respectively. Using the mean-free-path length, a characteristic room time is defined in [4], as

\[
t_c = \frac{2l_c}{c} = \frac{8V}{cS_A}
\]

(27)

where \( c \) is the speed of light in vacuum. Note that some authors in acoustics define a characteristic room time as \( \frac{4V}{cS_A} \). This time [as expressed in (27)] is defined as the time required before a given set of rays makes one reflection in a room (or chamber), see [4] for details. Dunens and Lambert [3] have shown that after \( 4t_c \), the energy in acoustic chambers has built up to a fully reverberant stage, [4] states that this reverberation condition occurs after \( 5t_c \), and [5] concludes that the reverberation condition occurs between \( 4t_c \) to \( 5t_c \). Thus, an approximation for the delay needed for time-gating is \( t_d \approx 5t_c \). There is more discussion on \( t_d \) below (where experimental data are used to justify the conclusion that the reverberant behavior occurs by \( 5t_c \), as well as a discussion on the use of this characteristic chamber (or room) time \( t_c \) to approximate the early-time constant \( \tau_c \).

B. Discussion On \( \tau_c \) and \( \tau_c/\tau_{RC} \)

For a given chamber size, the modification terms \( CR_{BW} \), \( CR_{RC} \), and \( CR_{rms} \) are not constant for different loading configurations, and depend on the ratio \( \tau_c/\tau_{RC} \) (which is a comparison of the early-time to the late-time behavior of the chamber). In general, this ratio will be different for every RC and every loading configuration. As we discussed earlier, \( \tau_c \) and \( \tau_{RC} \) are characteristics of the particular chamber being used. The time constant \( \tau_{RC} \) is a function of both the chamber size

Fig. 5 shows a plot of \( 1/k \) versus \( \tau_c/\tau_{rms} \). The factor \( 1/k \) has a maximum value of \( \sqrt{3}/\pi \) (at \( \tau_c = 0 \)) and a minimum of \( \sqrt{2}/\pi \) (at \( \tau_c/\tau_{rms} = 1/\sqrt{2} \), which corresponds to \( \tau_c = \tau_{RC} \)).

\[ \tau_e/\tau_{rms} = 1/\sqrt{2} \]

\[ 1/k = \sqrt{3}/\pi \]
and losses in the chamber, as shown in (11), and in Fig. 1(a). The time constant $\tau_{RC}$ can change significantly with loading, which is discussed in [6]. On the other hand, the early-time behavior of the chamber is dominated by the chamber size, and for the most part, is independent of the chamber loading [see Fig. 1(b)]. The assumption that $\tau_e$ is a function of the chamber size is discussed in [3]. Therefore, as one changes the loading in the chamber, the modification terms will change, due to the change in $\tau_{RC}$, rather than a change in $\tau_e$.

The time constant $\tau_e$ can be approximated in various ways. One approach is to determine BW and $\tau_{RC}$ from measured data. The BW of $\langle R(f) \rangle$ can be obtained from measured values of the chamber’s S-parameters, and $\tau_{RC}$ can be obtained from (7) once the early-time behavior of the chamber is time-gated from the PDP($t$). Once we have experimentally obtained BW$_{meas}$ and $\tau_{RC}$, (21) and (23) are used to obtain $\tau_e$ with the following:

$$\tau_e = \frac{1}{BW_{meas}} \sqrt{\frac{3}{\pi}} \sqrt{\frac{1 - \frac{\pi^2}{3} (BW_{meas} \tau_{RC})^2}{1 + \frac{\pi^2}{4} (BW_{meas} \tau_{RC})^2}}.$$  (28)

A second approach is based on curve fitting the measured PDP($t$) to the double-exponential model in order to determine $\tau_{RC}$ and $\tau_e$. There are different methods for fitting the measured PDP($t$). One approach is to first determine $\tau_{RC}$ from the time-gating method discussed earlier. This $\tau_{RC}$ is used in the double-exponential model given in (17), and $\tau_e$ in this double-exponential model is then obtained by curve-fitting (17) to the measured PDP($t$). Fig. 6 illustrates the measured PDP($t$) (obtained from the inverse Fourier Transform of the measured $S_{21}$) for various chamber loading values. In these curves, we have also plotted the double-exponential model. $\tau_{RC}$ for each of the different loadings was obtained from the time-gating approach, and $\tau_e$ then determined from fitting (17) to the various datasets. The values of $\tau_{RC}$ and $\tau_e$ are shown in the plots. From these plots, we see that the double-exponential model represents the early-time and late-time PDP($t$) of the chamber.

As we stated earlier, the early-time behavior is independent of the chamber loading and thus, for a given chamber, $\tau_e$ should be constant for different loadings. The curve-fitting approach for the different chamber loadings gave a chamber early-time time constant of approximately 22 ns (averaging the different values given in Fig. 6). Since $\tau_e$ is independent of chamber loading and is a function of only the chamber geometry, one can obtain an approximate expression for $\tau_e$. The early-time behavior of the chamber is dominated by the time it takes the first set of rays leaving a transmitting antenna and arriving at the receiving antenna after making one reflection off of the walls and paddles. After this initial ramp-up time, rays making multiple bounces continually arrive until reverberant behavior is developed in the chamber (after $t > 5t_e$). As discussed earlier, the characteristic room (or chamber) time, as defined in [4], accounts for the initial ramp-up time associated with rays making one bounce off the reflecting surfaces. Thus, the characteristic room time $t_e$ can be used to approximate the early-time time constant:

$$\tau_e \approx t_e = \frac{8V}{cS_A}.$$  (29)

By use of the dimensions for the chamber in this dataset (2.9 m $\times$ 4.2 m $\times$ 3.6 m), the duration of the early-time behavior is $\tau_e \approx 15.4$ ns. This value for $\tau_e$ is used in the double-exponential model and is also plotted in Fig. 6. This figure compares the measured PDP($t$) with the double-exponential model for $\tau_e$ obtained from curve fitting and from the approximate expression. The results in this figure illustrate that the double-exponential model with the approximate expression for $\tau_e$ (for $\tau_e = 15.4$ ns) may be used to represent both the early-time and late-time behavior of the measured PDP($t$). In these plots, we have also indicated $t_e$ and $5t_e$. We see that $5t_e = 77$ ns does correspond to when the measured PDP($t$) develops into the reverberant behavior and is represented by a single-exponential model.

Table III compares $\tau_e$ obtained from all three techniques, i.e., from (28), from curve fitting, and from (29) (where $\tau_e = t_e$). We see that the curve fitting and the results from (28) give similar results, while the results obtained from $\tau_e = t_e$ underestimate $\tau_e$ when compared to the other two approaches. When comparing the results in Table III, we see that a better approximation for $\tau_e$ may be

$$\tau_e \approx \frac{3}{2} t_e = \frac{12V}{cS_A}.$$  (30)

Values for this approximation are also shown in Table III, which correspond better than the results obtained from curve fitting than to those obtained from (29). To further illustrate that some multiplier of $t_e$ captures the ramp-up time of a chamber, we used (29) and (30) for the dimensions of a square chamber given in [30], which gives $t_e = 7.8$ ns and $3t_e/2 = 12$ ns, respectively. When compared to the time-domain data discussed [30], we see that 7 to 12 ns corresponds to the early-time behavior (or the time for the first set of rays to arrive at a test point) of the square chamber. We see that the approximation given in (30) corresponds better to curves given in [30]. Future work will include investigating how well this expression represents the early-time behavior of other chambers.

C. Comparison of $BW_{se}$ and $BW_{de}$ to Measurements

In this section, we investigate the validity of BW obtained from the double-exponential model [or (20)]. Table IV shows a comparison for measured BW (obtained from $\langle R(f) \rangle$), and referred to as BW$_{meas}$ to BW obtained from (20) for different loadings. The values for $\tau_{rms}$ in the table are the same as those
Fig. 6. Comparison of the double-exponential model to measured PDP(t), (a) zero-absorber, (b) loading 2 (two pieces of absorber), (c) loading 3 (three pieces of absorber), (d) loading 4 (four pieces of absorber), and (e) loading 5 (five pieces of absorber).

used in Table I and were obtained from (7), where the values of \( h(t, n) \) needed to obtain PDP(t) in (5) were obtained from the inverse Fourier transform of the measured \( S_{21} \). Time-gating was used on PDP(t) in order to ensure that \( \tau_{\text{rms}} = \tau_{\text{RC}} \). In the table, we show the calculated BW_{de} [from (20)] for \( \tau_e \) obtained from both the curve fitting value given in Fig. 6, and from \( \tau_e \) obtained from (29) and (30) [i.e., \( \tau_e = \frac{3 \tau_c}{2} = 23.1 \text{ ns} \)]. We show the percent difference (\( D\% \)) between BW_{meas} and BW_{de} for the different values for \( \tau_e \); we also show BW_{se} and its corresponding \( D\% \).

The first thing we notice is that the modification for BW (relative to BW_{se}) as given in (20) is smaller for small amounts of chamber loading and larger for larger chamber loading. As stated before, this is due to the fact that early-time behavior is
less important for chambers with large chamber time-constants relative to \( \tau_e \). From these comparisons, we see that the single exponential model for \( BW_{se} \) overestimates BW, while the double exponential model better corresponds to the measured BW. We also see the \( BW_{de} \) values obtained from \( \tau_e = \tau_c \) give larger values for BW (or overestimates BW) compared to those obtained using \( \tau_e \) from the curve fitting, where the amount of the underestimation is larger for larger chamber loading. This illustrates that \( t_c \) may underestimate \( \tau_e \). In this table, we show values of \( BW_{de} \) obtained from \( \tau_c = 3\tau_e/2 = 23.1 \text{ ns} \), which more closely follow those obtained when \( \tau_e \) is obtained from curve fitting. Improving the approximation for \( t_c \) is the topic of further work.

As discussed earlier, the ratio \( \tau_{RC}/\tau_e \) can be used as means to distinguish when the early-time behavior in the chamber is important in determining BW for different chamber loading conditions. This ratio is also shown in Table IV. As one would expect, this ratio decreases with loading (since \( \tau_{RC} \) decreases with loading), indicating that the early-time behavior is important and quantities derived from a simple single-exponential model may be in question.

In order to further illustrate that the early-time behavior of the chamber causes the narrowing of the actual measured coherence BW when compared to the \( BW_{se} \), we have performed the following analysis: we first take the PDP\((t)\) obtained from measured \( S_{21} \), and time-gate the PDP\((t)\) to a point where the PDP\((t)\) in the chamber has reached reverberant behavior. This time-gated PDP\((t)\) is then Fourier-transformed back to the frequency domain. The coherence bandwidth is then obtained from the time-gated frequency-domain data. Table V shows a comparison of the time-gated \( BW_{meas,TG} \), and time-gated \( BW_{se} \) obtained from (15). Also

### Table IV

<table>
<thead>
<tr>
<th>Chamber loading</th>
<th>( \tau_{me} = \tau_{RC} ) (ns)</th>
<th>( BW_{meas} ) (MHz)</th>
<th>( BW_{se} ) (MHz)</th>
<th>( BW_{de} ) (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>zero loading</td>
<td>1984.3</td>
<td>0.276</td>
<td>( \tau_e = 20.0 \text{ ns} )</td>
<td>( BW_{de} = .278 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( D% = 0.0 )</td>
<td>( D% = 0.7 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( \tau_{RC}/\tau_e = 99.2 )</td>
<td>( \tau_{RC}/\tau_e = 128.9 )</td>
</tr>
<tr>
<td>loading 2</td>
<td>322.16</td>
<td>1.699</td>
<td>( \tau_e = 23.3 \text{ ns} )</td>
<td>( BW_{de} = 1.694 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( D% = 1.8 )</td>
<td>( D% = 0.03 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( \tau_{RC}/\tau_e = 13.8 )</td>
<td>( \tau_{RC}/\tau_e = 20.9 )</td>
</tr>
<tr>
<td>loading 3</td>
<td>224.77</td>
<td>2.40</td>
<td>( \tau_e = 24.5 \text{ ns} )</td>
<td>( BW_{de} = 2.40 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( D% = 2.5 )</td>
<td>( D% = 0.8 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( \tau_{RC}/\tau_e = 9.2 )</td>
<td>( \tau_{RC}/\tau_e = 14.6 )</td>
</tr>
<tr>
<td>loading 4</td>
<td>171.97</td>
<td>3.105</td>
<td>( \tau_e = 22.1 \text{ ns} )</td>
<td>( BW_{de} = 3.1105 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( D% = 3.5 )</td>
<td>( D% = 0.2 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( \tau_{RC}/\tau_e = 7.8 )</td>
<td>( \tau_{RC}/\tau_e = 11.2 )</td>
</tr>
<tr>
<td>loading 5</td>
<td>125.62</td>
<td>4.177</td>
<td>( \tau_e = 23.1 \text{ ns} )</td>
<td>( BW_{de} = 4.131 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( D% = 5.0 )</td>
<td>( D% = 1.1 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( \tau_{RC}/\tau_e = 5.4 )</td>
<td>( \tau_{RC}/\tau_e = 8.2 )</td>
</tr>
<tr>
<td>loading 7</td>
<td>82.25</td>
<td>6.05</td>
<td>( \tau_e = 20.2 \text{ ns} )</td>
<td>( BW_{de} = 6.09 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( D% = 10.9 )</td>
<td>( D% = 0.7 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( \tau_{RC}/\tau_e = 4.1 )</td>
<td>( \tau_{RC}/\tau_e = 5.3 )</td>
</tr>
</tbody>
</table>

Because time-gating was used to determine \( \tau_{me} \), we have \( \tau_{me} = \tau_{RC} \).

### Table V

<table>
<thead>
<tr>
<th>Chamber loading</th>
<th>( BW_{meas} ) (MHz)</th>
<th>( BW_{meas,TG} ) (MHz)</th>
<th>( BW_{se} ) (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>zero loading</td>
<td>0.276</td>
<td>0.277</td>
<td>0.276</td>
</tr>
<tr>
<td>loading 1</td>
<td>0.972</td>
<td>0.978</td>
<td>0.980</td>
</tr>
<tr>
<td>loading 2</td>
<td>1.699</td>
<td>1.72</td>
<td>1.737</td>
</tr>
<tr>
<td>loading 3</td>
<td>2.403</td>
<td>2.49</td>
<td>2.496</td>
</tr>
<tr>
<td>loading 4</td>
<td>3.105</td>
<td>3.25</td>
<td>3.251</td>
</tr>
<tr>
<td>loading 5</td>
<td>4.177</td>
<td>4.41</td>
<td>4.491</td>
</tr>
<tr>
<td>loading 7</td>
<td>6.048</td>
<td>6.56</td>
<td>6.70</td>
</tr>
</tbody>
</table>

Because time-gating was used to determine \( \tau_{me} \), we have \( \tau_{me} = \tau_{RC} \).
shown in the table is the \( \text{BW}_{\text{meas}} \) obtained for nontime-gated data. The data in this table show that once the data are time-gated to remove the early-time chamber behavior, the coherence bandwidth of the time-gated data correspond very well to those obtained from (15). This illustrates that the early-time behavior is why the coherence bandwidth of nontime-gated data for \( \langle R(f) \rangle \) cannot in general be obtained from the single-exponential model [or (15)].

A detailed discussion of the uncertainties associated with these types of RC measurements is given in [8]. In [8], the uncertainties associated with instrumentation drift, paddle averaging, frequency averaging, and position averaging are discussed.

IV. CONCLUSION AND DISCUSSION

We presented a double-exponential model that accounts for the early-time behavior of the chamber that can be used to develop relationships between BW, \( \tau_{\text{RC}} \), and/or \( \tau_{\text{rms}} \). We also presented expressions relating these quantities. This model helps one understand how the early-time behavior of the chamber can affect the relationships between the various quantities \( (\tau_{e}, \tau_{\text{rms}}, \text{BW}, \text{and } k) \) for both loaded and unloaded chambers.

The double-exponential model for the chamber presented here requires knowledge of the chamber decay time \( \tau_{\text{RC}} \) and the ramp-up time of the chamber \( \tau_{e} \). We discussed how one determines \( \tau_{\text{RC}} \) from the \( \tau_{\text{rms}} \), in which \( \tau_{\text{rms}} \) is obtained from measured data. We also discussed three approaches for determining \( \tau_{e} \). One approach is based on the relationship between BW and \( \tau_{e} \), a second is based on curve-fitting, and a third is based on two approximate expressions. The equations for \( \tau_{e} \) (in terms of the characteristic room time, \( t_{c} \)) are expressed in terms of only the chamber volume and surface area, and hence are independent of the chamber loading (as would be expected). Further work will include investigating chambers of different sizes and loadings in order to understand the validity of these approximate expressions for \( \tau_{e} \). We also illustrated that the ratio \( \tau_{\text{RC}} / \tau_{e} \) can be used as means to distinguish when the early-time behavior in the chamber is important for different chamber loading conditions. This ratio decreases with loading, indicating that the early-time behavior is important and quantities derived from a simple single-exponential model may be in question.

While the double-exponential model may not exactly represent early-time behavior, it does illustrate the problem with not accounting for the early-time behavior of the chamber. In fact, this early time behavior has the effect of reducing (or narrowing) the RC’s coherence bandwidth over that obtained when one assumes a single-exponential behavior for the chamber. This double exponential represents the global behavior of the chamber and allows one to derive relationships between BW, \( \tau_{\text{RC}} \), and \( \tau_{\text{rms}} \) in the chamber. The relationships between these quantities allow one to interpret and interchange experimental data of PDP(\( t \)) and \( \langle R(f) \rangle \). In future work, we will look at different chamber sizes in order to further investigate the validity of the double-exponential model, and look at other types of functional forms that could be used as models for predicting the early-time behavior of the RC.
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