Identifying Failure-Inducing Combinations in a Combinatorial Test Set
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Abstract- A t-way combinatorial test set is designed to detect failures that are triggered by combinations involving no more than t parameters. Assume that we have executed a t-way test set and some tests have failed. A natural question to ask is: what combinations have caused these failures? Identifying such combinations can facilitate the debugging effort, e.g., by reducing the scope of the code that needs to be inspected.

In this paper, we present an approach to identifying failure-inducing combinations, i.e., combinations that have caused some tests to fail. Given a t-way test set, our approach first identifies and ranks a set of suspicious combinations, which are candidates that are likely to be failure-inducing combinations. Next, it generates a set of new tests, which can be executed to refine the ranking of suspicious combinations in the next iteration. This process can be repeated until a stopping condition is satisfied. We conducted an experiment in which our approach was applied to several benchmark programs. The experimental results show that our approach can effectively and efficiently identify failure-inducing combinations in these programs.
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I. INTRODUCTION

Combinatorial testing has been shown to be a very practical and efficient testing strategy [2, 3, 6]. The main idea behind combinatorial testing is the following: while the behavior of a system as a whole may be affected by many parameters, many failures are caused by interactions of only a few parameters [5]. It is, however, not known a priori interactions of which parameters could cause a failure. A t-way combinatorial test set is designed to cover all the t-way interactions, i.e., combinations of values involving t parameters, where t is typically a small integer [2, 6]. If the input parameters are modeled properly, a t-way test set is guaranteed to detect all the failures that are triggered by interactions of no more than t parameters.

Assume that we have executed a t-way test set and some tests have failed. A natural question to ask is: what combinations have caused these failures? Identifying such combinations can facilitate the debugging effort, e.g., by reducing the scope of the code that needs to be inspected.

In this paper, we present an approach to identifying failure-inducing combinations in a combinatorial test set. A failure-inducing combination, or simply an inducing combination, is a combination of parameter values such that all test cases containing this combination fail [8, 10, 13]. Our approach takes as input a combinatorial test set and produces as output a ranking of t-way suspicious combinations in terms of their likelihood to be inducing. Moreover, our approach identifies all the suspicious combinations whose size is smaller than t, if they exist.

Our approach adopts an iterative framework. At each iteration, a set F of test cases is analyzed. (F is a t-way test set at the first iteration.) Our approach first identifies the set T of all t-way suspicious combinations, and then ranks them based on their likelihood to be inducing. Next, our approach generates a set F’ of new test cases. The test cases in F’, if executed, will be added to F, and will be analyzed in the next iteration to refine the set of suspicious combinations and their ranking. This process is repeated until a stopping condition is satisfied.

The novelty of our approach lies in the fact that we rank suspicious combinations based on two notions: suspiciousness of a combination and suspiciousness of the environment of a combination. Informally, the environment of a combination consists of other parameter values that appear in the same test case. The higher the suspiciousness of a combination, the lower the suspiciousness of its environment, the higher this combination is ranked. Moreover, new test cases are generated for the most suspicious combinations. Let f be a new test case generated for a suspicious combination c. Test f is generated such that the suspiciousness of the environment for c is minimized. If f fails, it is more likely to be caused by c instead of other values in f.

We report an experiment in which we apply our approach to a set of six third-party benchmark programs. Each benchmark program has a number of seeded faults. The results show that our approach is effective in identifying inducing combinations. On one hand, truly inducing combinations are ranked to the top very quickly. On the other hand, combinations that are ranked on the top but are not failure-inducing often have a very high probability to be inducing. Our approach is also very efficient in that only a very small percentage of all possible test cases need to be executed. For example, for one version of the six benchmark program (version 3 of a program named cmdline), the only
two inducing combinations are ranked to the top 10 after executing 0.034% of all possible test cases.

The remainder of this paper is organized as follows. Section II represents the definitions and notations used in this paper. Section III describes our approach. Section IV reports an experiment that demonstrates the effectiveness and efficiency of our approach. Section VI discusses existing work on identifying inducing combinations. Section VII provides some concluding remarks.

II. PRELIMINARIES

In this section, we introduce the basic definitions and assumptions needed in our approach.

A. Basic concepts

Assume that the system under test (SUT) has k input parameters, denoted by set P = \{p_1, p_2, ..., p_k\}. Let d_i be the domain of parameter p_i. That is, d_i contains all possible values that p_i could take, and let D = \{d_1 \cup d_2 \cup ... \cup d_k\}.

Definition 1. (Test Case) A test case is a function that assigns a value to each parameter. Formally, a test case is a function \(f: P \rightarrow D\).

We use \(\Gamma\) to represent all possible test cases for the SUT. It is clear that \(|\Gamma| = |d_1| \times |d_2| \times ... \times |d_k|\).

Definition 2. (Test Oracle) A test oracle determines whether the execution of a test case is “pass” or “fail”. Formally, a test oracle is a function \(r: \Gamma \rightarrow \{\text{pass}, \text{fail}\}\).

Definition 3. (Combination) A combination c is a test case f restricted to a non-empty, proper subset M of parameters in P. Formally, c = \(f|_M\), where M \(\subset P\), and |M| > 0.

In the preceding definition, M is a proper subset of P thus a test case is not considered to be a combination in this paper. We use \(\text{dom}(c)\) to denote the domain of c, which is a set of parameters involved in c. (Note that \(\text{dom}(c)\) is the domain of a function, which is different from the domain of a parameter.) We define the size \(|c|\) of a combination c to be the number of parameters involved in c. That is \(|c| = |\text{dom}(c)|\).

A combination of size 1 is a special combination, which we refer to as a component. Since there is only one parameter involved, we denote a component \(o\) as an assignment, i.e., \(o = p \leftrightarrow v\), where \(o(p) = v\).

Definition 4. (Component Containment) A component \(o = p \leftrightarrow v\) is contained in a combination c denoted by \(o \in c\), if and only if \(p \in \text{dom}(c)\) and \(c(p) = v\).

Definition 5. (Combination Containment) A combination c is contained in a test case f, denoted by \(c \subset f\), if and only if \(\forall p \in \text{dom}(c), f(p) = c(p)\).

Definition 6. (Inducing Combination) A combination c is failure-inducing if any test case f in which c is contained fails. Formally, \(\forall f \in \Gamma: c \subset f \Rightarrow r(f) = \text{fail}\).

Definition 6 is consistent with the definition of inducing combinations in previous work [8, 9, 10, 13].

Definition 7. (Inducing Probability) The inducing probability of a combination c is the ratio of the number of all possible failed test cases containing c to the number of all possible test cases containing c. The inducing probability is computed by

\[
\frac{|\{f \in \Gamma | r(f) = \text{fail} \land c \subset f\}|}{|\{f \in \Gamma | c \subset f\}|}
\]

The computation of inducing probabilities requires all possible test cases containing a combination; such represent is not possible in practice. This notion is mainly used to evaluate the goodness of our experimental results.

Definition 8. (Suspicious Combination) A combination c is a suspicious combination in a test set \(F \subseteq \Gamma\) if c is contained only in failed test cases in F. Formally, \(\forall f \in F: c \subset f \Rightarrow r(f) = \text{fail}\).

Inducing combinations must be suspicious combinations, but suspicious combinations may or may not be inducing combinations.

B. Assumption

Assumption 1. The output of the SUT is deterministic.

In other words, the SUT always produces the same output from a given test case.

Assumption 2. There exists a test oracle that determines the status of a test execution, i.e., “pass” or “fail”.

Assumption 2 is made to simplify the presentation of our approach. The construction of a test oracle is an independent research problem. When a test oracle exists, our approach can be fully automated. When a test oracle does not exist, our approach can still be applied, but the user needs to assist in determining the execution status of a test case.

Assumption 3. Inducing combinations should involve no more than t parameters, where t is the strength of the initial combinatorial test set.

Our approach focuses on detecting inducing combinations that are of size t or less. Such focus is consistent with the implicit assumption held when a tester decides to use a t-way combinatorial test set.

III. APPROACH

In this section, we present our approach to identifying inducing combinations.

A. Framework

As shown in Fig. 1, the framework consists of three main steps. (1) Rank generation: In this step, we first identify all the t-way suspicious combinations in F (line 4). We then produce a ranking of the suspicious combinations (line 7). (2) Test generation: In this step, we generate a set of new tests, which will be used to refine the ranking of suspicious combinations in the next iteration (line 9). (3) Reduction: In this step, we analyze the final ranking of t-way suspicious combinations to derive suspicious combinations of size smaller than t, if they exist (line 17). The details of these three steps are presented in the following subsections.

In the framework, the two steps, rank generation and test generation, are performed iteratively when the set of suspicious combinations, \(\pi\), is not empty and the size of \(\pi\) in the current iteration is less than the previous iteration (line 5). Otherwise, the algorithm stops (lines 12, 14).
In addition, another stopping condition happens when a combination is marked as an inducing combination by the test generation step (line 15). The reduction step analyzes π to determine smaller suspicious combinations and produce a ranking for them (line 17).

The user can decide to stop at the end of each iteration, if the resource is limited.

B. Rank generation

In step of rank generation, we first identify the set π′ of all t-way suspicious combinations in F. In the first iteration, F is the initial t-way test set, i.e., F₀. Thus, F₀ covers all t-way combinations. Initially, π′ contains all the t-way combinations. We then check each t-way combination c in π′. If c appears in at least one passed test, c is removed from π′. In the subsequent iterations, we do not have to re-compute π′ from the scratch. Instead, we only need to remove from π′ all the combinations contained in newly added, passed tests.

We next discuss how to rank the suspicious combinations in π. First, we introduce three important metrics of suspiciousness, suspiciousness of component, suspiciousness of combination, and suspiciousness of environment.

Suspiciousness of component (ρ): This notion is defined such that the higher ρ a component o has, the more likely o contributes to a failure, and the more likely one appears in an inducing combination. Let F be the test set that is analyzed in the current iteration. In our approach, ρ is computed by the following formula:

\[
ρ(o) = \frac{1}{3} (u(o) + v(o) + w(o))
\]

Where

\[
u(o) = \frac{|\{f \in F| \text{r}(f) = \text{fail} \land o \in f\}|}{|\{f \in F| \text{r}(f) = \text{fail}\}|}
\]

\[
v(o) = \frac{|\{f \in F| \text{r}(f) = \text{fail} \land o \in f\}|}{|\{f \in F| o \in f\}|}
\]

\[
w(o) = \frac{|\{c \in o \land o \in π\}|}{|π|}
\]

The first factor of (1), u(o), shows the ratio of the number of failed test cases in which component o appears over the total number of failed test cases. The second factor, v(o), shows the ratio of the number of failed test cases in which component o appears over the total number of test cases in which component o appears. The third factor shows the ratio of the number of suspicious combinations in which component o appears over the total number of suspicious combinations. The three factors are averaged to produce a value between 0 and 1.

The motivation behind the first two factors is that the more frequently a component appears in failed test cases, this component is more likely to contribute to a failure. There is an important difference between the two factors. Since the greater the domain size is, the less frequently each individual value of this parameter appears in a test set and consequently in failed test cases, the first factor, u(o), has a bias towards smaller domain size parameters. The second factor, v(o), is brought in to reduce this bias.

The motivation for the third factor is that components of inducing combinations tend to appear more frequently in suspicious combinations. For example, assume that combination c = (a left 0, b left 0) is inducing. Let f = (a left 0, b left 0, c left 0, d left 0) be a test case. Test case f fails as it contains c. Let f’ = (a left 1, b left 1, c left 0, d left 0) be another test case, which passed since it does not contain c. The set of suspicious combinations derived from these two test cases is

\[
π = \{(a left 0, b left 0), (a left 0, c left 0), (a left 0, d left 0), (b left 0, c left 0), (b left 0, d left 0)\}
\]

In this set, the frequencies of a left 0 and b left 0 both are greater than others. The reason is that (c left 0, d left 0) appears in f’, which is a passed test case.

Suspiciousness of combination (ρc): Suspiciousness of a combination c is defined to be the average of suspiciousness of components that appear in c. Formally suspiciousness of combination c, ρc(c) is computed by

\[
ρc(c) = \frac{1}{|c|} \sum_{o \in c} ρ(o)
\]

Suspiciousness of Environment (ρe): The environment of a combination c in a test f includes all components that appear in f but do not appear in c. The suspiciousness of the environment of a combination c in a test f is the average suspiciousness of the components in the environment of c. If
there is more than one (failed) test containing \(c\) in a test set, the suspiciousness of the environment of \(c\) in this test set is the minimum suspiciousness of environment of \(c\) in all the tests containing \(c\). Formally, suspiciousness of the environment is computed by

\[
\rho_e(c) = \min \left( \sum_{o \in E \cap o \subseteq c} \rho(o), \forall f \in F \right)
\]

Now we discuss how to actually rank the suspicious combinations based on \(\rho_e\) and \(\rho_c\). Intuitively, the higher the value of \(\rho_c\), the lower the value of \(\rho_e\), the higher a combination is ranked.

To produce the final ranking, we first produce two rankings \(R_c\) and \(R_e\) of suspicious combinations, where \(R_c\) is in the non-descending order of \(\rho_c\) and \(R_e\) is in the non-ascending order of \(\rho_e\). The final ranking \(R\) is produced by combining \(R_c\) and \(R_e\) as follows. Let \(c\) and \(c'\) be two suspicious combinations. Assume that \(c\) has ranks \(r_c\) and \(r_e\) in \(R_c\) and \(R_e\), respectively, and \(c'\) has ranks \(r'_c\) and \(r'_e\) in \(R_c\) and \(R_e\), respectively. In the final ranking \(R\), \(c\) is ranked before \(c'\) if and only if \(r_c + r_e < r'_c + r'_e\).

C. Test generation

The step of test generation is responsible for generating new test cases for a predefined number of top suspicious combinations. These new test cases are used to refine the ranking of suspicious combinations in the next iteration. Let \(c\) be a suspicious combination. A new test \(f\) is generated for \(c\) such that \(f\) contains \(c\) and the suspiciousness of the environment for \(c\) is minimized in \(f\). When such a test case passes, this combination is removed from the suspicious set. When such a test case fails, the failure is more likely due to this combination since the suspiciousness of its environment is minimized.

One algorithm to find a new test case with minimum \(\rho_e\) for a suspicious combination is to generate all possible tests containing this combination, remove tests which already exist in \(F\), and then select one with minimum \(\rho_e\). This algorithm is very expensive. We next describe a more efficient, but heuristic, algorithm.

First, we generate a base test \(f\) as follows. For each parameter involved in \(c\), we give the same value in \(f\) as in \(c\). Doing so makes sure that \(f\) contains \(c\). For each parameter in the environment of \(c\), i.e., each parameter that is not involved in \(c\), we choose a value (or component) whose suspiciousness \(\rho\) is the minimum. If there is more than one value with minimum \(\rho\), one of them is selected randomly.

Next, we check whether the base test \(f\) is really new, i.e., making sure that \(f\) has not been executed before. If so, \(f\) is returned as the new test that contains \(c\) and has minimum \(\rho_e\). If not, we pick one parameter randomly and change its value to a value with the next minimum \(\rho\). Again, this test is checked to see whether it is a new test. These steps are repeated until a new test is found, or the number of attempts for finding new test case reaches a predefined number. In the latter case, the combination \(c\) is marked as an inducing combination, because it is very likely that all the test cases containing this combination have been executed (and all of them must have failed).

D. Reduction

In the step of reduction, the set of \(t\)-way suspicious combinations is analyzed to derive suspicious combinations of smaller size, i.e., size 1 to \(t-1\). A \(k\)-way combination \(c\), where \(1 \leq k \leq t-1\), is suspicious if all the \((k+1)\)-way combinations containing \(c\) are suspicious.

Our reduction algorithm works as follows. A bucket is assigned to each \((t-1)\)-way combination \(c\) to hold \(t\)-way suspicious combinations that contain \(c\). For each \(t\)-way suspicious combination in \(\pi\), we put it into \(t\) buckets, one for each \((t-1)\)-way combination that it contains. A \((t-1)\)-way combination \(c\) is identified to be a suspicious combination if the number of \(t\)-way combinations in its bucket is equal to the number of all possible \(t\)-way combinations containing \(c\).

After all the \((t-1)\)-way suspicious combinations are identified, they are ranked using the same algorithm for ranking \(t\)-way suspicious combinations.

The similar process can be applied to derive suspicious combinations of size \(t-2\), and so on, until we derive suspicious combinations of size 1.

E. Stopping condition

There are three stopping conditions in Fig. 1. The first condition is that \(\pi\) becomes empty. This situation occurs when all inducing combinations are of size greater than \(t\). In this situation, assumption 3 is not satisfied. In this situation, no rankings of suspicious combinations are produced.

The second condition is that the size of \(\pi\) does not change from the previous iteration. This situation occurs when all the new tests generated in the previous iteration fail, and thus no suspicious combination is removed from \(\pi\).

The third stopping condition is that the framework finds a suspicious combination marked as an inducing combination. These combinations are marked in test generation step, when no new test is found for them.

F. Discussion

Our approach is by nature heuristic. On one hand, suspicious combinations that are ranked top by our approach may not be truly inducing. On the other hand, truly inducing combinations may not be ranked top by our approach.

While our approach focuses on analyzing \(t\)-way combinations, it guarantees to identify inducing combinations involving no more than \(t\) parameters to be suspicious combinations. Let \(c\) be an inducing combination, we consider the following two cases.

Case (1): \(c\) is a \(t\)-way combination. As the initial test set is a \(t\)-way test set, there is at least one test that contains \(c\), and all test cases containing \(c\) must fail, since \(c\) is inducing. Therefore, \(c\) is identified to be a suspicious combination by our approach.

Case (2): The size of \(c\) is less than \(t\). All \(t\)-way combinations containing \(c\) are inducing combinations and are identified to be suspicious combinations. Hence, the reduction step identifies \(c\) as a suspicious combination.
Note that when an inducing combination involves more than \( t \) parameters, it may not appear in the initial \( t \)-way test set, and our algorithm does not identify it to be a suspicious combination.

\[ \text{G. Complexity analysis} \]

Let \( k \) be the number of parameters, \( d \) the largest domain size and \( n \) the number of test cases in the test set. The maximum number of \( t \)-way combinations is \( m = \binom{k}{t}d^t \).

The rank generation step needs to sort the set of suspicious combinations for three times, once for each ranking \( R_{\mathcal{L}}, R_{\mathcal{R}}, \) and \( R \). The sorting dominates the complexity of this step, which is \( O(m \log m) \).

The test generation step needs to select \((k - t)\) values with minimum \( \rho \) first, which takes \((k - t) \log d \). Then it needs to check whether it is new, which is \( O(k \log n) \). In the worst case, a new test is not found after a predefined number of attempts. Thus the complexity for this step is \((k - t) \log d \log d \log n \).

In the reduction step, each \( t \)-way suspicious combination is put into \( t \) buckets. It takes \( O(t) \) to determine whether a \( t \)-way combination belongs to a particular bucket. There are \( l = \binom{d}{t-1} \) buckets. So the complexity for all \( t \)-way combinations is \( O(t \log l \log m) \). This computation is performed for 1 to \((t - 1)\)-way combinations, and the total complexity is \( O(t^2 \log l \log m) \).

IV. Example

In this section, we illustrate our approach using an example program, which is shown in Fig. 2. Method \( \text{foo} \) has a fault in line 6. The correct statement should be \( r = (b - d)/(a + 2) \), but operator “+” is missing. The input parameter model consists of \( P = \{a, b, c, d\} \), and \( d_a = \{0, 1\} \), \( d_b = \{0, 1\} \), \( d_c = \{0, 1, 2\} \), and \( d_d = \{0, 1, 2, 3\} \). The faulty statement is reachable with a test \( \mathcal{f} \) such that (1) \( \mathcal{f}(a) = 0 \); and (2) \( \mathcal{f}(c) = 0 \) or \( \mathcal{f}(d) = 3 \). So the inducing combinations are \((a \leftarrow 0, c \leftarrow 0)\) and \((a \leftarrow 0, d \leftarrow 3)\).

Table I shows the two-way test set and status. The result of the test executions is shown in Table I, where 3 out of 12 tests fail. Test cases \#1 and \#7 fail because they contain combination \((a \leftarrow 0, c \leftarrow 0)\). Test case \#10 fails because it contains \((a \leftarrow 0, c \leftarrow 0)\) and \((a \leftarrow 0, d \leftarrow 3)\).

Our approach takes Table I as input. Nine suspicious two-way combinations are identified, and are listed in the first column of Table II. Then our approach computes the suspiciousness of all the components (seven) that appear in a suspicious combination.

For example, component \( c \leftarrow 0 \) appears in 3 failed test cases while there are 3 failed test cases, so \( u(c \leftarrow 0) = 1 \). The frequency of \( c \leftarrow 0 \) in the test set is 4, so \( v(c \leftarrow 0) = 3/4 \); 5 out of 19 members of suspicious combinations set

\begin{table}[h]
\centering
\caption{Two-Way Test Set and Status}
\begin{tabular}{|c|c|c|c|c|c|}
\hline
Test # & a & b & c & d & Status \\
\hline
1 & 0 & 0 & 0 & 0 & fail \\
2 & 1 & 1 & 1 & 0 & pass \\
3 & 0 & 1 & 2 & 0 & pass \\
4 & 1 & 0 & 0 & 1 & pass \\
5 & 0 & 0 & 1 & 1 & pass \\
6 & 1 & 1 & 2 & 1 & pass \\
7 & 0 & 1 & 0 & 2 & fail \\
8 & 1 & 0 & 1 & 2 & pass \\
9 & 0 & 0 & 2 & 2 & pass \\
10 & 0 & 1 & 0 & 3 & fail \\
11 & 1 & 0 & 1 & 3 & pass \\
12 & 1 & 0 & 2 & 3 & pass \\
\hline
\end{tabular}
\end{table}

\begin{table}[h]
\centering
\caption{Suspicious Combinations and Their Corresponding Values}
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline
Suspicous Combination & \( \rho_x \) & \( R_x \) & \( \rho_x \) & \( R_x \) & \( R \) & New test case & Status \\
\hline
\( a \leftarrow 0, c \leftarrow 0 \) & 0.6713 & 1 & 0.2460 & 1 & 2 & 1 & \( (a \leftarrow 0, b \leftarrow 0, c \leftarrow 0, d \leftarrow 1) \) & fail \\
\( b \leftarrow 1, c \leftarrow 0 \) & 0.6176 & 2 & 0.4352 & 3 & 5 & 2 & \( (a \leftarrow 1, b \leftarrow 1, c \leftarrow 0, d \leftarrow 1) \) & pass \\
\( c \leftarrow 0, d \leftarrow 0 \) & 0.5324 & 4 & 0.3849 & 2 & 6 & 3 & \( (a \leftarrow 0, b \leftarrow 0, c \leftarrow 0, d \leftarrow 0) \) & pass \\
\( c \leftarrow 0, d \leftarrow 3 \) & 0.5509 & 3 & 0.5204 & 4 & 7 & 4 & \( (a \leftarrow 0, b \leftarrow 0, c \leftarrow 0, d \leftarrow 3) \) & pass \\
\( a \leftarrow 0, d \leftarrow 2 \) & 0.5324 & 4 & 0.5204 & 4 & 8 & 5 & \( (a \leftarrow 0, b \leftarrow 0, c \leftarrow 0, d \leftarrow 2) \) & pass \\
\( b \leftarrow 1, d \leftarrow 3 \) & 0.4537 & 5 & 0.6176 & 5 & 10 & 6 & \( (a \leftarrow 0, b \leftarrow 0, c \leftarrow 2, d \leftarrow 3) \) & fail \\
\( b \leftarrow 1, d \leftarrow 2 \) & 0.3815 & 7 & 0.6713 & 6 & 13 & 8 & \( (a \leftarrow 1, b \leftarrow 1, c \leftarrow 1, d \leftarrow 2) \) & pass \\
\( b \leftarrow 0, d \leftarrow 0 \) & 0.2460 & 8 & 0.6713 & 6 & 14 & 9 & \( (a \leftarrow 1, b \leftarrow 0, c \leftarrow 2, d \leftarrow 0) \) & pass \\
\hline
\end{tabular}
\end{table}

Figure 2. An example of faulty program
contain \( c \leftarrow 0 \), so \( w(c \leftarrow 0) = 5/9 \). The computations for all components are as follows:

\[
\begin{align*}
\rho(c \leftarrow 0) &= \frac{1}{3} \left(1 + \frac{3}{5} + \frac{5}{9}\right) = 0.7685 \\
\rho(d \leftarrow 0) &= \frac{1}{3} \left(1 + \frac{1}{3} + \frac{2}{5}\right) = 0.2963 \\
\rho(d \leftarrow 2) &= \frac{1}{3} \left(1 + \frac{1}{3} + \frac{2}{5}\right) = 0.2963 \\
\rho(d \leftarrow 3) &= \frac{1}{3} \left(1 + \frac{2}{3} + \frac{2}{5}\right) = 0.3333 \\
\rho(b \leftarrow 0) &= \frac{1}{3} \left(1 + \frac{1}{3} + \frac{1}{9}\right) = 0.1958 \\
\rho(b \leftarrow 1) &= \frac{1}{3} \left(2 + \frac{2}{3} + \frac{3}{9}\right) = 0.4667 \\
\rho(a \leftarrow 0) &= \frac{1}{3} \left(1 + \frac{2}{3} + \frac{2}{5}\right) = 0.5741
\end{align*}
\]

According to formula (2), \( \rho_c \) for a suspicious combination \( c \) is the average suspiciousness of the components that \( c \) contains. For example, in combination \( (a \leftarrow 0, c \leftarrow 0) \), \( \rho_c \) is \((0.5741 + 0.7685)/2 = 0.6713\). After computing \( \rho_c \) for all suspicious combinations, we ranked them based on the non-ascending order of \( \rho_c \). The values of \( \rho_c \) and \( R_c \) for each suspicious combination are shown in the second and third columns of Table II.

Next we compute \( \rho_R \) for each suspicious combination using formula (3). For example, there are three test cases, test #1, test #7, and test #10, that contain \( (a \leftarrow 0, c \leftarrow 0) \). Therefore,

\[
\begin{align*}
\rho_R(a \leftarrow 0, c \leftarrow 0) &= \min \left(\frac{(\rho(b \leftarrow 0) + \rho(d \leftarrow 0))}{2}, \frac{(\rho(b \leftarrow 1) + \rho(d \leftarrow 2))}{2}, \frac{(\rho(b \leftarrow 1) + \rho(d \leftarrow 3))}{2}\right) \\
&= \min (0.2460, 0.2460, 0.4000) = 0.2460
\end{align*}
\]

Next we rank suspicious combinations by a non-descending order of \( \rho_R \), as shown in column \( R_R \) of Table II.

Finally, the two rankings in columns \( R_c \) and \( R_R \) are combined to produce a final ranking of the suspicious components (column \( R \)). In this final ranking, inducing combination \( (a \leftarrow 0, c \leftarrow 0) \) is ranked on the top, and the other \( (a \leftarrow 0, d \leftarrow 3) \) is ranked 6th.

Then new tests are generated for the most suspicious combinations. For suspicious combination \( (a \leftarrow 0, c \leftarrow 0) \), we assign values to parameters in its environment, i.e., \( b \) and \( d \), such that the suspiciousness of each value is minimum. For \( b \leftarrow 0 \) is selected, as \( \min(p(b \leftarrow 0) = 0.1958, p(b \leftarrow 1) = 0.4667) = 0.1958 \). For \( d \leftarrow 1 \) is selected as \( \min(p(d \leftarrow 0) = 0.2963, p(d \leftarrow 1) = 0, p(d \leftarrow 2) = 0.2963, p(d \leftarrow 3) = 0.3333) = 0 \). So a new test \( (a \leftarrow 0, b \leftarrow 0, c \leftarrow 0, d \leftarrow 1) \) is generated.

In this example, we generate a new test case for each suspicious combination since there are only nine combinations. As shown in the last column of Table II, all the new test cases pass except two that contain two inducing combinations. In the next iteration, the combinations that appear in a passed test case are not suspicious anymore. Therefore, all combinations except two inducing combinations are removed from the suspicious combinations set, and this set consists of the two combinations, which are both inducing combinations.

Note that this example represents a best case scenario of our approach. In the next section, we provide an experimental evaluation of our approach.

V. EXPERIMENT

We built a prototype tool called BEN that implements our approach. (BEN is a Chinese word that means “root cause”.) We used this tool to conduct an experiment on a set of six benchmark programs.

A. Experimental design

1) Subject programs

We used six C programs, count, series, tokens, ntrees, namethl, and cmdline, as subject programs [7]. Each of these programs contains some faults. To determine whether a test case fails or passes, we created a fault-free version of each program according to the accompanying fault descriptions.

In combinatorial testing, the result may be different by different ways of modeling the input space. To reduce bias, we used the same models for the six programs as in previous work [13].

Table III shows properties of subject programs and their input models. The second column (LOC) shows the number of lines of uncommented code in these programs. The third column shows the number of faults. The last column (Input Model) shows the input parameter model of each program, which includes the number of parameters and their domain size. We represent it by \( (d_1^{k_1} \times d_2^{k_2} \times \ldots) \), where \( d_i^{k_i} \) indicates that there are \( k_i \) number of parameters with domain size as \( d_i \). Note that \( k_1 + k_2 + \cdots = k \) is the total number of parameters. For example, count has six parameters, among which two parameters have a domain size of two, and four parameters have a domain size of three. More details about these models can be found elsewhere [13].

Each subject program contains multiple faults. Generally speaking, the more faults, the more failure-inducing combinations, and the easier it is to find them. To make the problem more challenging, two additional versions for each program are created; a version with about 50% of faults, and a version with a single fault. We refer to these versions by versions1,2, and 3 respectively. Then we run the tool three times for each program, once for each version.

<table>
<thead>
<tr>
<th>TABLE III. SUBJECT PROGRAMS</th>
<th>LOC</th>
<th># of faults</th>
<th>Input model</th>
</tr>
</thead>
<tbody>
<tr>
<td>count</td>
<td>42</td>
<td>8</td>
<td>((2^2 \times 3^4))</td>
</tr>
<tr>
<td>series</td>
<td>288</td>
<td>4</td>
<td>((2^2 \times 4^2 \times 6^1))</td>
</tr>
<tr>
<td>tokens</td>
<td>192</td>
<td>5</td>
<td>((2^2 \times 3^5))</td>
</tr>
<tr>
<td>ntrees</td>
<td>307</td>
<td>8</td>
<td>((4^8))</td>
</tr>
<tr>
<td>namethl</td>
<td>329</td>
<td>8</td>
<td>((2^2 \times 3^2 \times 5^2))</td>
</tr>
<tr>
<td>cmdline</td>
<td>336</td>
<td>9</td>
<td>((2^3 \times 3^4 \times 4^1 \times 6^2 \times 15^1))</td>
</tr>
</tbody>
</table>
2) Metrics
To measure the effectiveness of our approach, we compute the percentage of truly inducing combinations in the top 10 ranked suspicious combinations. If a combination in top 10 is not inducing, we also compute its inducing probability.

We measure the efficiency of BEN by the percentage of new test cases generated and number of iterations needed.

For the purpose of the evaluation, in order to detect truly inducing combinations, we run the exhaustive test set. A combination is truly inducing if all possible tests containing this combination fail.

3) Test Generation
The initial t-way test set is generated using the ACTS tool [1]. When we generate new tests, we generate a new test for each of the top 10 suspicious combinations.

B. Results and discussion
We conduct the experiment by taking a 2-way test set as the initial test set, except for version 3 of series, where both the 2-way and 3-way tests are used. The reason is that there is no 2-way inducing combination for version 3 of series.

The results of our experiment are summarized in Table IV. We will not explain the column headers one by one, as they are self-explanatory. We point out that the 7th column (ratio of inducing combinations to all combinations) is intended to show the difficulty of the identification problem. Typically, the fewer inducing combinations, the more effort needed to identify them.

For example, in version 3 of cmdline, there are only 2 inducing combinations out of 836 possible 2-way combinations. In version 1 of count, every combination is inducing. It is easy to see that identifying inducing combinations in version 1 of count is much easier than in version 3 of cmdline.

Note that the results for versions 1 and 2 of tokens are the same. Version 2 was created by removing 3 out of 5 faults of version 1. However, both versions produce the same output. The reason is that we used the same model as previous work [13], which does not capture the difference between these two versions. Columns 8, 9, and 10 (\# of iterations, \# of new test cases, and percentage of executed tests to the exhaustive test set) are intended to show the efficiency of our approach. In general, a small percentage of tests need to be executed by our approach. There are few cases where more than 50% tests were executed. One case is for version 3 of series with 3-way test set, we ran 60% of the test cases, i.e., 116 test cases. However, only 10 new test cases were added by our approach and the other 106 tests were in the initial test set. The other cases are for the three versions of tokens. This program has a small number of the exhaustive test cases(36 test cases), and there were 9 tests in the initial test set.

In contrast, for the three different versions of cmdline, the largest program, at most 0.044% of possible test cases were executed, but as shown in Fig. 3, later, we can

<table>
<thead>
<tr>
<th>Program</th>
<th>Version</th>
<th>Size of exhaustive test set</th>
<th>Size of Initial Test Set</th>
<th># of all t-way combinations</th>
<th># of inducing combinations</th>
<th>Ratio of inducing combinations to all combinations</th>
<th># of new test cases</th>
<th># of iterations</th>
<th>Percentage of executed tests to exhaustive test set</th>
<th>Percentage of inducing combinations in top 10 suspicious combinations</th>
</tr>
</thead>
<tbody>
<tr>
<td>count</td>
<td>1</td>
<td>324</td>
<td>12</td>
<td>106</td>
<td>106</td>
<td>100%</td>
<td>106</td>
<td>100%</td>
<td>106%</td>
<td>106%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td>30</td>
<td>0.2830</td>
<td>4</td>
<td>100%</td>
<td>45%</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td>13</td>
<td>0.1226</td>
<td>2</td>
<td>100%</td>
<td>20%</td>
<td>100%</td>
</tr>
<tr>
<td>series</td>
<td>1</td>
<td>192</td>
<td>24</td>
<td>92</td>
<td>10</td>
<td>0.1087</td>
<td>3</td>
<td>50%</td>
<td>32%</td>
<td>50%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>0.0217</td>
<td>4</td>
<td>50%</td>
<td>4%</td>
<td>50%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>0.0268</td>
<td>6</td>
<td>60%</td>
<td>0%</td>
<td>-</td>
</tr>
<tr>
<td>tokens</td>
<td>1</td>
<td>36</td>
<td>9</td>
<td>37</td>
<td>14</td>
<td>0.3784</td>
<td>2</td>
<td>100%</td>
<td>21%</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td>14</td>
<td>0.3784</td>
<td>2</td>
<td>100%</td>
<td>21%</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td>14</td>
<td>0.3784</td>
<td>2</td>
<td>100%</td>
<td>0%</td>
<td>-</td>
</tr>
<tr>
<td>ntree</td>
<td>1</td>
<td>256</td>
<td>16</td>
<td>96</td>
<td>24</td>
<td>0.2500</td>
<td>2</td>
<td>100%</td>
<td>48%</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td>14</td>
<td>0.1458</td>
<td>3</td>
<td>60%</td>
<td>44%</td>
<td>60%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>0.0208</td>
<td>4</td>
<td>100%</td>
<td>15%</td>
<td>2</td>
</tr>
<tr>
<td>nametbl</td>
<td>1</td>
<td>450</td>
<td>25</td>
<td>126</td>
<td>83</td>
<td>0.6587</td>
<td>2</td>
<td>100%</td>
<td>105%</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td>30</td>
<td>0.2381</td>
<td>2</td>
<td>100%</td>
<td>74%</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td>6</td>
<td>0.0476</td>
<td>10</td>
<td>100%</td>
<td>6%</td>
<td>100%</td>
</tr>
<tr>
<td>cmdline</td>
<td>1</td>
<td>349920</td>
<td>95</td>
<td>836</td>
<td>252</td>
<td>0.3014</td>
<td>4</td>
<td>50%</td>
<td>568%</td>
<td>50%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td>197</td>
<td>0.2356</td>
<td>7</td>
<td>70%</td>
<td>463%</td>
<td>70%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>0.0024</td>
<td>4</td>
<td>50%</td>
<td>4%</td>
<td>50%</td>
</tr>
</tbody>
</table>

* three-way
The charts in Fig. 3 show the distribution of inducing and non-inducing combinations in the ranking of suspicious combinations after each iteration. Due to limited space, we only show the distribution for the 3rd version of each program, except for program *series*, where version 2 is shown. The vertical axis shows the number of iterations. The horizontal axis shows the ranks. Inducing and non-inducing combinations are shown by different colors.

The charts show that our approach can quickly rank all the inducing combinations to the top. For example, *nametbl* has 41 suspicious combinations in the first iteration. There are 6 truly inducing combinations, which are ranked 1 to 4, 7, and 11. In the second iteration, we have 33 suspicious combinations, and 5 out of 6 inducing combinations are ranked to the top 5. In the third iteration, all 6 inducing combinations are ranked to the top 6. Although BEN runs 10 iterations to reach the stable point, all 6 inducing combinations come to the higher ranks sooner than 10 iterations.

**C. Threats to validity**

Threats to internal validity are other factors that may be responsible for the experimental results, without our knowledge. We have tried to automate the experimental procedure as much as possible, as an effort to remove human errors. In particular, we build clean versions for all six subject programs, and a tool that automatically compares the results of the clean version and a faulty version to determine truly inducing combinations. Further, consistency of the results has been carefully checked to detect potential mistakes made in the experiment.

**TABLE V. INDUCING PROBABILITIES OF TOP 10 SUSPICIOUS COMBINATIONS THAT ARE NOT INDUCING**

<table>
<thead>
<tr>
<th>Program</th>
<th>Version</th>
<th>Rank</th>
<th># of possible test cases containing this combination</th>
<th># of possible test cases containing inducing combination</th>
<th>Inducing probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>count</td>
<td>1</td>
<td>12</td>
<td>16</td>
<td>16</td>
<td>0.8333</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>12</td>
<td>16</td>
<td>16</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>1</td>
</tr>
<tr>
<td>series</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>1</td>
</tr>
<tr>
<td>tokens</td>
<td>1</td>
<td>1</td>
<td>10</td>
<td>2</td>
<td>0.8333</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>10</td>
<td>10</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1</td>
<td>10</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>ntrees</td>
<td>1</td>
<td>1</td>
<td>16</td>
<td>16</td>
<td>0.8333</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1</td>
<td>16</td>
<td>16</td>
<td>1</td>
</tr>
<tr>
<td>cmdline</td>
<td>1</td>
<td>4</td>
<td>45</td>
<td>45</td>
<td>0.8333</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>4</td>
<td>45</td>
<td>45</td>
<td>1</td>
</tr>
</tbody>
</table>

**TABLE VI. EXPERIMENTAL RESULTS FOR (T-1)-WAY COMBINATIONS**

<table>
<thead>
<tr>
<th>Program</th>
<th>Version</th>
<th># of all (t-1)-way combinations</th>
<th># of inducing combinations</th>
<th>Ratio of inducing combinations to # of combinations</th>
<th>Percentage of inducing combinations in top 10 derived combinations</th>
</tr>
</thead>
<tbody>
<tr>
<td>count</td>
<td>1</td>
<td>16</td>
<td>2</td>
<td>14</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>100%</td>
</tr>
<tr>
<td>series</td>
<td>1</td>
<td>16</td>
<td>2</td>
<td>1</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>16</td>
<td>2</td>
<td>2</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>10</td>
<td>2</td>
<td>2</td>
<td>100%</td>
</tr>
<tr>
<td>tokens</td>
<td>1</td>
<td>10</td>
<td>2</td>
<td>2</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>10</td>
<td>2</td>
<td>2</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>10</td>
<td>2</td>
<td>2</td>
<td>100%</td>
</tr>
<tr>
<td>ntrees</td>
<td>1</td>
<td>16</td>
<td>2</td>
<td>1</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>16</td>
<td>2</td>
<td>2</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>16</td>
<td>2</td>
<td>2</td>
<td>100%</td>
</tr>
<tr>
<td>cmdline</td>
<td>1</td>
<td>45</td>
<td>7</td>
<td>6</td>
<td>85%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>45</td>
<td>7</td>
<td>6</td>
<td>85%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>45</td>
<td>7</td>
<td>6</td>
<td>85%</td>
</tr>
</tbody>
</table>

The last two columns (# of suspicious combinations and percentage of inducing combinations in top 10 suspicious combinations) show the effectiveness of our approach. For 10 (out of 18) versions of these programs, all the top 10 ranked suspicious combinations are truly inducing. For other versions, Table V shows the ranks and inducing probabilities of the top 10 ranked suspicious combinations that are not truly inducing. All of these combinations have a very high inducing probability. The lowest inducing probabilities happen in version 3 of *cmdline*, where the 3rd and 4th ranked combinations have an inducing probability of 0.75 and 0.7114, respectively.

In two versions of *series*, 1st and 3rd (with 3-way test set), and the 3rd version of *tokens*, the third stopping condition is satisfied, and truly inducing combinations are found. So the information of other suspicious combinations is excluded from Table V.

As it is shown in Table IV, the set of suspicious combinations becomes empty in version 3 of *series* where 2-way test set is applied. In other cases, reaching the stable point, satisfying the second condition, happens.

The reduction step finds 1-way suspicious combinations in 13 (out of 18) versions; in 8 versions of theses 13 versions, all of top ranked combinations are inducing (Table VI). For other 5 versions, the ranks and inducing probabilities of non-inducing but suspicious combinations are shown in Table VII.
Threats to external validity occur when the experimental results could not be generalized to other programs. We use subject programs from previous work [7]; these programs are created by a third party and have been used in other studies [16]. But the subject programs are programs of relatively small size with seeded faults. More experiments on larger programs with real faults can reduce external validity of our findings.

The original versions of the subject programs had multiple faults, and thus many inducing combinations. So they could be identified more easily than those for programs with a small number of inducing combinations. To mitigate this threat, we conduct our experiment on 3 versions of each program, with all faults, 50% of faults, and one fault, respectively.

### VI. RELATED WORK

Delta debugging [12] is a technique that tries to find a minimum set of failure-inducing input values in a failed test. It involves systematically changing or removing the values in a failed test to create new tests. Two similar techniques, called FIC and FIC_BS [13], try to identify all the faulty interactions contained in a failed test. The notion of a faulty interaction is the same as the notion of an inducing combination defined in this paper. FIC and FIC_BS assume that no new inducing combinations are introduced when a value is changed to create a new test.

Our approach is different from these previous techniques in that we try to identify inducing combinations in a combinatorial test set, instead of a single failed test. On one hand, a test set contains more information than a single test. On the other hand, doing so makes it possible to identify inducing combinations that appear in different tests. Moreover, the assumption made by FIC and FIC_BS may not hold for many applications, as changing a value in a test introduces many new combinations, and assuming that all of them are non-inducing is over-optimistic.

Yilmaz et al. [11] proposed a machine learning approach to identify likely inducing combinations from a given combinatorial test set. Their approach builds a data structure called classification tree, and assigns a score to each likely inducing combination. A combination is classified to be an inducing combination if its score is greater than a threshold value. This approach is used to guide the generation of new tests in an adaptive combinatorial testing technique [4].

The preceding approach identifies inducing combinations based on a combinatorial test set only, i.e., without adding new tests. Considering that a combinatorial test set is often produced such that it contains as few tests as possible while still achieving t-way coverage, many

## TABLE VII. INDUCING PROBABILITIES OF TOP 10 (T-1)-WAY SUSPICIOUS COMBINATIONS THAT ARE NOT INDUCING

<table>
<thead>
<tr>
<th>Program</th>
<th>Version</th>
<th>Rank</th>
<th># of possible test cases containing combination</th>
<th># of possible failed test cases containing this combination</th>
<th>Inducing probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>series</td>
<td>1</td>
<td>1</td>
<td>32</td>
<td>30</td>
<td>0.9375</td>
</tr>
<tr>
<td>ntree</td>
<td>2</td>
<td>1</td>
<td>64</td>
<td>61</td>
<td>0.9531</td>
</tr>
<tr>
<td>nametbl</td>
<td>1</td>
<td>5</td>
<td>90</td>
<td>86</td>
<td>0.9556</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td>90</td>
<td>80</td>
<td>0.8889</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9</td>
<td>90</td>
<td>86</td>
<td>0.9555</td>
</tr>
<tr>
<td>cmdline</td>
<td>1</td>
<td>2</td>
<td>23328</td>
<td>22338</td>
<td>0.9576</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>23328</td>
<td>22338</td>
<td>0.9576</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>23328</td>
<td>22338</td>
<td>0.9576</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>23328</td>
<td>22338</td>
<td>0.9576</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>23328</td>
<td>22368</td>
<td>0.9588</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>5</td>
<td>23328</td>
<td>23302</td>
<td>0.9988</td>
</tr>
</tbody>
</table>

![Figure 3. Distribution of inducing and non-inducing combinations in suspicious set](image)
combinations are covered only once in a combinatorial test set. As a result, a combinatorial test set alone often provides insufficient information for effective classification, especially when there are a large number of inducing combinations and failed test cases.

The work that is mostly related to ours is a technique called AIFL [8, 9]. Given a combinatorial test set, AIFL first identifies all the suspicious combinations, i.e., combinations that only appear in failed tests. Then, for each failed test, AIFL generates k test cases by changing the value of one parameter at a time, where k is the number of parameters. The new value of a changed parameter could be any value in its domain. New tests are then used to refine the set of suspicious combinations. At this point, AIFL stops and outputs the set of suspicious combinations. InterAIFL [10] extends AIFL by adopting an iterative framework. That is, new tests are generated to refine the set of suspicious combinations iteratively until a fixed point is reached, i.e., the set of suspicious combinations becomes stable.

Our approach identifies suspicious combinations in the same way as AIFL and Inter-AIFL. However, our approach goes one step further to produce a ranking of suspicious combinations. This ranking helps the debugging effort to focus on the most suspicious combinations. Our approach also differs significantly in the way of generating new tests: our test generation is repeated until a stable condition is reached. The novelty of our approach lies in the fact that we rank suspicious combinations and generate new tests based on the notions of suspiciousness combination and suspiciousness of environment.

VII. CONCLUSION

In this paper, we presented an approach to identifying failure-inducing combinations in a combinatorial test set. Our approach adopts an iterative framework that ranks suspicious combinations and generates new tests repeatedly until a stable condition is reached. The novelty of our approach lies in the fact that we rank suspicious combinations and generate new tests based on the notions of suspiciousness of a combination and suspiciousness of its environment. The higher the suspiciousness of a combination, the lower the suspiciousness of its environment, the higher this combination is ranked. New tests are generated for a user-defined number of most suspicious combinations such that the suspiciousness of the environment of a combination is minimized in each test. Our experimental results show that our approach is very effective in terms of quickly identifying and ranking failure-inducing combinations to the top.

There are two major directions to continue our work. First, we plan to conduct more empirical studies to further evaluate the performance of our approach. In particular, we plan to apply our approach to larger and more complex programs. Second, this work is part of a larger effort to develop fault localization techniques that leverage the result of combinatorial testing. The next step in our project is to go inside the source code and find a particular line or block of code that contains the fault. We believe that failure-inducing combinations provide important insights about how different parameters interact with each other and can be used to reduce the scope of the code that needs to be analyzed in the next step.
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