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ABSTRACT
The Text REtrieval Conference (TREC) is a series of annual workshops designed to build the infrastructure for large-scale evaluation of search systems and thus improve the state-of-the-art. Each workshop is organized around a set of “tracks”, challenge problems that focus effort in particular research areas. The most recent TREC's have contained a Medical Records track whose goal is to enable semantic access to the free-text fields of electronic health records. Such access will enhance clinical care and support the secondary use of health records.

The specific search task used in the track was a cohort-finding task. A search request described the criteria for inclusion in a (possible, but not actually planned) clinical study and the systems searched a set of de-identified clinical reports to identify candidates who matched the criteria. As anticipated, the search results demonstrate that language use within electronic health records is sufficiently different from general use to warrant domain-specific processing. Top-performing systems each used some sort of vocabulary normalization device specific to the medical domain to accommodate the array of abbreviations, acronyms, and other informal terminology used to designate medical procedures and findings in the records. The use of negative language is also much more prevalent in health records (e.g., patient denies pain, no fever) and thus requires appropriate handling for good search results.
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1. INTRODUCTION
Accessing a medical record based on its content is a fundamental usage requirement for electronic health record (EHR) management systems. Today’s systems provide access largely based on structured fields—data elements in the record that have been coded to allow effective access. However, the majority of the content of a record is often in the care providers’ notes and other free-text fields that are not so structured. Furthermore, standard text processing techniques do not work well for EHR free-text fields because the fields seldom contain well-formed, grammatical sentences; the vocabulary used within the record is highly specialized with many non-word terms (abbreviations, measurements, symbols, etc.); and the notes are often highly elliptical, implicitly referring to various other parts of the record.

Despite the difficulty of automated processing of free-text content, free-text fields within EHRs are nonetheless inevitable and even desirable. Language is the most convenient way for humans to communicate; free-text allows providers to express nuance and exceptional circumstances that are precluded—by definition—from being captured in coded fields. Using data capture methods that are natural and convenient greatly increases the quality of the data so captured. Thus EHR system ease-of-use and record quality concerns both argue for the continuing use of free-text fields within the EHR. What is needed are methods that can provide access to the semantic content of these free-text fields.

This paper describes the findings of the first two years of the Text REtrieval Conference (TREC) Medical Records Track that was established to focus the research community on the problem of providing content-based access to the free-text fields of EHRs. The lack of sharable test corpora has been cited as a major impediment to progress in applying natural language processing techniques to clinical text[4], and the track was established to help fill this void. The first section provides background information on TREC and the
benefits of community evaluations to drive research. Section 3 describes the particular search task used in the track, while the following section summarizes the results and findings of the track. The final section concludes the paper by noting how just two years of the shared task has improved search effectiveness, though further progress is imperiled due to a continuing lack of sharable data.

2. THE TEXT RETRIEVAL CONFERENCE

Information Retrieval (IR) is the academic discipline concerned with providing automated access to content that is not specially structured for machines. Web search engines are probably the best-known examples of IR systems today, but content-based search is decades older and more pervasive than web search. Diverse applications such as intelligence gathering, ecommerce, legal discovery, and scientific research all require IR components.

IR systems have historically been developed through experimentation using test collections [5, 10]. A test collection consists of a document set, a set of information need statements (called topics in what follows), and a set of relevance judgments that define which documents should be retrieved for which topics. An IR system processes an information need statement to produce a list of documents ranked by decreasing likelihood that the document answers the need. The set of lists returned for each topic in a test collection is called a run. The quality of an IR system’s response for a single topic can be measured as a function of how closely its retrieved set matches the correct response as recorded in the relevance judgments, with the overall score for a run usually computed as the average of the individual topics’ scores. There are many possible measures of effectiveness, but most measures in common use are a combination of precision, the fraction of retrieved documents that are relevant, and recall, the fraction of relevant documents that are retrieved [1].

While test collections can be powerful research tools, a given collection’s utility depends on how representative it is of the actual search task being modeled. One of the main considerations is the size of the collection: the document set must be large enough to exhibit the variety of content that would be encountered in the real-world task and the topic set large enough to be representative of the types of questions encountered. Unfortunately, relevance judgments must be created by humans, so the expense and difficulty of creating quality test collections increases with size. The U.S. National Institute of Standards and Technology (NIST) founded the TREC workshop series in 1992 with the goal of building a realistically-large test collection to support IR research. The goal has broadened since then to standardizing and validating IR evaluation methodology in addition to building appropriate test collections for a variety of IR tasks.

Participants in TREC are retrieval research groups drawn from the academic, commercial, and government sectors. TREC organizers release a document and topic set, and participants use their systems to produce runs that they submit to NIST. Since TREC document sets are much too large for each document to be judged for relevance for each topic (the typical TREC collection contains several hundred thousand documents and 50 topics), a subset of documents is created for each topic by sampling from the union of the submitted runs. The documents in the sample are viewed by a human assessor who rates the relevance of a document to the topic. Once all the relevance judgments for all of the topics in the test set are complete, NIST scores the submitted runs on the basis of the relevance judgments and returns the evaluation results to the participants. A TREC cycle ends with the workshop that is a forum for participants to share their experiences. A test collection built during a given TREC cycle is subsequently made available to non-participants (subject to any encumbrances on the document set) to benefit the wider research community.

Each TREC contains a set of tasks, called tracks, that focus on separate subproblems of IR. For example, past tracks have included cross-language retrieval (retrieving documents written in languages that differ from the query language), video retrieval (providing content-based access to digital video), and question answering (retrieving answers themselves rather than documents containing answers). TREC’s 2003–2007 contained a Genomics track whose goal was to develop technology that assists biology researchers (i.e., users familiar with the biomedical domain) with keeping current with the biomedical literature [6]. The tracks serve several purposes. First, tracks act as incubators for new research areas: the first running of a track often uncovers what the problem really is, and a track creates the necessary infrastructure (test collections, evaluation methodology, etc.) to support research on its task. The tracks also demonstrate the robustness of core retrieval technology in that the same techniques are frequently appropriate for a variety of tasks. Finally, the tracks make TREC attractive to a broader community by providing tasks that match the research interests of more groups.

When TREC began there was real doubt as to whether the text collection paradigm had out-lived its usefulness for IR research [9], but the 20-plus year history of TREC has demonstrated that it had not. TREC has now built dozens of test collections for a variety of tasks, and in each case the test collections have been integral to progress on the task. For example, retrieval effectiveness doubled in the first six years of TREC for the basic “ad hoc” search task [12]. By defining a common set of tasks, TREC focuses retrieval research on problems that have a significant impact throughout the community. The workshop provides a forum in which researchers can efficiently learn from one another and thus facilitates technology transfer. TREC also provides a forum in which methodological issues can be raised and discussed, resulting in improved retrieval research. The motivation for the TREC Medical Records track is to bring these benefits to the problem of providing content-based access to the free-text fields of electronic health records.

3. MEDICAL RECORDS TRACK TASK

This section describes the set-up of the task in the TREC Medical Records track. Operationalizing an evaluation task requires balancing the competing constraints imposed by the real-world task of interest, data availability, and capabilities of the current technology (i.e., making a task neither too hard nor too easy). Due to the sensitive nature of medical records, data constraints are the overarching constraints for the Medical Records track.

The document set used in the track is a set of de-identified clinical reports made available to TREC participants through the University of Pittsburgh NLP Reposi-
Because of the private nature of medical records—even when de-identified—the University of Pittsburgh distributed the records only to track participants. The records are not available at this time.


http://ir.ohsu.edu/ohsumed/ohsumed.html
**CHIEF COMPLAINT:** The patient does not have any chief complaint.

**HISTORY OF PRESENT ILLNESS:** This is a **female** who called up her next-door neighbor to say that she was not feeling well. The next-door neighbor came over and decided that she should go to the emergency room to be checked for her generalized complaint of not feeling well. The neighbor suspects that this may have been due to the patient taking too many of her Tylenol PM, which the patient has been known to do. The patient was a little somnolent early this morning and was found only to be oriented x1 with EMS upon their arrival to the patient’s house. The patient states that she just simply felt funny and does not give any more specific details than this. The patient denies any pain at any time. She did not have any shortness of breath. No nausea or vomiting. No generalized weakness. The patient states that all that has gone away since arrival here in the hospital, that she feels at her usual self, is not sure why she is here in the hospital, and thinks she should go. The patient’s primary care physician, Dr. X reports that the patient spoke with him yesterday and had complained of shortness of breath, nausea, dizziness, as well as generalized weakness, but the patient states that all this has resolved. The patient was actually seen here two days ago for those same symptoms and was found to have exacerbation of her COPD and CHF. The patient was discharged home after evaluation in the emergency room. The patient does use home O2.

Figure 1: Structure of the Pitt record set. The mapping table gives the visit id associated with each report id. The report id identifies the file containing the content of the report. For the purposes of the track, a document is the visit, the union of all the reports associated with the visit.

Figure 3: Example topics from the TREC 2012 Medical Records Track test set.
date for the study but insufficient information was available for a definitive decision. A not relevant judgment meant that the patient was not a candidate for the clinical study.

Despite attempts to make sure that topics had sufficient numbers of relevant visits during topic development, several topics in the test set were omitted from the evaluation because they had fewer than five definitely or possibly relevant visits identified after the judgment process was complete. Evaluating retrieval effectiveness of topics with very few relevant visits is inherently unstable in the sense that small changes in the retrieval results can cause very large changes in effectiveness scores. Relevant visits can be “lost” for a variety of reasons: judging mistakes made in either the topic development or assessing phase; a single assessor changing his or her mind regarding relevance between the two phases; using different assessors whose opinions regarding relevance differ for the two phases; a relevant visit seen during topic development not making it into the judgment set (see below). The evaluation set for TREC 2011 contains 34 topics and the TREC 2012 set contains 47 topics.

The particulars regarding how the judgment sets were constructed differed in the two years, with the end result being that different primary evaluation measures were used in different years. The construction strategy used for TREC 2011 proved to induce unexpectedly noisy evaluation scores, and since results from the first year of any track are often dominated by start-up issues such as lack of training data, the remainder of this report concentrates on the TREC 2012 edition of the track. For 2012, all submitted runs contributed to the judgment sets, which were constructed to be compatible with using extended, inferred Normalized Discounted Cumulative Gain (inNDCG) as the primary evaluation metric [13]. Precision after the first 10 documents retrieved (Prec(10)) was also reported and could be computed exactly since all submitted runs had the top 10 documents retrieved for a topic added to the judgment set for that topic. The union of the judgment sets across the 50 topics in the test set included 25,596 visits to be judged. The average size of a judgment set was 512 visits, with a minimum size of 206 and a maximum size of 919.

Table 1 shows the distribution of the visit sizes in the judged sets (restricted to the 47 topics in the final evaluation set), as well as in the entire set of visits for comparison. The third column gives the absolute number and percentage of the total number of judged-not-relevant visits that contained the given number of records. The fourth column gives the corresponding figures for relevant documents, using both partially relevant and definitely relevant judgments as relevant visits. There was a total of 20,089 visits judged not relevant and 4130 visits judged relevant across the 47 topics in the final evaluation set. The distributions of visit sizes of judged not relevant and relevant visits are equivalent, suggesting that visit size is not a determining factor for relevance. The distribution of visit sizes of the retrieved set (as reflected by the judgment set) does differ from the overall distribution in that it contains many fewer single-record visits. Some single-record visits (visits containing only a single radiology report, for example) contain very little text, making them both less likely to match retrieval systems’ queries and less likely to be candidates for the types of studies being modeled in the topics.

Inferred measures are used as a means of getting more accurate estimates of a run’s quality than is likely possible with traditionally-defined versions of the measures when judging a comparatively small number of documents. Normalized discounted cumulative gain is an evaluation measure that accommodates different relevance levels by rewarding systems for retrieving documents with a higher relevance rating before documents with a lower relevance rating [7]. The reward (called a gain value) received for retrieving a relevant document with a particular rating is reduced (discounted) the further down in the list the document is retrieved, under the assumption that that document is worth less to a user than a document retrieved higher in the list. All gain values up to a pre-determined rank are summed, and then that value is normalized by the score that a best possible ranking would receive. (An ideal ranking is a ranking that lists all documents from a relevance category with a higher gain value before any document from a relevance category with a lower gain value. The score for an ideal ranking is topic-dependent because it depends on the number of relevant documents in each relevance category.) Normalized discounted cumulative gain has a minimum score of 0 (assuming non-negative gain values) and a maximum score of 1, with higher scores being better. For the TREC 2012 Medical Records track, the gain value for partially relevant was 1 and the gain value for fully relevant documents was 2; the rank cut-off used was 100 (i.e., only the first 100 documents retrieved for a topic are factored into the score).

### Table 2: Submissions to the Medical Record Track.

<table>
<thead>
<tr>
<th>Year</th>
<th>Participants</th>
<th>Runs</th>
<th># Runs by Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011</td>
<td>29</td>
<td>127</td>
<td>109 automatic</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>82 manual</td>
</tr>
</tbody>
</table>

4. RETRIEVAL RESULTS

Table 2 gives details about the runs received by the track in each of the two years. The table gives the number of participants in the track per year, the total number of runs received, and the split of those runs between automatic and manual runs (discussed below). In TREC 2011, each participant was permitted to submit up to eight runs; for TREC 2012 that limit was reduced to four runs per participant. Some groups participated in both years of the track, though there was a sizeable number of first-time track participants in 2012.

TREC has historically distinguished between runs that are produced from the topic statement with no human intervention of any sort (automatic runs) and all other runs (manual runs). The definition of manual runs is very broad, ranging from simple tweaks to an automatically derived query, through manual construction of an initial query, to multiple query reformulations based on the document sets retrieved. Since these methods require radically different amounts of human effort, care must be taken when comparing manual results to ensure that the runs are truly comparable. Manual runs allow researchers to gauge how well their systems support users that actively engage in the search, while automatic runs demonstrate what a system can do without any additional direction. Manual results tend to be more variable than automatic results even when putative level of effort is controlled for since some humans are inherently better searchers than others.
4.1 Retrieval Scores

Table 3 gives the retrieval scores for the best run for the top eight participants in the TREC 2012 track as measured by infNDCG. The table gives the infNDCG and Prec(10) scores averaged over the 47 topics in the final evaluation set. Starred run tags in the table denote manual runs.

<table>
<thead>
<tr>
<th>Run</th>
<th>infNDCG</th>
<th>Prec(10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NLMManual*</td>
<td>0.680</td>
<td>0.749</td>
</tr>
<tr>
<td>udelSUM</td>
<td>0.578</td>
<td>0.592</td>
</tr>
<tr>
<td>semamed2</td>
<td>0.547</td>
<td>0.557</td>
</tr>
<tr>
<td>ohsuManBool*</td>
<td>0.526</td>
<td>0.611</td>
</tr>
<tr>
<td>atigo1</td>
<td>0.524</td>
<td>0.519</td>
</tr>
<tr>
<td>UDMinfoMed123</td>
<td>0.517</td>
<td>0.528</td>
</tr>
<tr>
<td>uogTrMConQRd</td>
<td>0.509</td>
<td>0.553</td>
</tr>
<tr>
<td>NICTAUBC4</td>
<td>0.487</td>
<td>0.517</td>
</tr>
</tbody>
</table>

Details regarding the different approaches used by individual participants can be found in the participant reports included in the TREC proceedings (see http://trec.nist.gov/proceedings/proceedings.html). In the remainder of this section we summarize the evaluation results and highlight the major themes from across participants, once again focusing the discussion on the TREC 2012 track.

4.2 Retrieval Approaches

As illustrated by the last example, the use of some sort of vocabulary normalization specific to the medical domain and/or the use of term expansion is necessary for good search performance. The language use in health records is generally informal and a given medical entity (condition, treatment, diagnostic procedure, etc.) is referred to by a wide variety of terms. An observant reader will notice that the best infNDCG value for topic 182 is slightly greater than 1.0, the theoretical maximum value NDCG. The estimate of 1.012 is caused by sampling errors in the computation of infNDCG. This level of “impossibility” has been observed in the past when the mean estimated values produced by the inferred measures were quite accurate. Hence, we believe the evaluation results reported for TREC 2012 are sound.
Many track participants used MetaMap\textsuperscript{6} to locate medical terms in text and map those terms to concepts in the UMLS metathesaurus. Once concepts are mapped from UMLS concepts to entries in some medical controlled vocabulary (such as SNOMED-CT or MeSH), terms related to the concept can be added to the query. Another source of terms for query expansion was ICD-9 codes assigned to the record. The International Classification of Diseases (ICD) codes are designations from a hierarchical classification of human diseases and symptoms maintained by the World Health Organization\textsuperscript{7} that are included as part of the structured content of most records, as ICD-9 is required for health care providers to obtain reimbursement from insurance companies for services provided. Most of the participants that used the codes used words from the textual descriptions of codes related to query terms rather than match on the codes themselves. Regardless of the source of query expansion terms, the expansion must be done with care, as some participants reported significant degradation from query expansion for some query types due to query drift.

Health record text is full of negated language constructs documenting the absence of symptoms (no chest pain or palpitations), behaviors (denies use of alcohol), and abnormal diagnostic results (temperature not elevated). Given the prevalence of its use, and the fact that a match with the search criteria often depends on the polarity of an indicator, specific processing for negated language appears necessary for effective retrieval for the cohort-finding task. This is in contrast to search in many domains where such processing generally has little effect. Negated expressions can be found using tools such as NegEx [3], and the object of the negation was frequently just omitted as an index term for the report.

\section{Conclusion}

The goal of the TREC Medical Records Track is to bring the benefits of community evaluations—test collections, a focused research community, established research methodology—to the problem of enabling semantic access to the free-text fields of electronic health records. And there is evidence that these benefits have accrued in just the first two years of the track. During the course of its participation in the track, a team from Dublin City University ran a basic BM25 search (a good quality, domain-independent baseline system) first using the TREC 2011 topics and then using the TREC 2012 topics [8]. They found that the relative effectiveness of this baseline run compared to other participants' runs to be greater in 2011 than in 2012. In particular, the BM25 run would have scored among the top five runs in the TREC 2011 track, but was only slightly above the median in the TREC 2012 track. This suggests that, on the whole, the effectiveness of search systems for the cohort finding task improved in the second year of the task despite the absolute value of the effectiveness scores being lower in 2012 (i.e., the 2012 task was inherently harder). While improvement in the second year of a task is to be expected, that is precisely because of the benefits of the paradigm: researchers have more experience with the task and an existing test collection on which to train their systems.

The hypothesis going into the track was that language use within health records is different enough from "nor-

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4}
\caption{Median and best per-topic scores as measured be inferred NDCG.}
\end{figure}

\textsuperscript{6}http://metamap.nlm.nih.gov
\textsuperscript{7}http://www.who.int/classifications/icd/en/
mal” English that existing search systems would have trouble with it. That hypothesis has been largely confirmed. Two main differences are the extensive use of acronyms and abbreviations that need to be resolved to the correct medical concept, and the pervasive use of negative language. Top-performing groups each used some sort of vocabulary normalization device specific to the medical domain. Such devices must be used carefully, however, as multiple groups also demonstrated that aggressive use harms baseline performance. Exploiting human expertise through manual query construction proved most effective.

The future of the track is uncertain since we currently lack a suitable collection of health records to serve as the basis of a test collection. After two years of use, there are few viable topics remaining in the comparatively small (for search test collections) Pitt record set. As noted elsewhere [4], there is a dearth of shared record sets, and we have been unable to find a large record set that is available for the wide-scale use implied by being the basis of a TREC test collection. The track will be on hiatus while we explore creative solutions to resolving the tension between protecting patients’ (and record owners’) legitimate privacy concerns and the need for realistic data in support of research.
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