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4.1 Vibrating-wire Viscometer

AGÍLIO A. H. PÁDUA

Vibrating-wire sensors have been prominent in visometry ever since the measurements in liquid He in the 1960s using the attenuation of transverse oscillations in a tensioned wire; the measurement was founded on a hydrodynamic analysis by Stokes of the damping of fluids on oscillating bodies. Our understanding of the technique has since progressed considerably, driven by W.A. Wakeham and collaborators who designed viscometers for wide ranges of conditions. Vibrating-wire viscometers and densimeters were reviewed in previous books in this series. The field has seen significant developments over the last twenty years and is active at present, with improvements and extensions of the capabilities of the method.

Curiously, two communities work on vibrating-wire viscometers: one of low-temperature physicists studying superfluid $^4$He and $^3$He at temperatures below 1 mK. Recent reports in this field use vibrating-wire probes to observe hydrodynamic phenomena in quantum liquids and not primarily to determine viscosity accurately. The other community, of physical chemists and chemical engineers, studies transport properties for application in devices and processes, often at high pressure (up to 1 GPa), seeking to improve the quantitative determination of viscosity. About 200 scientific papers deal with
vibrating-wire measurements, so a full account on the field is not possible here. The main recent developments concern:

1. Performing absolute viscosity measurements.
2. Extending the operation limits towards gases or high-viscosity liquids.
4. Improving our understanding of the sensor (mode of operation, detection or simultaneous density measurements).
5. Designing robust and practical sensors for measurements in situ.

4.1.1 Principle of Operation

In a vibrating-wire viscometer the damping of transverse oscillations is related to the viscosity of the surrounding fluid. This setup benefits from a complete and accurate physical description. First, the mechanics of oscillation of a thin rod is described within the elastic limit for clamped, pinned or free end conditions. Second, the hydrodynamics associated with the motion of the wire in an incompressible, Newtonian fluid is understood. Third, the output signal is resolved using equivalent circuits, although optical detection has been reported. The three pieces of the analytical model are rigorous within defined limits that can be met in practice. The working equations are slightly different for steady-state or decay modes, and the equivalent circuit depends on the instrumentation, so the reader is referred to the literature. The main point is that the sensor response is expressed purely in terms of physical parameters of the wire (length, radius, density, Young's modulus), and of the density and viscosity of the fluid. The theory specifies conditions: the radius of the wire must be much smaller than its length and the amplitude of vibration small, the walls of the container must be distant from the wire, the compressibility of the fluid negligible, and the flow laminar. A vibrating-wire viscometer should be able to perform absolute measurements (without calibration against a standard) provided its parameters are characterised by independent means and the fluid density is known.

The vibrating-wire viscometer is composed of a conducting wire tensioned in a support, placed inside a permanent magnetic field, both to drive the sensor and to obtain its response. The magnets can be mounted outside the enclosure or high-pressure vessel, for a smaller volume, higher pressure range, and no compatibility issues between the magnets and the sample. The drawbacks are that the vessel has to be non-magnetic (which can limit the pressure) and the magnets bigger. In other designs the magnets, sometimes gold-plated to improve corrosion resistance, are inside the pressure vessel forming a tightly integrated sensor suitable for in situ measurements. It is often reported that the magnetic field should be aligned with certain directions imposed by the wire or the mounting in order to select a pure resonance, otherwise two resonant frequencies are observed, due to anisotropy of the wire material, an elliptical cross-section or to deformations produced by the clamping fixture.
The wire is driven into transverse oscillations by an alternating current, which generates a periodic force, and the velocity is detected as a voltage induced by the displacement in the magnetic field.\textsuperscript{8,17} This electromechanical oscillator interacts with other electrical impedances of the instrumentation, which must be accounted for in order to extract the intrinsic signal of the sensor.\textsuperscript{8,18–20} Some non-viscous damping is present, either due to inelastic loss within the wire (negligible at low amplitudes), friction at the clamped ends or magnetic damping.\textsuperscript{8,17,21} Non-viscous damping is independent of the fluid and is evaluated by a measurement of the resonant characteristics in vacuum.\textsuperscript{6,7} Non-viscous damping becomes more relevant for low viscosities (gases).\textsuperscript{21}

The sensor can be operated in either forced, steady-state or in ring-down, transient decay. The decay mode was initially the choice for viscometry.\textsuperscript{1,22,23} The wire is set into forced vibration or plucked for a few cycles and then the free damped oscillations are recorded, as shown in Figure 4.1. The typical time for one acquisition is 20 ms in liquids\textsuperscript{23,24} and 100 ms in gases,\textsuperscript{21} so multiple sampling can be done to reduce noise. Because of the short time, the transient mode is suitable for online, flow measurements.\textsuperscript{24} The working theory limits the lateral displacement to a few per cent of the wire radius. In the transient mode, however, the wire is driven at relatively high amplitudes,\textsuperscript{25} and, especially for gases where thinner wires are used, it is important to check the applicability of the theory by extrapolating to zero amplitude.\textsuperscript{21}

In the forced mode a frequency range encompassing the resonance peak is scanned to describe amplitude and phase,\textsuperscript{12,20} as shown in Figure 4.2.
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**Figure 4.1** Top: Output motional electric potential difference $V$ of the vibrating-wire viscometer immersed in methylbenzene operated in the transient mode as a function of time $t$.\textsuperscript{26} Bottom: $\Delta V$ difference between the measured electric potential difference and that obtained from the working equations with the optimized viscosity at a known density.
A lock-in amplifier filters out noise outside the frequency of interest and is extremely sensitive, allowing the wire to be driven at low amplitudes. The acquisition of one curve can take 600 s because the signal must stabilize after each frequency step. To have the best of both worlds, researchers devised ways of accounting for the nonlinear effects at high amplitudes\textsuperscript{25} and use the transient mode for fast and accurate measurements.

One issue in viscometry is that the density of the fluid must be known to determine the dynamic viscosity, since the hydrodynamics of the measurement involve viscous and inertial terms. The vibrating wire is sensitive to the density through an added, hydrodynamic mass of fluid accelerated with the wire. Unfortunately, the sensitivity arising from the hydrodynamic mass is not sufficient for a precise determination of density. To circumvent this, a vibrating-wire viscometer can be coupled with a densimeter\textsuperscript{27} and both properties measured simultaneously. An elegant alternative is to amplify the sensitivity to the density using Archimedes’ principle.\textsuperscript{10,12,18,28} In this design the vibrating wire is vertically tensioned by a suspended weight that will define the resonant frequency in vacuum. When the wire and weight are immersed in a fluid, the buoyancy on the weight lowers the resonant frequency (Figure 4.2). The measurement of density and viscosity is an enormous advantage but has some downsides. First, the instrument is delicate.
because of the suspended weight. Also, the “return” of the signal requires a connection on the weight without altering the wire tension. Last, the volume of the weight must be known. But the vibrating-wire densimeter–viscometer is also described by rigorous theory. It was used at pressures up to 200 MPa providing relative uncertainties \((k = 2)\) in density and viscosity of \(\pm 0.2\%\) and \(\pm 2\%\), respectively.\(^{10,12,18,28}\)

### 4.1.2 Absolute versus Relative Measurements

The distinction between absolute and relative measurements is not binary. A relative method is one without a full theory and the working equations contain empirical parameters whose values are determined using reference substances, often in the same conditions as the measurements, and even with properties similar to the sample. An absolute method is described by accurate equations containing only quantities with rigorous physical sense, accessible independently. Such a method will produce accurate results in diverse conditions. But, because of practical limitations, it may happen that a rigorous theory is available but some of the physical parameters are difficult to determine independently with the required accuracy. That method will be quasi-absolute in the sense that calibration is necessary to obtain the one or few problematic parameters, and this can be done using standard samples and conditions. From then, the accuracy should match that of a truly absolute method. The calibration step may hide deficiencies and some parameters will be “effective”, compensating or averaging aspects that are not described well, lowering uncertainty far from the calibration point. This discussion is pertinent for measurements in general, but for viscosity it is crucial because few substances qualify as standards, and viscosity can cover many orders of magnitude according to chemical composition, temperature or pressure. Such an extent places a demanding requirement on viscometry techniques, thence the search for absolute methods.

It was demonstrated that the vibrating-wire viscometer is absolute, provided special care is taken in the manufacture and characterization of its components. The radius of the wire is the most difficult parameter to determine independently (radii range from 10 \(\mu m\) for gases, to 50 \(\mu m\) for liquids, and up to 200 \(\mu m\) for high viscosities). The uniformity and shape of the cross-section are important issues, as is the surface smoothness. Tungsten is chosen because of its high density, Young's modulus and tensile strength, low thermal expansion and chemical inertness. Until recently most viscometers had been built with wire of high purity but poorly characterised radius, therefore they were operated in a quasi-absolute manner, determining the radius from one calibration point. To measure the density simultaneously using the buoyancy effect, the volume of the weight should be known within \(\pm 0.1\%\). This volume can be obtained together with the wire radius from one calibration (in water\(^{12}\) or methylbenzene\(^{18}\)) although it can be determined independently.\(^{10}\) For operation in wide ranges of conditions it is important to take into account the effects of temperature
and pressure on the wire (and weight), so it is better to select materials with well-known thermal expansion coefficients and compressibility (and the temperature-dependence of Young’s modulus\textsuperscript{10}).

Only recently, two groups\textsuperscript{10,29} tested sensors built with carefully prepared tungsten wires, obtained through grinding to a uniform section. In one report\textsuperscript{29} the radius of the wire was measured independently in a metrology laboratory with a relative uncertainty of $3 \times 10^{-4}$. Electron microscopy showed much smoother surfaces than those of simply drawn wires.\textsuperscript{10} “Calibration” of the radii of the ground wires using reference fluids yielded values that coincided with the independent measurements.\textsuperscript{10} Absolute measurements\textsuperscript{29} of the viscosity of water at $T = 293.15\,\text{K}$ and $p = 101.325\,\text{kPa}$ yielded $(1.0019 \pm 0.0090)\,\text{mPa}\cdot\text{s}$, differing from the standard value relatively by 0.03 %. The sensitivity of the vibrating-wire viscometer can still be improved by using a thinner wire. Therefore, it was demonstrated that the vibrating-wire viscometer is absolute provided all its physical parameters are characterised.

4.1.3 High-viscosity Standards

Viscosity has enormous scientific and industrial importance, and many applications concern samples of significantly higher viscosity than water, as has been discussed in section 2.2.5. Since most viscometers are relative, with limited ranges, calibration at high viscosities involves several transfers to ensure traceability to the standard substance, a costly procedure subject to error propagation. No reference substance exists at high pressure, a limitation affecting domains from lubricants to reservoir fluids. Several hydrocarbons have been recommended as high-pressure references (up to 250 MPa for toluene\textsuperscript{30}) but these are low-viscosity liquids. Vibrating-wire viscometers are suited to produce high-pressure data because they are composed of solid bodies and the working model is rigorous. They were used to characterise candidates for high-viscosity standards\textsuperscript{31} such as 2,6,10,15,19,23-hexamethyltetracosane (commonly known as squalane)\textsuperscript{32} and diisodecyl phthalate (DIDP)\textsuperscript{11,14,33} at pressures above 100 MPa, with viscosities reaching 267 mPa s.\textsuperscript{34} Various laboratories used different methods for comparison and some deviations arise from variations in sample purity.\textsuperscript{35,36} Recent reports\textsuperscript{11,14} review the data showing relative uncertainties of $\pm 2\%$ for vibrating-wire measurements and agreement between different techniques within $\pm 5\%$ (except for certain discrepancies\textsuperscript{31,33}).

In the range above 100 mPa s, damping is high and vibrating-wire sensors are operated at low quality factors,\textsuperscript{33} which is not a problem to the hydrodynamic model, but the amplitude becomes difficult to detect (either attenuation is too rapid or the resonance peak is too flat). So the limit for high-viscosity samples is resolution. Recommended thermophysical property data should always be obtained using different techniques to avoid systematic errors and this provides an important role for the vibrating-wire method.
4.1.4 Expanding the Limits: Complex Fluids and Online Measurements

Recently several attempts expanded the limits of vibrating-wire viscometry, towards complex fluids and towards robust and practical sensor designs. Vibrating-wire viscometers were used with industrially-relevant fluids, such as non-chlorinated refrigerants\(^3\) or bio-sourced components of fuels.\(^4\) Low uncertainty measurements are never simple, but today the vibrating-wire method is well understood in organic liquids. Asymmetric mixtures, of molecules with different sizes or interactions, are challenging because variations in composition lead to large viscosity changes. Vibrating-wire viscometer–densimeters have been used with gas-condensate mixtures\(^5\) and lubricant/refrigerant mixtures.\(^6,\)\(^7\) The overall uncertainties are comparable to those in pure liquids, demonstrating that vibrating-wire sensors can be used to study complex samples.

Electrically-conducting fluids have been approached with more suspicion. Even water was used as a calibrant only in 2001\(^8\) (after one isolated report\(^9\)) because of eventual corrosion or conduction, but today is the reference fluid of choice.\(^10,\)\(^11\) Ionic liquids demonstrate the applicability of the method to conducting fluids.\(^12,\)\(^13\) The conductivity of these salts is not enough to shunt the sensor, and viscosities of several ionic liquids were measured at pressures up to 50 MPa\(^14\) with values reaching 500 mPa s\(^-1\) with an uncertainty of \(\pm 2\%\), agreeing with the literature.

The vibrating-wire viscometer has many positive qualities: compact, defined uncertainty and not involving exotic materials or procedures. It is surprising that a commercial version has not yet reached market. Vibrating-wire piezometers (for geotechnical applications) and strain gauges have been commercialized for years proving their robustness. There is no reason a robust and practical vibrating-wire viscometer cannot be produced at competitive cost. Several attempts at miniaturizing have been reported, namely one design tailored for a reservoir-fluid storage and transportation vessel,\(^15\) and microfluidic viscometers\(^16\) with volume under 20 \(\mu\)L. The uncertainty in viscosity is \(\pm 10\%\), better than expected considering the close proximity of the container walls.\(^17\) These minute instruments to not comply with the theoretical specifications of their more accurate predecessors and, in that case, another geometry, like a cantilever\(^18\) or tuning-fork,\(^19\) may be easier to fabricate with micro-electro-mechanical techniques.

The main strength of the vibrating-wire viscometer is the availability of a rigorous hydrodynamic model that enables absolute or quasi-absolute measurements. The possibility of simultaneous measurement of density is another advantage. Laboratories in several European countries, in China and in the USA contributed to develop the method, in terms of sensor design, of understanding its operation and extending its applicability. The field of vibrating-wire viscometry is active and promises exciting developments for the future, in academia and in industry.
4.2 Falling Body Viscometer Developments: Small Spheres

DAISUKE TOMIDA AND CHIAKI YOKOYAMA

Falling body methods that are used to measure viscosity include the falling ball, falling sinker, and rolling ball type methods. In recent years, the development of suitable precision measurement instruments has resulted in high precision absolute viscosity measurements using the falling ball method. This chapter describes recent developments in falling body viscometers, and discusses precision viscosity measurement using the falling ball method.

4.2.1 Falling Ball Viscometer

A falling ball viscometer is an instrument used to measure the falling velocity of a ball into a fluid, which is then used to determine the fluid’s viscosity using Stokes’ law. The viscosity, $\eta$, is calculated using:

$$\eta = \frac{d^2 (\rho_s - \rho_l) g}{18v}, \quad (4.1)$$

where $d$ is the diameter of the ball, $\rho_s$ is the density of the ball, $\rho_l$ is the density of the sample fluid, $g$ is the local acceleration of the free-fall, and $v$ is the terminal velocity of the falling ball.

However, this equation is only valid if the terminal velocity is reached, and if the ball falls in an unbound medium without inertial effects. We must apply a number of corrections to calculate the experimental terminal velocity. For fall within a cylindrical tube with a diameter $D$, the correction of the wall effect is given by Faxen\textsuperscript{45} as

$$v_{corr} = v \left[ 1 - 2.10444 \left( \frac{d}{D} \right) + 2.08877 \left( \frac{d}{D} \right)^3 - 0.94813 \left( \frac{d}{D} \right)^5 + \ldots \right]^{-1}. \quad (4.2)$$

To correct for the inertial effect, Oseen’s approximation\textsuperscript{46} in the Navier–Stokes equation gives

$$v_{corr} = v \left( 1 + \frac{3}{16} Re \right)^{-1}, \quad (4.3)$$

where $Re$ is the Reynolds number. A more complete correction due to the inertial effect was derived by Goldstein\textsuperscript{47} as

$$v_{corr} = v \left( 1 + \frac{3}{16} Re - \frac{19}{1280} Re + \frac{71}{20480} Re + \ldots \right)^{-1}. \quad (4.4)$$

These last two corrections particularly imply that the Reynolds number of the flow around the ball must be kept very low and it is the satisfaction of
this condition that has eluded many earlier experimenters but has recently been achieved with very small single-crystalline silicon spheres.\textsuperscript{48,49}

The main difficulty when using this method is measuring the velocity of the ball and so the largest contribution to measurement uncertainty comes from the velocity measurement.\textsuperscript{49–51} For this reason we pay particular attention to the techniques associated with that measurement that have been made possible by modern technology.

Mordant and Pinton\textsuperscript{52} developed acoustic measurement systems based on the Doppler effect, using an ultrasonic wave returned by the falling particle. Lommntzsch \textit{et al.}\textsuperscript{50} proposed an alternative optical method in which the ball velocity ($U_\infty$) is determined by the sum of its velocity in the field of the camera ($U_{bc}$) and the camera velocity ($U_c$), $U_\infty = U_{bc} + U_c$.

Fujii \textit{et al.}\textsuperscript{48,49} developed an absolute viscosity measurement method based on the falling ball method. They measured the falling velocity of the ball by laser interference tracking using a charge coupled device (CCD) camera. This falling velocity measurement system is shown in Figure 4.3. The z-scan motion of the CCD camera on the motorized stage tracks the falling motion of the ball to keep its image within a few pixels in the captured frames. At the same time, the vertical displacement of the moving camera as a function of time is measured by the laser interferometer, which is synchronized to the shutter timing of the camera. To remove the Abbe error caused by the pitch motion of the Z stage, both the vertical and angular (pitch) displacements of the moving camera are measured simultaneously, using a dual axes laser interferometer. By combining CCD image-processing technology with laser interference tracking technology, the position of the falling ball is measured with an uncertainty of approximately 150 nm.

Brizard \textit{et al.}\textsuperscript{51,53} developed a method that used a line scan CCD camera, as shown in Figure 4.4. The linear camera can obtain very high measurement resolutions and acquisition frequencies, and offers the possibility of taking quasi-instantaneous velocity measurements. This technique can measure the variations in the ball velocity along the tube, and observe its trajectory. Figure 4.5 presents the image of the ball seen by the line scan camera when

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure4_3.png}
\caption{Principle of the falling ball viscometer that includes a measurement of the ball velocity.\textsuperscript{49}}
\end{figure}
it passes in front of the lens. The ball edge is where the maximum gradient of the grey level is. This information allows one to measure the ball diameter as well as the barycentric position very accurately. By knowing the time interval between two images and the displacement of the barycenter, we can calculate the falling velocity.

The measurement of the ball’s diameter is also one of the largest contributors to the uncertainty. Fujii et al. developed technology that uses a...
single-crystal-silicon sphere as the falling ball. They used a single-crystal-silicon sphere with a diameter of 2 mm and a mass of approximately 7 mg. They measured the ball diameter using phase-shifting interferometry with the spherical Fabry–Perot interferometer as shown in Figure 4.6. A Fabry–Perot interferometer was then used to measure the diameter of a single-crystal-silicon sphere with a mass of 1 kg and a diameter of 94 mm, with an uncertainty of $\pm 3$ nm.\(^5_{44}\)

Feng et al.\(^5_{55}\) studied falling ball viscometers in Newtonian fluids using a combination of theoretical analysis, experiments, and numerical simulations. They identified the error sources that affect the accuracy and reproducibility of these tests. They then presented the following recommendations to obtain high precision results.

- Use falling balls that are very consistent in terms of size, sphericity, and surface finish.
- Higher Anti-Friction Bearing Manufacturer’s Association (AFMBA) grade balls provide more consistent results.
- Choose a falling ball and cylinder that result in a small $a/D$ ratio ($a/D \leq 0.05$), which dramatically reduces the off-center error.
- Ensure that the apparatus is vertical and that the ball falls on the vertical axis.
- Multiple trials improve reproducibility and reduce measurement uncertainty.
- Improve the time measurement accuracy.

### 4.2.2 Falling Sinker-type Viscometer

The falling sinker-type viscometer is often used for precision high pressure viscosity measurements in fluids with high viscosities. Various versions of the experimental apparatus used for this method have been developed. The variations are usually in the methods that detect the passage of the body across the reference positions in the tube, or the exact shape of the falling-body. To perform accurate viscosity measurements using the falling body technique, we must consider various corrections (including the fall-tube
dimensions, the effects of the fall-tube ends, the terminal velocity, the falling-body shape, and the position of the fall tube).

Daugé et al.\textsuperscript{56} used a double tube to prevent any deformation of the inner tube, and measured viscosities at pressures up to 140 MPa. Both tubes contain the sample fluid, and the same pressure conditions exist inside and outside the inner tube.

Bair and Qureshi\textsuperscript{57} used three different kinds of sinkers depending on the sample viscosity, as shown in Figure 4.7. The "solid" sinker has no central flow path and will fall at a velocity of 1 mm/s for a viscosity of about 0.030 Pa·s (as shown in the center of Figure 4.7). The "cup" sinker has similar geometry, but its mass has been reduced by drilling so that it falls at a velocity of 1 mm/s in a viscosity of 1.7 mPa·s (as shown in Figure 4.7). The "hollow" sinker has a central through-hole and falls at a velocity of 1 mm/s for a viscosity of 5.5 Pa·s.

Kumagai et al.\textsuperscript{58} measured viscosity using a sinker that includes a γ-shaped stabilizer. This ensures that the sinker falls on the central axis. Kumagai et al. did not discuss details of the effect of this stabilizer on the viscosity measurements. They measured the viscosity of several mixtures of n-alkanes with squalane at temperatures between (273.15 and 333.15) K, and at pressures up to 30 MPa within relative uncertainties of ±2.9%.

Sagdeev et al.\textsuperscript{59} developed a falling-body viscometer that simultaneously measures the density. They confirmed the accuracy of the method using measurements of pure heptane at temperatures from (298 to 363) K and pressures up to 245 MPa. They measured the density and viscosity of pure polyethylene glycols, and their binary and ternary mixtures at temperatures from (293 to 472) K at atmospheric pressure within ±2.0% uncertainties.
4.3 Rolling Sphere Viscometry in a Diamond Anvil Cell

EVAN H. ABRAMSON

4.3.1 Introduction

Viscosities can be measured\textsuperscript{60–63} in the high-pressure diamond-anvil cell (DAC) by dropping a sphere through the fluid, parallel to the two diamond faces, but results have a relative uncertainty of no better than \( \pm 30\% \) owing to large wall effects coupled with an inability to release the sphere at precisely controlled distances from the diamonds.

King et al.\textsuperscript{64} reasoned that if the sphere were instead allowed to roll down the inclined surface of one of the diamond anvils, the wall effect, although large, might be constant and therefore could be calibrated. Further, the large wall effect afforded by the near diamond would be expected to greatly lessen the relative effects of the far diamond, such that calibration would not be significantly altered by variations in the diamond-to-diamond gap as pressure was changed. Both these suppositions prove to be true.

The method has now been used to measure the shear viscosities of fluids to pressures in excess of 10 GPa and temperatures of 680 K. Viscosities have been recorded from values of \( 10^{-1} \) mPa·s up to \( 10^{10} \) mPa·s. The large compressions available in the DAC allow the use of density as an (experimentally) independent variable, in studies covering a range from the approximate hard-sphere behaviour of some supercritical fluids, to incipient glassing.

4.3.2 The Rolling Sphere

In a typical arrangement, shown in Figure 4.8, the DAC is tilted with respect to horizontal and a sphere of 30 μm to 70 μm in diameter is allowed to roll down the inner face of the lower diamond. The sphere is imaged onto a high-speed, digital camera and its position recorded as a function of time (Figure 4.9). The images are then analysed to give the terminal speed and, hence, viscosity.

For angles low enough that the sphere will roll (rather than slide) the translational speed \( v \) is given by:\textsuperscript{66}

\[
v = \left[ \frac{2\gamma R^2 (\rho_S - \rho_F) g}{9 \eta} \right] \{ \sin(\theta) - C \},
\]

where \( R \) is the sphere radius, \( \rho_S \) and \( \rho_F \) are the density of sphere and fluid, \( g \) the local gravitational acceleration of free fall, and \( \theta \) the angle with respect to the horizontal. The factor \( \gamma \), which relates to hydrodynamic forces, is independent of speed, angle and fluid, while \( C \) is presumed to derive from frictional forces and is observed to remain constant as the tilt angle changes.

Thus, if the experiment is repeated at several tilt angles, a plot of speed against sine of the angle yields a straight line with the viscosity inversely
proportional to the slope as shown in Figure 4.10. No departure from inverse proportionality between $\eta$ and the line's slope has been observed for Reynolds numbers, $2vR_p/\eta$, ranging from $10^{-3}$ to 5. This result concurs with findings$^{67}$ for larger spheres (for Reynolds numbers less than 20 a fit of the data gave $\eta$ proportional to $v^{-1.09}$, which is different from the inverse proportionality by less than the uncertainty of the exponent).

Figure 4.8  Schematic of a rolling sphere experiment. The DAC (a) is tilted, allowing a sphere to roll down the lower diamond face. The fluid is contained by the two diamonds and the steel gasket (stippled areas) into which they are impressed. The DAC can be rotated about an axis normal to the diamond faces, allowing the sphere to be brought to the top. A long-working-distance lens (b) images the contents of the DAC onto a high-speed, digital camera (c).

Figure 4.9  Photomicrographs of a back-lit sphere rolling in water,$^{65}$ at 30 ms intervals. The frames encompass a field of 410 $\mu$m by 547 $\mu$m and the sphere's diameter is 42 $\mu$m. The two salients machined into the gasket provide means for the sphere to detach itself from the wall. On the left side of the cell, a chamber containing water-soluble pressure markers is isolated by a gold separator. The straight, dashed line through the series of images is drawn as a (rough) indication of constant speed.

proportional to the slope as shown in Figure 4.10. No departure from inverse proportionality between $\eta$ and the line's slope has been observed for Reynolds numbers, $2vR_p/\eta$, ranging from $10^{-3}$ to 5. This result concurs with findings$^{67}$ for larger spheres (for Reynolds numbers less than 20 a fit of the data gave $\eta$ proportional to $v^{-1.09}$, which is different from the inverse proportionality by less than the uncertainty of the exponent).

Within the theory of a smooth sphere rolling on a smooth plane surface$^{69}$ (see, for example, ref. 70 for a theory of a sphere with asperities), $\gamma$ is a function solely of the ratio of the sphere's radius to the (presumed) small gap between sphere and surface. Measurements in our group give $\gamma$ predominantly between 0.11 and 0.13, with outliers between 0.09 and 0.17. King et al.$^{64}$ gives $\gamma = 0.12$ to 0.14 for five out of six tests for which the sphere was
likely not slipping. Similarly, macroscopic spheres with diameters (2 to 22) mm, of glass, cellulose acetate and poly(methyl 2-methylpropenoate), were found by Carty\textsuperscript{67} to roll with $g$ from 0.09 to 0.12.

Practically, $g$ is found by rolling the sphere in a fluid of known viscosity, methylbenzene and water being particularly useful as primary calibrants. This is best done with a pressure buffer consisting of an air bubble sealed into the DAC along with the fluid. In the absence of a bubble, errors in calibration develop (e.g., the viscosity of methylbenzene\textsuperscript{71} will double due to an accidental increase in pressure from 1 MPa to 100 MPa, which is less than the typical uncertainty of pressure measurement in the DAC). Raising the temperature by several hundred degrees will often result in a persistent change in $g$ of roughly 10%, presumably due to modification of one or both surfaces; it is thus prudent to repeat lower temperature measurements occasionally.

Values of $C$ are typically less than 0.10, and have often been assumed to be identically zero. However, even at the relatively large angle of $\theta = 40^\circ$, this assumption can amount to a large error in slope and thus viscosity. Beyond angles of $\approx 40^\circ$ a platinum sphere rolling on diamond has been observed to slip\textsuperscript{66} and speeds will increase above those given by eqn (4.5).

Viscosities recorded with this technique range from\textsuperscript{72} $0.20 \text{ to } 10^8$ mPa · s;\textsuperscript{64,73,74} modification of the technique to make use of a centrifuge has allowed measurements\textsuperscript{73,75} to $10^{10}$ mPa · s. Most measurements have been of fluids which tend to glass at higher pressures,\textsuperscript{64,73–76} but there has been at least one investigation of a dilute polymer solution\textsuperscript{77} and several of small, non-glassing molecules,\textsuperscript{64–66,68,78,79} some of the last set taken at pressures up to 10 GPa and temperatures up to 680 K. Such experiments
should be possible at temperatures in excess of 1000 K, limited by the materials and design of the DAC.

4.3.3 Error

Individual measurements of viscosities scatter with relative root-mean-square deviations of ±(2 to 4)%.

Comparisons with results obtained through other methods of viscometry, in an overlapping pressure range up to ≈ 1 GPa, usually show agreement close to, or within, stated uncertainties.\textsuperscript{64,65,68,78,79} Measurements\textsuperscript{64} of octamethyltrisiloxane at pressures up to 1.3 GPa, extending over seven orders of magnitude in viscosity, agree with previous results within the ±0.03 GPa uncertainty in the pressure measurement (which, however, propagates to give an uncertainty in viscosity of a factor of 3 at the highest pressures). Larger-than-expected deviations between DAC derived results and those derived from other techniques may be reasonably ascribed to inadequately modelled, pressure-induced strains in the more complex apparatus required by those techniques, particularly at higher temperatures.

For a sphere rolling in a DAC, the geometry of the sphere–surface interaction does not appear to change appreciably over the range of pressures and temperatures surveyed (the exception being the sporadic, and easily observed, change of $\gamma$ with temperature noted above). For example, two different spheres used in measurements of fluid argon\textsuperscript{79} (Figure 4.11) give the same results at temperatures from 294 K to 673 K, and pressures from 0.1 MPa (in calibrating fluids) to 5 GPa, even as the larger sphere (56 μm diameter) rolls approximately twice as fast as the smaller (38 μm) for any given viscosity and angle. Systematic errors appear to be either less than the scatter or common to all spheres.

![Viscosity, $\eta$, of argon as a function of pressure along isotherms (from top to bottom) at temperatures of (294, 373, 473, 573 and 673) K. The curves represent a fit to a modified free-volume equation with four free parameters. $\circ$, 38 μm diameter sphere; $\triangledown$, 56 μm diameter sphere.](image)
The gap between the top of the sphere and the upper diamond surface will vary with pressure and can be expected to influence the speed of roll. The effect of this parameter, as Figure 4.12 shows, is small for ratios of gap to sphere diameter, $G$, between 0.1 and 1.0, more than the normal range of variation required for pressure changes in an experiment.

**4.3.4 Experimental Details**

In work described in the literature the DAC is held in a temperature-controlled enclosure, itself mounted on a stage capable of rotation about an axis normal to the diamond surfaces. The cell is back-lit and imaged with a microscope (90 mm working distance, $9 \times$ working magnification, with a zoom out to $1.4 \times$ found useful for alignment) onto a CCD camera (with square pixels, 7.4 micron on a side, in a 640 by 480 array) recording 100 frames per second. The camera’s electronic shutter is typically set at 200 $\mu$s, making it unnecessary to strobe the illumination (from a small, tungsten-halogen bulb, imaged into the cell). An electrolytic tilt gauge, the light source, rotation stage with mounted oven and cell, microscope, and camera are arrayed on a rigid, hinged beam adjustable from $0^\circ$ to $90^\circ$ with respect to the horizontal. With the beam in a horizontal position ($\theta = 90^\circ$) a laser may be focused onto a pressure marker included in the cell and the resulting fluorescence (or Raman scattering) imaged onto a monochromator.

Gasket holes in the DAC are typically between 300 $\mu$m and 500 $\mu$m in diameter although larger holes, and spheres, have been used in the analogous sapphire-anvil cell. Terminal velocity is usually achieved within about 0.01 s and decent measurements have been made with roll distances
comparable to the sphere's circumference, although longer rolls are preferred as they allow a better observation of any irregularities.

The sphere may be positioned toward the top of the cell by making use of its adhesion to the gasket edge (and then initiating the roll with a tap), by blocking its roll with another object (e.g., a chip of ruby used for measuring pressure), or simply by rapid rotation of the cell. Occasionally the sphere will roll such as to maintain contact with the edge of the gasket. In such cases it is provident to machine a small projection into the gasket edge, sharp enough to cause the sphere to detach as shown in Figure 4.9.

Adhesive forces between the sphere and diamond surface vary greatly, with load, with load history and, occasionally, across the diamond surface. Sometimes the sphere will roll freely, often it will stick to the gasket edge as the cell is rotated but release with a gentle tap, and other times it cannot be dislodged even with a strong blow to the apparatus. A sphere which is stuck can usually be freed by freezing and then re-melting the fluid. Although such variable behaviour is vexing, it (surprisingly) does not appear to be associated with systematic differences in measured viscosity.

Platinum is particularly useful as a material for the spheres as it is relatively chemically inert and its high density ($21.4 \text{ g} \cdot \text{cm}^{-3}$) requires a less accurate knowledge of the fluid's equation-of-state for buoyancy correction. Within the range of pressures and temperatures for which this technique has so far been used, changes in density of a Pt sphere require corrections to the calculated viscosity of relatively less than 1%. Spheres have been made either by sprinkling flaked Pt into a flame [e.g., (methane + oxygen)], or in electrical sparks created by intermittently bringing together two Pt wires at $\approx 50 \text{ V} \text{ ac}$. In either case, the rain of spheres can be collected and graded (e.g., by allowing them to roll down a microscope slide under ethanol), the best being selected for further use. Scanning electron micrographs of spheres made this way often reveal fissures which don't, however, seem to be a problem.

The tracks of the spheres can be determined easily with image processing software. For each roll, the sphere is found by eye in the first frame and its image defined, the software then searching subsequent frames for the best match. In order to compensate for any vibration of the cell with respect to the camera, the position of the sphere can be indexed with respect to an immobile object (usually a section of the gasket edge or the pressure marker), similarly located for each frame.
4.4 Gas Viscosity-ratio Measurements with Two-capillary Viscometers

ROBERT F. BERG, ERIC F. MAY, AND MICHAEL R. MOLDOVER

4.4.1 Introduction

In this section, we discuss the usefulness of gas viscosity ratios and how to obtain such ratios with single-capillary viscometers. Then, we focus on the two-capillary gas viscometer devised by May et al.\textsuperscript{83,84} to measure gas viscosity ratios with very low uncertainties, and subsequently used by Zhang et al.\textsuperscript{85} Further details, including a review of four-capillary viscometers and proposals to (i) extend the two-capillary viscometer technique to high pressures, and (ii) measure the water-to-helium viscosity ratio, will be published elsewhere.\textsuperscript{86}

The Ar-to-He gas viscosity ratios measured by May et al. have proved useful for primary acoustic thermometry\textsuperscript{87} and acoustic redeterminations of the Boltzmann constant.\textsuperscript{88} These acoustic measurements require accurate values of the thermal conductivity of low density argon, which can be obtained by combining the measured Ar-to-He viscosity ratio with theoretical values of helium’s viscosity and the Prandtl number for argon. The measured Ar-to-He viscosity ratio also has been used in the temperature range 200 K < T < 400 K to test \textit{ab initio} calculations of the viscosity and thermal conductivity of argon.\textsuperscript{89,90} The relative uncertainty of the viscosity calculated from the Ar–Ar interatomic potential is estimated to be less than ± 0.1 % at temperatures as low as 80 K;\textsuperscript{90} however, the uncertainty from the use of classical (rather than quantum-mechanical) calculation has not been quantified.\textsuperscript{87} Thus, low uncertainty gas viscosity-ratio measurements at temperatures below 200 K would be a useful guide to theory. Similar measurements above 400 K would help resolve the current tension between measurements and the theory for the viscosity of hydrogen.\textsuperscript{91}

The widespread practice of calibrating laminar flow meters with surrogate gases (such as helium or argon) and then using them to meter process gases requires accurate surrogate-to-process gas viscosity ratios.\textsuperscript{92} With this application in mind, Berg and Moldover\textsuperscript{93} reviewed two hundred viscosity measurements near the reference temperature $T_{\text{ref}} = 298$ K and zero density for 11 gases, and determined the viscosity ratios among the gases with a relative uncertainty less than ± 0.04 %, which is smaller than the uncertainty of the separate absolute measurements.\textsuperscript{84} They then anchored the measured viscosity ratios to the remarkably low uncertainty value

$$\eta_{\text{He},0,T_{\text{ref}}}^\text{He} = (19.8253 \pm 0.0002) \mu\text{Pa} \cdot \text{s}, \quad (4.6)$$

calculated \textit{ab initio} by Cencek et al.\textsuperscript{94} (using only quantum mechanics, statistical mechanics, and fundamental constants) for helium at a temperature of 298.15 K and zero density. (In eqn (4.6) and the remainder of this section, the superscript is the gas g, the first subscript is the pressure p, and
Table 4.1 reproduces the viscosities recommended by Berg and Moldover. The molar flow rate \( \dot{n} \) of a gas through a capillary with internal radius \( r \) and length \( L \) depends on temperature \( T \) and the pressures just upstream (\( p_1 \)) and downstream (\( p_2 \)) of the capillary as follows:\(^{95,96}\)

\[
\dot{n} = \frac{\pi r^4 (p_1^2 - p_2^2)}{16LRT\eta_{0,T}^g} C^g(T, p_1, p_2). \tag{4.7}
\]

In eqn (4.7), \( R \) is the universal gas constant, and \( \eta_{0,T}^g \) is the viscosity determined for a gas \( g \) at temperature \( T \) in the limit of zero pressure. The first factor in eqn (4.7) comes from combining ideal-gas compressibility with the Hagen–Poiseuille equation for incompressible flow through a capillary.\(^{97}\)

Some might prefer the alternate notation illustrated by \( \eta(g, p, T) = \eta(\text{He}, 0, T_{\text{ref}}) \).

1 Some might prefer the alternate notation illustrated by \( \eta(g, p, T) = \eta(\text{He}, 0, T_{\text{ref}}) \).
and it estimates the flow rate to within a few percent for a gas near ambient temperature and pressure. The second factor,

$$C^g(T, p_1, p_2) \equiv \left(1 + \sum_{i=1}^{5} c_i^g\right) f_{\text{cent}}(De, r / R_{\text{coil}}),$$

(4.8)

contains five terms $c_i^g$ that are usually small corrections to the flow of an ideal gas through a straight capillary. They account for: (1) the density virial coefficients and the viscosity virial coefficient, (2) slip at the capillary wall, (3) the increase in the kinetic energy of the gas as it enters the capillary, (4) gas expansion along the length of the capillary, and (5) the radial temperature distribution within the gas resulting from gas expansion and viscous dissipation. The function $f_{\text{cent}}$ accounts for the centrifugal effect that occurs when the capillary is coiled. It depends on the geometric ratio $r/L$, where $R_{\text{coil}}$ is the radius of curvature of the capillary coil, and the Dean number $De \equiv (r/R_{\text{coil}})^{1/2}Re$, where $Re \equiv 2M\dot{n}/(\pi \eta)$ is the Reynolds number; $M$ is the molar mass, and $\eta$ is the viscosity at the average pressure defined by eqn (7) of ref. 95. Further details about each of the correction terms are given in ref. 95.

The most accurate gas viscosity ratios have been measured near room temperature; here we pay special attention to viscosity ratios at $T = 298.15$ K of dilute gases relative to that of helium, which we denote as $\eta_{g, T_{\text{ref}}} / \eta_{\text{He}, T_{\text{ref}}}$. In general, determining $\eta_{g, T_{\text{ref}}} / \eta_{\text{He}, T_{\text{ref}}}$ with a single-capillary viscometer requires measurements, for both gases, of the molar flow rate $\dot{n}$, the upstream and downstream pressures, and the temperature $T$ of the capillary. One then applies eqn (4.8) twice, once for the test gas and once for helium, and forms the ratio of these two equations:

$$\frac{\eta_{g, T}}{\eta_{\text{He}, T}} = \frac{(p_1^2 - p_2^2)_{\text{g}}}{(p_1^2 - p_2^2)_{\text{He}}} \frac{\left(1 + \sum_{i=1}^{5} c_i^g\right) f_{\text{cent}}(De_g, r / R_{\text{coil}}) \dot{n}_{\text{He}}}{\left(1 + \sum_{i=1}^{5} c_i^{\text{He}}\right) f_{\text{cent}}(De_{\text{He}}, r / R_{\text{coil}}) \dot{n}_g}. \quad (4.9)$$

Eqn (4.9) is accurate when the capillary’s geometry is consistent with the assumptions used to develop the hydrodynamic model. Three of the corrections in eqn (4.9) are proportional to $r/L$, so the radius-to-length ratio must be small. If the capillary is straight, small deviations of the capillary bore from circularity and uniformity are acceptable because the effective radius $r$ is determined by fitting to the helium measurement. If a long capillary is wound into a coil, the coil’s radius $R_{\text{coil}}$ must be sufficiently uniform and well known to accurately calculate the correction function $f_{\text{cent}}$. The correction increases as $e(De)^4$, where $e \equiv 1 - y/x$ is a measure of the flatness of the capillary, and where $x$ and $y$ are the bore’s (unknown) semi-radii. 84,95,96

Eqn (4.9) includes a correction for slip flow that is proportional to the ratio of the mean free path to the capillary’s radius: $\lambda/r$, where $\lambda$ is the mean free path. The calculated correction assumes $\lambda/r << 1$. Helium requires special attention because, for a given temperature and pressure, its mean free path is the largest of any gas. More importantly, the momentum accommodation
coefficient for helium on smooth quartz glass deviates from unity and was observed to drift from year to year in the same capillary. Another effect sensitive to $\lambda/r$ is the thermomolecular pressure gradient that can occur when there is a large difference between the temperatures of the capillary and the pressure sensors. Not accounting for this effect will cause errors in $p_1$ and $p_2$ at sufficiently low pressures.

Determining $\eta_{g,0,T}^g/\eta_{0,T}^{He}$ with a single-capillary viscometer requires a flow meter with a nonlinearity and irreproducibility that are smaller than the desired uncertainty of the viscosity ratio. The flow meter's absolute uncertainty is less important because an incorrect calibration factor will cancel out of the factor $\dot{n}_{He}/\dot{n}_{g}$ in eqn (4.9) and affect only the corrections that are proportional to $Re$ and $De$, where $De$ is the Dean number.

### 4.4.3 Two-capillary Viscometers

A two-capillary viscometer, comprising two capillaries in series, can be used to measure the temperature dependence of viscosity ratios with small uncertainty and without the need for a flow meter. May et al. developed and used such a viscometer to measure the viscosities of hydrogen, methane, argon, and xenon in the temperature range from 200 K to 400 K. They analysed their measurements with the relation,

$$
\eta_{0,T}^g = \eta_{He}^{T=T_{re}} \left( \eta_{He}^{0,T} / \eta_{0,T}^{0,T} \right)_{ab \text{ initio}} \frac{\eta_{g,0,T}^g}{\eta_{0,T}^{He}} R_{g,He}^{T=T_{re}}.
$$

Eqn (4.10) has four factors: (i), a reference value $\eta_{0,T}^{He}$ for the viscosity of helium at zero density and 298.15 K, calculated ab initio from quantum mechanics and statistical mechanics; (ii), the temperature-dependent ratio $(\eta_{0,T}^{He} / \eta_{0,T}^{He})_{ab \text{ initio}}$ also calculated ab initio; (iii), a reference value for the viscosity ratio $\eta_{0,T}^g / \eta_{0,T}^{He}$ measured at 298.15 K, and (iv), a measurement of the temperature-dependent ratio of viscosity ratios,

$$
R_{g,He}^{T=T_{re}} = \frac{\eta_{0,T}^g / \eta_{He}^{T=T_{re}}}{(\eta_{He}^{0,T} / \eta_{0,T}^{He})_{ab \text{ initio}}}. \quad (4.11)
$$

May et al. used a single-capillary viscometer to measure $\eta_{0,T}^g / \eta_{0,T}^{He}$ and a two-capillary viscometer to measure $R_{g,He}^{T=T_{re}}$. Such an approach is effective because the uncertainties of the theoretical quantities $\eta_{0,T}^{He}$ and $(\eta_{He}^{0,T} / \eta_{0,T}^{He})_{ab \text{ initio}}$ are less than ±0.01% and because the uncertainties of the measured values of the ratios $\eta_{0,T}^g / \eta_{0,T}^{He}$ and $R_{g,He}^{T=T_{re}}$ are nearly equal to their precisions.

The reference ratio $\eta_{0,T}^g / \eta_{0,T}^{He}$ was measured by a single-capillary viscometer using the techniques and analysis described in ref. 83, 84 and 95, while $R_{g,He}^{T=T_{re}}$ was measured over the temperature range of interest by the two-capillary viscometer shown in Figure 4.13. With the upstream capillary's temperature controlled at the reference temperature of 298.15 K, and the
downstream capillary’s temperature controlled at the measurement temperature $T$, helium and the test gas were flowed alternately through the two-capillary viscometer while the pressures were measured at the ends of both capillaries. Importantly, no flow rate measurements were required to determine $R_{\text{g,He}}^{T,T_{\text{ref}}}$.

Figure 4.13 indicates five flow impedances: the upstream and downstream capillaries, denoted respectively as $Z_{\text{up},T_{\text{ref}}}$ and $Z_{\text{down},T}$, each of which is connected to an upstream and downstream pressure gauge, and the variable impedances denoted as $Z_1$ and $Z_3$. During a measurement $p_1$ and $p_2$ were maintained at constant, predetermined values by controlling $Z_1$ and $Z_2$. This established a stable but unknown gas flow rate $\dot{n}$ that was identical through both capillaries. If both $\dot{n}$ and $Z_{\text{down},T}$ were known, eqn (4.7) could be used to determine the viscosity at the temperature $T$ from accurate measurements of $p_3$ and $p_4$. However, $\dot{n}$ and $Z_{\text{down},T}$ were unknown; therefore, eqn (4.7) was applied separately to the upstream and downstream capillaries to eliminate $\dot{n}$ and obtain an expression for the viscosity ratio $\eta_{0,T}^g / \eta_{0,T_{\text{ref}}}^g$ in terms of $p_1$, $p_2$, $p_3$ and $p_4$. Combining that expression for the test gas with a similar expression for the helium measurements yields the working equation:

$$R_{T,T_{\text{ref}}}^{\text{g,He}} = \frac{(p_3^2 - p_2^2)^g (p_1^2 - p_2^2)^{\text{He}}}{(p_1^2 - p_2^2)^g (p_3^2 - p_4^2)^{\text{He}}} \frac{C^g(T,p_3,p_4)}{C^{\text{He}}(T_{\text{ref}},p_1,p_2)} \frac{C^{\text{He}}(T_{\text{ref}},p_1,p_2)}{C^g(T_{\text{ref}},p_1,p_2)}.$$  \hspace{2cm} (4.12)

Eqn (4.12) does not contain the impedance ratio $Z_{\text{up},T_{\text{ref}}}/Z_{\text{down},T_{\text{ref}}}$, which depends on temperature through the thermal expansion of the downstream capillary. Instead, eqn (4.12) contains the viscosity ratio $\eta_{0,T}^\text{He} / \eta_{0,T_{\text{ref}}}^\text{He}$, which is
known from \textit{ab initio} calculations. The dimensions of the capillaries appear only in the correction terms of eqn (4.8); therefore, approximate values of the dimensions are sufficient for eqn (4.12). May \textit{et al.}\textsuperscript{83,84} used two coils of electroformed nickel tubing, each with a nominal internal diameter of 0.762 mm, a length of about 7.45 m, in a helical coil with a 0.1 m radius of curvature and a length of 0.04 m.

Stability and accurate measurements of temperature and pressure are central to the determinations of $Z_{g0}$; $T_{\text{ref}} = Z_{\text{He0}}; T_{\text{ref}}$ and $R_{g; \text{He}} T_{\text{ref}}$. The nickel capillaries used by May \textit{et al.}\textsuperscript{83,84} were immersed in stirred liquid baths that controlled their temperatures with an uncertainty of $\pm 0.01 \text{ K}$. The flow rates and the viscometer’s design ensured that the temperature of the flowing gas reached the bath’s temperatures before the gas entered each capillary. The pressure transducers had full scales of 300 kPa or 150 kPa, an uncertainty of $\pm 0.008 \%$ of full scale ($\pm 24 \text{ Pa or } \pm 12 \text{ Pa}$), and a resolution of 0.16 Pa. The experimental quantities of primary importance are the difference pressures across the capillaries, $\Delta p_{12} \equiv p_1 - p_2$ and $\Delta p_{34} \equiv p_3 - p_4$. Several refinements were used to measure $\Delta p_{12}$ and $\Delta p_{34}$ with relative uncertainties of order $\pm 10^{-4}$. The two pairs of transducers (which measured $p_1, p_2, p_3$ and $p_4$) and the two bypass valves were housed in a temperature controlled enclosure. Before and after every measurement, the bypass valves were opened to measure the zero-offsets of $\Delta p_{12}$ and $\Delta p_{34}$ near the average operating pressures. The measured zero-offsets were used to tare subsequent readings of $\Delta p_{12}$ and $\Delta p_{34}$ made while the bypass valves were closed. The pressures $p_1, p_2$ and $p_4$ were controlled at their set points using the variable impedances $Z_1, Z_2$ and $Z_3$ and digital proportional-integral algorithms. The pressure set-points were chosen so that for both gases the flow rates and average pressures within the two capillaries were similar. The upstream capillary’s upstream pressure $p_1$ was usually fixed near 125 kPa, and its downstream pressure $p_2$ was set to four values (between about 100 kPa and 120 kPa) to produce four flow rates ranging from about 4 $\mu\text{mol} \cdot \text{s}^{-1}$ to 80 $\mu\text{mol} \cdot \text{s}^{-1}$. The downstream capillary’s downstream pressure $p_4$ was then controlled sequentially at six set points between 13 kPa and 75 kPa for each of the four flow rates. This array of 24 measurements per gas per temperature was used to estimate the dependence of the measured values of $R_{g; \text{He}} T_{\text{ref}}$ [eqn (4.12)] on the Dean number $De$ and the small pressure-dependence of the viscosity, as described below. Automation of the entire apparatus and experimental method, including taring of the pressure transducers was essential because the measurements of $R_{g; \text{He}} T_{\text{ref}}$ at each temperature required a time of several hours while the apparatus stepped through two identical sets of $[p_2, p_4]$ conditions, one for helium and one for the test gas. These refinements to the apparatus and experimental method enabled the pressure differences $\Delta p_{12}$ and $\Delta p_{34}$ to be controlled and measured to within $\pm 0.01 \%$, with the dominant uncertainty due to the instability ($\approx 2 \text{ Pa}$) in the uncontrolled pressure $p_3$.

In many cases the correction factor $C_g(T; p_1, p_2)$ can be determined with sufficient accuracy that eqn (4.12) can be used directly to calculate $R_{g; \text{He}} T_{\text{ref}}$. Such cases require that (a) the Dean number and, hence, the centrifugal flow
correction be sufficiently small, and (b) that the following parameters required
to evaluate the \( c^g \) terms for the gas are sufficiently well known: the molar mass
\( M \), the zero-density viscosity \( \eta_{0,T}^g \), the density virial coefficients \( B \) and \( C \), the
thermal conductivity, the temperature derivative of the zero-density viscosity
\( d\eta_{0,T}^g/dT \), and the viscosity virial coefficient \( B_\eta \equiv \lim_{\rho\to0}(\partial\eta/\partial\rho)_T \). Of these, it
is \( B_\eta \) that is least well known, but under certain circumstances the equivalent
quantity \( b_\eta^T \equiv \lim_{p\to0}(\partial\eta/\partial p)_T/\eta = B_\eta(\partial\rho/\partial p)_T/\eta \) can be measured with a
modest uncertainty by the two-capillary viscometer itself.

To determine whether the correction terms in \( C^g(T,p_1,p_2) \) are sufficiently
accurate, it is useful to calculate the quantity
\[
\Xi^g(T) \equiv \frac{\Delta p_{34}\bar{p}_{34}}{\Delta p_{12}\bar{p}_{12}} \frac{C^g(T,p_3,p_4)}{C^g(T_{\text{ref}},p_1,p_2)},
\]
and test its dependencies on the mean pressure in the downstream capillary,
\( \bar{p}_{34} \equiv (p_3 + p_4)/2 \) and on the Dean number of the flow through the down-
stream capillary. An incorrect value of \( B_\eta \) will cause \( \Xi^g \) to vary with \( \bar{p}_{34} \). May
\textit{et al.} adjusted \( B_\eta \) to minimize such variation, and thereby obtained a more
accurate value of \( B_\eta \).

For gases that have accurately-known density and viscosity virial co-
efficients, the pressure-dependence of \( \Xi^g \) can be taken into account when
calculating the correction terms \( c^g \). However, accounting for the dependence
of \( \Xi^g \) on the Dean number is more complicated. The correction for centri-
fugal flow in the hydrodynamic model extends to \( De > 16 \) only if the capillary
bore is sufficiently circular and uniform. Capillaries that are robust enough
to operate over a wide range of temperatures are unlikely to satisfy this
criterion, and the lowest order correction to the centrifugal function \( f_{\text{cent}} \) in
eqn (4.7) for a capillary with a slightly elliptical bore is proportional to \( (De)^4 \)
(ref. 83,84,95,96). Under these circumstances, the value of \( R_{T,T_{\text{ref}}}^{g,\text{He}} \) should not
be estimated directly from eqn (4.12) but rather from
\[
R_{T,T_{\text{ref}}}^{g,\text{He}} = \lim_{De\to0} \frac{\Xi^g(T)}{\Xi^{\text{He}}(T)}.
\]
4.5 Sealed Gravitational Capillary Viscometers for Volatile Liquids

ARNO LAESECKE

4.5.1 Introduction

In 1991, Kawata et al.\textsuperscript{97} reviewed the metrology with open gravitational capillary viscometers, but there has been no review of sealed instruments for volatile liquids. At that time, such instruments were increasingly used to determine the viscosity of alternative refrigerants, which might be used to replace the ozone-depleting chlorofluorocarbons.\textsuperscript{99} Comparisons with viscosities that were measured with other types of viscometers showed systematic and unexpectedly large deviations, in one case even greater than 30\%.\textsuperscript{100} These discrepancies were resolved in and reported by NIST.\textsuperscript{101,102} Measurements with sealed gravitational capillary viscometers had been analyzed with the working equations for open gravitational capillary viscometers because of a gap in reference texts and standards. From its beginnings with Hagen, Poiseuille, and Hagenbach,\textsuperscript{103} capillary viscometry had been predominantly performed with open instruments on non-volatile liquids. Applications of the technique to volatile liquids were sporadic until the new class of chlorofluorocarbon refrigerants led to the expansion of the refrigeration and air-conditioning industries in the 1950s. However, reference texts and standards for sealed instruments to recognize their distinct differences from open capillary viscometers were not developed in parallel with their more frequent use.

This section fills this gap. Section 4.5.2 gives an overview of the evolution of sealed gravitational capillary viscometers. Section 4.5.3 discusses the vapor buoyancy correction that applies to all sealed instruments. Section 4.5.4 addresses the radial acceleration correction that is needed if the capillary is curved or coiled. As with most corrections to viscosity measurements, their omission yields systematically too high results.

4.5.2 Instruments

Three types of sealed gravitational capillary viscometers were developed: (1), instruments made out of thick-walled glass; (2), open capillary viscometers enclosed in metallic pressure vessels; and (3), compact instruments made out of stainless steel. Edwards and Bonilla\textsuperscript{104} constructed in 1944 a sealed viscometer of type 1. To achieve sufficiently high flow impedance for sufficiently long efflux times, the capillary with an inner diameter of 0.57 mm was wound in a coil with three turns. Over the next 46 years, this instrument served as an example for the studies of Mears et al.,\textsuperscript{105} Phillips and Murphy\textsuperscript{106,107} and of Shankland et al.\textsuperscript{108,109} Except for the data of Edwards and Bonilla, the results of these measurements with sealed viscometers with coiled capillaries were later found to be up to 33\% higher than data that were determined with other techniques.
Sealed viscometers of type 2 were first employed by Eisele et al.\textsuperscript{110} and then by Gordon et al.\textsuperscript{111} The working equation of Cannon et al.\textsuperscript{112} for open capillary viscometers was quoted for this sealed instrument. Kumagai and Takahashi\textsuperscript{113} constructed type 1 sealed viscometers but with straight vertical capillaries and quoted also the working equation for open capillary viscometers. They showed that some data of Gordon et al.\textsuperscript{109} deviated systematically with temperature up to $\pm 8\%$ from theirs. The results of Kumagai and Takahashi\textsuperscript{113} were later also found to exceed literature data systematically with temperature by up to $17\%$. Han et al.\textsuperscript{114,115} adopted the type 2 viscometer design and used capillaries with internal diameters from 0.110 mm to 0.370 mm. Measurement results from this instrument agreed with the results of Kumagai and Takahashi\textsuperscript{113} and with some literature data, while there were systematic deviations of more than $\pm 10\%$ from other data sets. Viscometry seemed to have a major problem.

The third type of sealed capillary viscometer was developed by Ripple at NIST.\textsuperscript{116} The first implementation had a one-coil capillary with an internal diameter of 0.508 mm.\textsuperscript{116} The second instrument with a straight vertical capillary is shown with its dimensions in Figure 4.14. Both instruments differed from the previously discussed sealed viscometers in that the flow

![Figure 4.14](image.png) Sealed gravitational capillary viscometer with straight vertical capillary developed at NIST.\textsuperscript{101}
rate of the sample was not determined by measuring an efflux time interval $t$ between two marks at the upper reservoir but by observing the descent of the liquid meniscus in that part of the instrument at several levels $h$ to obtain the rate $\dot{h} = \frac{dh}{dt}$. Using this quantity requires a modified working equation for this viscometer.\textsuperscript{102,117} Cousins and Laesecke\textsuperscript{118} described details of the experimental determination of $\dot{h}$ and the associated uncertainty.

Ripple and Defibaugh\textsuperscript{101} pointed out that some of the literature data obtained in sealed gravitational capillary viscometers were analyzed without accounting for the vapor buoyancy. They detailed this contribution for the liquids they had measured and showed that correcting for this effect led to a remarkable consistency between their experimental results and the originally deviating literature data. This aspect was investigated further by Laesecke et al.\textsuperscript{102} with measurements of ammonia, 1,1,1,2-tetrafluoroethane (known by the refrigeration nomenclature as R134a), and difluoromethane (R32) in the same instrument. In addition, the effect of radial acceleration on flow in coiled capillaries was quantified and demonstrated to exceed that of the vapor buoyancy at certain conditions. Accounting for the vapor buoyancy in sealed instruments and for the radial acceleration in those with coiled capillaries reconciled all originally deviating viscosity measurements in gravitational capillary viscometers with the results measured with other instruments. Even the strong deviations of the data of Phillips and Murphy,\textsuperscript{106,107} which had been inexplicable for nearly three decades, could be reconciled. The papers of Ripple and Defibaugh\textsuperscript{101} and Laesecke et al.\textsuperscript{102} prompted Kumagai and Yokoyama\textsuperscript{119} to publish vapor buoyancy-corrected values of the viscosity data for eleven liquids that had been published in 1991.\textsuperscript{113}

Owing to the infrequent use of sealed instruments, published working equations for gravitational capillary viscometers had often been simplified by neglecting the influence of the gas above the liquid on the driving pressure head of the efflux. One exception is the working equation reported by Wedlake et al.:\textsuperscript{120}

$$\eta = c_0(\rho_L - \rho_V)\Delta t - b\rho_L/\Delta t + c_1\gamma\Delta t. \tag{4.15}$$

The dynamic viscosity $\eta$ depends on the density of the liquid $\rho_L$ and that of the vapor or gas above the liquid, $\rho_V$, as well as the surface tension $\gamma$ between the liquid and the gas. The measurand is the efflux time interval $\Delta t$ that elapses when a known volume of liquid drains through the capillary. The constants $c_0$, $c_1$, and $b$ are determined by calibration with viscosity standards. The first term in eqn (4.15) is the Hagen–Poiseuille term, which describes the flow of the liquid through the capillary. The second term is the correction for the kinetic energy dissipation in the liquid at the inlet and outlet of the capillary.\textsuperscript{97} The third term is a correction for the effects of surface tension at the walls of the capillary.\textsuperscript{102,116,120} As mentioned before, the working eqn (4.15) has to be modified for the sealed NIST viscometers.
because the rate of descent of the liquid meniscus $\dot{h}$ is measured rather than an efflux time interval $\Delta t$. Then, the dynamic viscosity is obtained from

$$\eta = c_0 (\rho_l - \rho_v) / \dot{h} - B \rho_l \dot{h} + C_1 \gamma / \dot{h}, \tag{4.16}$$

with the revised calibration constants $c_0$, $C_1$, and $B$.

Much of the confusion about the systematic deviations of viscosity data obtained with sealed capillary viscometers arose because they had been soundly calibrated with the only available reference liquids, which were non-volatile. Viscometers that are intended for measurements of volatile liquids should be calibrated with volatile reference standards to ensure their uncertainty at the intended operating conditions. Using such reference materials would likely also reduce the difference in surface tension between the calibration liquid and the liquids to be measured, because their chemical structures might be more similar. Wedlake et al. noted that residual surface tension errors for open gravitational capillary viscometers may be as large as ±0.4%. Calibration with volatile reference standards would therefore reduce the overall measurement uncertainty of sealed gravitational capillary viscometers by at least this amount. For this reason, Cousins and Laesecke used pentane as calibration liquid. Unlike viscosity standards for open capillary viscometers, which are handled in ambient air, those for sealed instruments will be disseminated in pressure vessels due to their volatility and thus may be polar and hygroscopic. Laesecke et al. proposed three fluorinated compounds as possible reference standards for sealed capillary viscometers. The characterization of such reference standards requires saturated vapor density as well as surface tension and the viscosity and density of the saturated liquid. Nevertheless, broadening viscosity reference standards to those that are volatile at ambient conditions and have lower viscosities than 0.3 mPa·s at 298 K would be valuable for lower uncertainty viscometry in general.

### 4.5.3 Vapor Buoyancy Correction

Sealed viscometers have to be evacuated before the sample liquid is admitted into the instrument. Depending on its volatility, the sample can be drained from a reservoir or condensed into the instrument by cooling the viscometer. When a sufficient volume of sample has been introduced, the instrument is sealed off and from this point on saturated liquid and saturated vapor are in phase equilibrium. With increasing temperature, the saturated vapor density $\rho_{SV}$ increases and the saturated liquid density $\rho_{SL}$ decreases. The latter reduces the driving pressure head and the former exerts buoyancy, which has to be accounted for in the first terms of eqn (4.15) and (4.16) by the density difference.

The vapor buoyancy correction may be considerable. For 1,1,1-trifluoroethane (given the acronym R143a by the refrigeration community), Kumagai and Yokoyama applied this correction and obtained a 17% lower viscosity at 323 K. Even a correction of only ±1% should not be
considered negligibly small. After all, this is twice that of previously mentioned surface tension effects and the uncertainty of the vapor buoyancy correction is smaller than the correction itself. The vapor buoyancy correction has been increasingly considered in measurements with sealed gravitational capillary viscometers but exceptions have occurred.

Measurements of mixtures in sealed gravitational capillary viscometers differ significantly from measurements in open viscometers because the composition of the saturated liquid and vapor changes with temperature as more volatile components evaporate preferably. Because it is not feasible to draw liquid or vapor samples from a sealed viscometer during the measurements, the compositions of the two phases at the measurement temperatures have to be estimated by an equation of state or Helmholtz function for the sample mixture. This requires the bulk density of the mixture in the viscometer which has to be determined during mixture preparation or from the internal volume of the viscometer and the sample mass by weighing the viscometer before and after filling. If the composition dependence of the mixture viscosity is substantial as in systems of nonpolar and polar components, the uncertainty of the mixture viscosity measurement may be significantly higher than for pure fluids.

4.5.4 Radial Acceleration Correction

In curved or coiled tubes, the resistance to flow increases because the radial acceleration of the liquid or gas causes transverse flow. A correction for the radial acceleration is required to determine accurate viscosities. Although coiled capillaries have been used in viscometry for decades, the review of Kawata et al. did not address radial acceleration. Often, the earliest studies of the late 1920s are quoted although these corrections have been found to be inadequate, and Berger et al. reviewed numerous later studies. The most recent and accurate correction function for flow rates in coiled capillaries was given by Berg as \[ f_{\text{cent}}(De, \delta) \] in terms of the Dean number \( De \equiv Re^{1/2} \) with the Reynolds number \( Re \), and the ratio \( \delta = (r/R_{\text{coil}}) \), where \( r \) is the internal radius of the capillary, and \( R_{\text{coil}} \) is the radius of the coil. This correction was discussed in section 4.4.2. When coiled capillaries are used in sealed viscometers, these correction functions have to be applied to the first two terms of the working eqn (4.15) so that

\[
\eta = f_{\text{cent}}[c_0(\rho_{SL} - \rho_{SV})\Delta t - b\rho_L/\Delta t] + c_1\gamma \Delta t,
\]

and accordingly in eqn (4.16). Berg discussed the correction functions for Dean numbers up to 114 while many measurements with sealed gravitational capillary viscometers had been carried out at Dean numbers up to 35. The importance of the radial acceleration correction must not be underestimated. The magnitude of the correction in sealed gravitational capillary viscometers for liquids is exemplified in Figure 4.15 which shows percent deviations of the viscosity data of Shankland et al. and Kumagai and Takahash for R134a from the correlation of Huber et al.
Shankland et al. used a sealed viscometer with a coiled capillary while Kumagai and Takahashi used a sealed instrument with a straight vertical capillary. Their data require only the vapor buoyancy correction which reduces the deviation at 343 K from $13.6\%$ to $0.4\%$. The data point of Shankland et al. at this temperature deviates by $32.7\%$. The difference to the deviation of the corresponding uncorrected data point of Kumagai and Takahashi is $19.1\%$ and is due to the radial acceleration.

References