High-accuracy measurements of the vapor pressure of ice referenced to the triple point
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[1] The vapor pressure of hexagonal (Ih) water ice was measured over the temperature range 175 K to 253.4 K and referenced to the value at the triple point of water. This experiment combined a highly accurate humidity generation system containing an ice-coated saturator (millikelvin-level temperature control) to provide humidified streams of nitrogen to a cavity-enhanced laser absorption spectrometer. The measured ice vapor pressures had relative standard uncertainties ranging from 0.4% to 0.7% over the entire temperature range. We demonstrate that these measurements validate thermodynamic correlations for ice vapor pressure based on integration of the Clapeyron equation. Moreover, they also indicate that some commonly used vapor pressure correlations are inaccurate and should be avoided.


1. Introduction

[2] The saturation vapor pressure of hexagonal (Ih) water ice as a function of temperature is an important quantity in many geophysical processes, particularly in the Earth’s atmosphere, and in wide-ranging terrestrial and extraterrestrial studies involving snow and ice. Examples include microphysical models of homogeneous and heterogeneous ice nucleation in clouds that depend on critical ice saturation ratios [Koop et al., 2009], formation of aircraft contrails [Kärcher, 2003], the evaporative lifetime of cloud particles involved in heterogeneous chemical reactions [Solomon et al., 1997], atmospheric water vapor transport in coupled climate models [Kremser et al., 2009], washout of short-lived atmospheric substances [Aschmann et al., 2009], formation of aircraft contrails [Kärcher et al., 2009], the dynamics of glacial melt and ablation in glacial geology [Bliss et al., 2011], and estimation of ice sublimation rates on the Moon [Andreas, 2007]. Values for ice vapor pressure accurate to within a few percent are particularly important in atmospheric frost-point measurements [Brabec et al., 2012] and studies of ice nucleation and supersaturation in clouds [Peter et al., 2006; Krämer et al., 2009].

[3] Unfortunately, experimental validation of the temperature-dependent formulas for the vapor pressure of ice has proven to be elusive because of difficulties in accurately measuring low concentrations of water vapor. Indeed, for more than a hundred years, numerous studies have aimed to measure this important physical property. Accounts of early literature were discussed by Scheel and Heuse [1909], while Weber [1915] performed some of the first precise measurements of ice vapor pressure over the temperature range 143 K to 250 K, primarily using a mercury manometer. More modern measurements of ice vapor pressure [Douslin and Osborn, 1965; Jancso et al., 1970; Marti and Mauersberger, 1993; Mauersberger and Kranowsky, 2003; Mokdad et al., 2012] are also highly scattered, imprecise, and subject to biases. Jancso et al. [1970] measured the vapor pressure of ice from 195 K to 272 K using a differential capacitance manometer, referencing their results to the triple-point state and presenting a temperature-dependent correlation. Marti and Mauersberger [1993], and later Mauersberger and Kranowsky [2003], used mass spectrometry in an attempt to improve confidence in the low-temperature region of the correlation of Jancso et al. [1970]. Recently, Fernicola et al. [2012] measured the vapor pressure of ice over the range 223 K to 273.16 K with capacitance manometry and a temperature-regulated ice-containing sample cell with millikelvin-level stability. They reported relative standard uncertainties between 0.02% and 0.35%. After our work was completed, Mokdad et al. [2013] reported preliminary results obtained from a new static apparatus at temperatures down to 194 K; these measurements are much less scattered than the 2012 results from the same group and had relative standard uncertainties between approximately 0.025% and 1.2%.

[4] An alternative to direct measurement is integration of the thermodynamically based Clapeyron equation, starting at the triple-point temperature of 273.16 K where the vapor pressure of water has been measured accurately with a combined relative standard uncertainty of ~5 × 10^-6 [Guldner et al., 1976]. The calculation uses the enthalpy of sublimation, the heat capacities of vapor and solid, and the molar volumes of vapor and solid, all of which are known with low uncertainty. This approach was taken by Wexler [1977], and Sonntag [1990] produced a correlation in wide use by converting Wexler’s equation to the ITS-90 temperature scale. The thermodynamic approach was refined with newer data by Murphy and Koop [2005]. An equivalent approach, based on reference-quality thermodynamic potentials
for fluid water [Wagner and Prüß, 2002] and for ice Ih [Feistel and Wagner, 2006], was used to derive the standard sublimation-pressure formula adopted by the International Association for the Properties of Water and Steam (IAPWS) [International Association for the Properties of Water and Steam (IAPWS), 2011; Wagner et al., 2011]. However, these thermodynamics-based formulations are not widely used in the geophysical community, much of which continues to use correlations fitted to scattered experimental data [Marti and Mauersberger, 1993] or other approximate equations [Buck, 1981; World Meteorological Organization (WMO), 2008]. Nevertheless, Murphy and Koop [2005] argued for the appropriateness and validity of a general thermodynamic formulation for the vapor pressure of ice, although they emphasized that no experimental measurements existed at that time that indisputably validate a single thermodynamic correlation from 160 K to 273 K. Such measurements would require relative combined standard uncertainties at the sub-1% level.

[5] In this work, we present measurements of the vapor pressure of ice Ih for temperatures from ~175 K to ~253 K. Over this temperature range, these data are of much lower uncertainty than most previous measurements (with the exception of Fernicola et al. [2012] and Mokdad et al. [2013], neither of which extend to such low temperatures) and establish clearly that the IAPWS formulation (and other formulations based on integration of the Clapeyron equation) is superior to other commonly used equations, most of which are based on semiempirical fits to experimental results.

2. Experimental Procedure and Data Reduction

[6] The details of our experiments and data analysis have been described preliminary reports of subsets of this work [Lisak et al., 2009; Bielska et al., 2012]. In brief, we used a steady-flow humidity generator comprising an ice-coated saturator at uniform temperature, $T_s$, and a flowing stream of high-purity nitrogen carrier gas to produce humidified streams of vapor [Hodges and Scace, 2006]. The temperature range of the saturator was adjusted over the range ~175 K to ~273 K, and the stability and standard uncertainty of the saturator temperature were 1 mK and 10 mK, respectively. With this humidification system at thermal equilibrium, the output water vapor concentration was determined solely by the temperature and pressure of the exiting gas mixture. Specifically, the water vapor molar fraction, $x_w$, was modeled by

\[ x_w = \frac{p_i(T_i)}{f(T_s, p_s)} / p_i \]  

in which $p_i$ is the vapor pressure of ice Ih evaluated at the saturator temperature, $p_s$ is the total gas pressure in the saturator, and $f$ is the enhancement factor discussed below. As described in Lisak et al. [2009] and Bielska et al. [2012], the amount of water vapor in the flowing gas mixture exiting the humidity generator was measured with the frequency-stabilized cavity ring-down spectroscopy (FS-CRDS) technique [Hodges et al., 2004; Hodges and Lisak, 2006]. In this approach, individual and nearly isolated near-infrared, rotation-vibration absorption transitions of $H_2^{16}$O were probed with a spectral resolution of ~1 MHz, using a single-frequency distributed feedback diode laser. The ring-down cavity was at room temperature and typically maintained at a pressure of ~13 kPa. The FS-CRDS measurements yielded rovibrationally resolved absorption spectra with transition areas that were equal to the product of water vapor number density and transition line intensity. We extended the water vapor concentration range of these measurements by probing four transitions spanning an intensity range of ~500:1. Notably, the transition areas were obtained by fitting theoretically constrained profiles to the measured spectra. As discussed in Bielska et al. [2012], the concentration of water vapor relative to that at the triple-point reference condition was found in terms of the product of measured area ratios as well as the gas temperature and pressure within the humidity generator and cavity ring-down spectrometer. We note that this spectrum-area-ratioing approach enabled the ice vapor pressure to be determined relative to that at the reference condition independently of the absolute line intensities of the involved absorption transitions. (For completeness, we note that in our previous publication Bielska et al. [2012, Figure 3] we incorrectly switched the labels for the two curves that compared our preliminary results (200 K to 253.4 K) to the respective correlations of Wexler [1977] and Marti and Mauersberger [1993]).

2.1. Measurement Uncertainties

[7] We considered several sources of Type A (random) and Type B (systematic) uncertainty in our measurement of $p_i$. The principal Type A uncertainties are those involving the pressure and temperature measurements in the humidity generator and ring-down cavity as well as in the FS-CRDS determination of the spectroscopic areas. Type B components included those associated with calibration uncertainties for the pressure and temperature instrumentation, spatial nonuniformities in pressure and temperature, the temperature correction for intensities of the probed transitions, and the background signal caused by desorption of water vapor from all wetted surfaces located downstream of the humidity generator. Our analysis revealed that the most important uncertainties in $p_i$ are from the following sources: spectrum area measurement for the transition probed when the humidity generator was near the triple-point temperature (relative standard uncertainty $u_r(p_i) \approx 0.35\%$), spectrum area ratios for the line pairs obtained at lower temperatures (0.1%–0.2%), pressure-and-temperature-related measurement uncertainties (0.18%), and finally uncertainty in water vapor background partial pressure which was estimated to be ~10 μPa. For temperatures above ~200 K, the water vapor background term is negligible compared to the ice vapor pressure and yields $u_r(p_i) < 0.005\%$, whereas at the minimum temperature of ~175 K, the background term corresponds to $u_r(p_i) \approx 0.6\%$, thus dominating the combined uncertainty in $p_i$. Adding all terms in quadrature, we find that the combined relative standard uncertainty in $p_i$ ranges from 0.4% at 253 K to 0.7% at 175 K. Additional details regarding our measurement uncertainties can be found in Lisak et al. [2009] and Bielska et al. [2012].

2.2. Enhancement Factor

[8] Our technique measures the amount of water in a saturated nitrogen stream that is in equilibrium with ice Ih. For this binary mixture, the partial pressure of water vapor is not identical to the saturation pressure of pure ice. Rather, the ratio of these quantities is the enhancement factor, which is of the order of unity and depends on temperature, $T$, and pressure, $p$. The enhancement factor is primarily determined by the Poynting correction for the effect of pressure on the fugacity of a solid (which can be computed accurately since the molar volume of ice is well known) and by the deviation
of the vapor phase from ideal-gas behavior (which can be estimated accurately if the second interaction virial coefficients are known for all pairs of components in the system).

[9] While our preliminary report of this work [Bielska et al., 2012] utilized a correlation for the enhancement factor of H2O in air, we chose to refine this result by calculating the enhancement factor specific to nitrogen as the carrier gas. Our analysis employs the formulation for thermodynamic properties of ice adopted by IAPWS [IAPWS, 2009; Feistel and Wagner, 2006] and second virial coefficients for pure water [Harvey and Lemmon, 2004], pure diatomic nitrogen [Span et al., 2000], and the water-nitrogen pair [Tulegenov et al., 2007].

[10] The calculated enhancement factors range from 1.0046 at the triple-point temperature to 1.0140 at our lowest temperature. The largest contribution to the enhancement factor is the vapor-phase nonideality, which is dominated by the (negative) second virial coefficient for the water-nitrogen pair. This interaction produces nonideality at our conditions that is at least 1 order of magnitude greater than that for water vapor at saturation with no carrier gas. Importantly, we find that the uncertainty in the calculated enhancement factor is less than 0.001 at all points, which is negligible in the context of our data reduction.

3. IAPWS Reference Formula

[11] Our results are compared directly to the IAPWS [IAPWS, 2011; Wagner et al., 2011] formulation given by

\[
p_i = p_{i,ref} \exp \left[ \phi - \frac{\theta}{T_i - T_{i,ref}} \left( a_i + b_i \theta^m \right) \right]
\]

in which \( \theta = T/T_i \), where \( T_i = 273.16 \text{ K} \) is the temperature at the triple point and where the ice vapor pressure at the triple point is \( p_{i,ref} = 611.657(3) \text{ Pa} \) given by Guildner et al. [1976]. The constant coefficients, \( a_m \) and \( b_m \) (\( m = 1, 2, 3 \)), in equation (2) are given in Table 1. The IAPWS formula given by this equation is applicable over the temperature range 50 K to 273.16 K. Expressions for \( u_i(p_i) \) covering this temperature range can also be found in IAPWS [2011].

4. Results and Discussion

[12] Table 2 gives our measured values and standard uncertainties for the vapor pressure of ice Ih as a function of temperature. In Figure 1 (top) we compare our experimental results to previous measurements of \( p_i(T) \), in which all values are expressed as the relative difference with respect to that given by the IAPWS formulation. Prior determinations considered here include the work of Weber [1915], Douslin and Osborn [1965], Jancso et al. [1970], Marti and Mauersberger [1993], and Fernicola et al. [2012]. The data of Mokdad et al. [2012] are not shown; they show approximately 5% scatter and are considered to be superseded by their most recent results; see Mokdad et al. [2013]. The pair of dashed red lines located symmetrically about the temperature axis corresponds to the standard uncertainty (\( k = 1 \)) of the IAPWS reference equation. We note that, apart from the recent high-precision data of Fernicola et al. [2012] which are limited to temperatures above 220 K and of Mokdad et al. [2013] which are limited to temperatures above 194 K, all previous measurements exhibit substantially larger imprecision than our results, especially for temperatures below about 200 K. Our results agree with those of Fernicola et al. [2012] and Mokdad et al. [2013] to within the combined uncertainties of both measurements. For the lower temperature region below about 200 K, we find the scatter in the Marti and Mauersberger data to be more than an order of magnitude greater than our measurement uncertainty. In addition to the large scatter, the measurements of Marti and Mauersberger and Jancso et al. exhibit relatively large positive bias (many points deviating by > 10%) with respect to the IAPWS values. Remarkably, we note that Weber’s [1915] century-old measurements of ice vapor pressure show relatively low scatter and are in excellent agreement (1% level) with both our results and the IAPWS formulation for temperatures above 200 K.

[13] We also compare our experimental results to several analytical formulations for \( p_i(T) \) found in the literature. These results, which are shown in Figure 1 (bottom), reveal that our measurements are in good agreement with the thermodynamic-based correlations of Wexler [1977] (which is almost indistinguishable from Sonntag [1990], which is not shown), Murphy and Koop [2005], and IAPWS [2011] over the entire temperature range, thus experimentally confirming their relative combined standard uncertainty to be less than ~0.5%. The precision of our measurements is insufficient to distinguish between these three formulas. However, we find that the \( p_i(T) \) formulae given by Marti and Mauersberger [1993] (based on an exponential fit to their data in Figure 1) and that of the World Meteorological Organization (WMO) [WMO, 2008] (which seems to be closely related to the semiempirical equation of Buck [1981] and gives almost identical results) substantially disagree with our observations, with deviations exceeding several times our reported uncertainty. Mauersberger and Kranckowsky [2003] also published a correlation based on new measurements and applicable to

### Table 1. Coefficients for the IAPWS Formulation of \( p_i(T) \) Given in Equation (2)

<table>
<thead>
<tr>
<th>( m )</th>
<th>( a_m )</th>
<th>( b_m )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(-0.212144006 \times 10^2)</td>
<td>(0.33333333 \times 10^2)</td>
</tr>
<tr>
<td>2</td>
<td>(0.273293819 \times 10^2)</td>
<td>(-0.610598130 \times 10^1)</td>
</tr>
<tr>
<td>3</td>
<td>(-0.120666667 \times 10^1)</td>
<td>(0.170333333 \times 10^1)</td>
</tr>
</tbody>
</table>

### Table 2. Ice Vapor Pressure Values and Combined Standard Uncertainties (Coverage Factor \( k = 1 \)) Obtained in This Study as a Function of Ice Temperature, \( T^\circ \)

| \( T^\circ \text{K} \) | \( p_i/\text{Pa} \) | \( u(p_i)/p_i \text{Pa} \) | \([p_i - p_{i,ref}]/p_{i,ref}\% \)
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>253.380</td>
<td>(1.055 \times 10^2)</td>
<td>(4.1 \times 10^1)</td>
<td>-0.07</td>
</tr>
<tr>
<td>238.375</td>
<td>(2.289 \times 10^1)</td>
<td>(8.9 \times 10^0)</td>
<td>-0.04</td>
</tr>
<tr>
<td>232.521</td>
<td>(4.134 \times 10^0)</td>
<td>(1.7 \times 10^0)</td>
<td>0.28</td>
</tr>
<tr>
<td>204.937</td>
<td>(3.395 \times 10^{-1})</td>
<td>(1.4 \times 10^0)</td>
<td>-0.34</td>
</tr>
<tr>
<td>204.918</td>
<td>(3.388 \times 10^{-1})</td>
<td>(1.5 \times 10^0)</td>
<td>-0.28</td>
</tr>
<tr>
<td>204.918</td>
<td>(3.398 \times 10^{-1})</td>
<td>(1.5 \times 10^0)</td>
<td>0.03</td>
</tr>
<tr>
<td>201.230</td>
<td>(1.959 \times 10^{-1})</td>
<td>(8.4 \times 10^{-1})</td>
<td>-0.15</td>
</tr>
<tr>
<td>196.757</td>
<td>(9.808 \times 10^{-2})</td>
<td>(4.2 \times 10^{-1})</td>
<td>0.03</td>
</tr>
<tr>
<td>192.476</td>
<td>(4.892 \times 10^{-2})</td>
<td>(2.1 \times 10^{-1})</td>
<td>-0.18</td>
</tr>
<tr>
<td>187.065</td>
<td>(1.952 \times 10^{-2})</td>
<td>(8.5 \times 10^{-2})</td>
<td>0.12</td>
</tr>
<tr>
<td>183.205</td>
<td>(9.766 \times 10^{-3})</td>
<td>(4.5 \times 10^{-3})</td>
<td>-0.15</td>
</tr>
<tr>
<td>179.478</td>
<td>(4.912 \times 10^{-3})</td>
<td>(2.7 \times 10^{-3})</td>
<td>0.55</td>
</tr>
<tr>
<td>174.777</td>
<td>(1.948 \times 10^{-3})</td>
<td>(1.4 \times 10^{-3})</td>
<td>-0.19</td>
</tr>
</tbody>
</table>

*We have multiplied our measured relative vapor pressure values by the water triple-point vapor pressure of Guildner et al. [1976] \( p_i(T_i = 273.16 \text{K}) = 611.657 \text{Pa} \), which has a specified relative uncertainty of \(-1.6 \times 10^2\) at the 99% confidence interval, corresponding to a standard uncertainty of ~3 mPa. Stated uncertainties account for combined Type A and Type B contributions. Here \( p_{i,ref}(T) \) is the IAPWS formulation for ice vapor pressure given in equation (2).
the temperature range 164.5 K to 169 K. Although this work extended the range of the original correlation of Marti and Mauersberger [1993], we find that their 2003 correlation has a negative bias of 12% at 164.5 K and a temperature-dependent deviation of ~3% K\(^{-1}\) relative to the IAPWS values. We also considered a simple thermodynamic approximation for the ice vapor pressure obtained from the Clausius-Clapeyron equation with the enthalpy of sublimation assumed to be a constant; we used the triple-point value of 2834.4 kJ kg\(^{-1}\) recommended by Feistel and Wagner [2006]. The resulting equation for \(p_i(T)\) is an exponential function of \(-1/T\) and as shown in Figure 1 yields a maximum relative deviation of less than 1% over the indicated temperature range. However, at temperatures lower than those shown in Figure 1 it exhibits larger negative deviations (e.g., 3.5% at 150 K and 10% at 130 K).

5. Conclusions

[14] We have presented low-uncertainty measurements of the vapor pressure of water ice Ih over the temperature range 175 K to 253.4 K which are referenced to the value at the triple-point state. These data are consistent with two recent studies reporting fairly low uncertainties [Fernicola et al., 2012; Mokdad et al., 2013] but extend to lower temperatures. Our experimental results are consistent with predictions of ice vapor pressure based on rigorous thermodynamic integration, as are the other two recent studies in their more limited temperature ranges. Thus, we recommend the formulation of IAPWS [2011], which is documented by Wagner et al. [2011] and also given here as equation (2). Widely used correlations, such as those of Marti and Mauersberger [1993], Buck [1981], and the WMO [2008] deviate significantly from the recommended formulation and are especially unreliable for temperatures below ~200 K. Use of these semiempirical correlations for estimating the vapor pressure of ice may therefore compromise measurements and modeling calculations that involve the vapor pressure of ice. Finally, we note that, unlike the more widely used correlations discussed here, the recommended IAPWS formulation has a specified uncertainty from 50 K to 273.16 K, thus making it applicable to relatively low temperatures.
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