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Transformative Apps (TransApps) is a Defense Advanced Research Projects Agency (DARPA) funded program whose goal is to develop a range of militarily-relevant software applications (“apps”) to enhance the operational effectiveness of military personnel on (and off) the battlefield. A team from the National Institute of Standards and Technology (NIST) is responsible for designing and implementing the testing and evaluation methods for ~60 software apps for the Android™-powered smartphone platforms as well as software-hardware interaction. This paper focuses on the new test methods developed by the NIST team for comparing Android™-powered devices in consideration of becoming future TransApps devices. These test methods include Camera Usability, GPS Accuracy and Timing metrics, Compass Accuracy, and Display Usability. The results of these test methods allow the program to be more informed in the purchasing decisions for future TransApps devices.
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1. Introduction

The Transformative Apps (TransApps)¹ effort is a Defense Advanced Research Projects Agency (DARPA²)-funded program that began in 2010 and is aimed at enhancing the warfighter’s effectiveness on and off the battlefield. Specifically, the program is developing a flexible and secure suite of applications (“apps”), enabling direct end-user input, promoting quick fielding and updates, and leveraging pre-existing state-of-the-art commercial-off-the-shelf technology. To accomplish these goals, TransApps has focused its attention on developing a secure Android™-powered software platform, specialized application software, middleware and tools, a usable application portal, and flexible development processes. The program has made numerous achievements through November 2013 including developing over 60 apps for tactical users and fielding over 4000 handheld devices to warfighters in Afghanistan. Likewise, the program provided both first response and law enforcement personnel with over 150 devices to capture and share information in real-time to support the 2013 Presidential Inauguration and have continued to work with the first responder/law enforcement communities throughout the year for various efforts. The program has received overwhelmingly positive feedback from the warfighter community including leadership personnel. Soldiers have credited the device with not only enhancing their situational awareness, but also enabling them to be successful in dangerous situations. The program continues to actively field additional units in Afghanistan in addition to providing application updates to existing users.

Testing is a critical element of this program, assessing numerous facets. Personnel from the National Institute of Standards and Technology (NIST³) have been responsible for designing and implementing the testing and evaluation methods for ~60 software apps for the Android™-powered smartphone platforms as well as software-hardware interaction. This paper focuses on the new test methods developed by the NIST team for comparing Android™-powered devices in consideration of becoming future TransApps devices. These test methods include Camera Usability, GPS Accuracy and Timing metrics, Compass Accuracy, and Display Usability. The results of these test methods allow the program to be more informed in the purchasing decisions for future TransApps devices.
Section 2. Greater detail on the Transformative Apps program including an overview of the specific technologies tested and the assessments of handheld, client-based, and online marketplace applications can be found in Section 3. A discussion of the new comparative test methods follows in Section 4. Finally, the conclusion is presented and future work is discussed.

2. NIST Advanced Technology Assessment Efforts

Personnel from NIST’s Engineering Laboratory (EL) and Information Technology Laboratory (ITL) have extensive experience in evaluating advanced and emerging technologies for the military. NIST led the independent evaluation teams in assessing the DARPA Advanced Soldier Sensor Information System and Technology (ASSIST) technologies (2004-2008)2,3,4,5 and the DARPA Spoken Language Communication and Translation System for Tactical Use (TRANSTAC) technologies (2006-2010)6,7,8. NIST developed the System, Component, and Operationally- Relevant Evaluation (SCORE) framework as the backbone of its test plan design and implementation of these technologies.

1.1. SCORE

NIST developed the SCORE framework, a unified set of criteria and software tools for defining a performance evaluation approach for complex intelligent systems. It provides an evaluation framework that assesses the technical performance of a system and its components through isolating and changing variables as well as capturing end-user utility of the system in realistic use-case environments. SCORE is built around the premise that, to get a comprehensive picture of how a system performs in its actual use-case environment, technical performance should be evaluated at the component and system levels.9,10,11

SCORE takes a tiered approach to measuring the performance of intelligent systems. At the lowest level, SCORE uses elemental tests to isolate specific components and then systematically modifies variables that could affect the performance of that component to determine those variables’ impact. Typically, elemental tests are performed for each relevant component of the system. At the next level, the overall system is tested in a highly structured environment to understand how modifying specific variables impacts the overall system performance. Next, individual capabilities of the system are isolated and tested for both their technical performance and their utility using task tests. Lastly, the technology is immersed in a longer scenario that evokes typical situations and surroundings in which the end-user is asked to perform an overall mission or procedure in a highly-relevant environment which stresses the overall system’s capabilities. Formal surveys and semi-structured interviews are used to assess the usefulness of the technology to the end-user.

SCORE is applicable to a wide range of technologies, from manufacturing to defense systems and its elements can be decoupled and customized based upon evaluation goals. It can evaluate technology through the stages of development from conceptual to full maturity, and combines results of targeted evaluations to produce an extensive picture of the capabilities and utility of a system.

3. Application Testing

DARPA selected NIST to be a primary evaluator of the TransApps technologies in 2010. Initially, NIST was tasked to assess the performance of the 1) handheld applications, 2) client-based applications, and 3) online application marketplace. As an independent, third-party evaluation team, NIST personnel presented unbiased and objective performance data to the DARPA sponsor enabling them to make informed decisions regarding application stability and field-worthiness. The NIST team facilitated interactions with developers to understand the scope and intent of the apps as well as embracing the voice of the end user population.

The NIST team leveraged the principles of SCORE to develop and implement test protocols and procedures to yield comprehensive performance assessments at multiple layers. This includes individual assessments of apps while isolated from other apps and global assessments of the apps and their interactions while operating on configurations expected during fielding. A summary of these testing efforts is discussed below. More detailed descriptions of this part of the NIST testing efforts can be found in other papers12.

Handheld applications enable tactical mobile capabilities for the warfighters using the 60+ apps deployed on the devices. The NIST team tests these apps to make sure the needed functionality is present and working properly before it is sent to the end users locally and overseas. The NIST team employs a user-centered approach to testing handheld devices and apps. Since some of the target users (warfighters overseas) are not available for real-time testing, NIST gathers insights on use cases and ideas from briefings with recently returned soldiers and teleconferences with the technical and training liaisons for deployed units. With these gathered insights and ideas, NIST has developed typical workflows and use cases for the apps. Expert and heuristic reviews13 are the primary day-to-day methods that
the NIST team employs to evaluate apps. Periodically, the NIST team performs full regression testing to ensure all desired functionality is present.

Client-based applications consist of tools developed for encrypted laptops (clients) or servers to interface with the handheld devices. These apps are used pre-mission for data creation and transfer to handhelds and post-mission for transfer from handhelds and data analysis. Data downloads and uploads between handhelds and clients are achieved with the Sync Services and TransApps Maps (TA Maps). The Sync Services allow information to be transferred to the handhelds for the next mission and download data from the handhelds after the mission. TA Maps also has a powerful tool to create drawings, with a variety of tools ranging from simple lines, polygons and grids to specialized tactical graphics. Numbers and text can be added to drawings for use during tactical operations. The NIST team has a few client-specific testing practices; for data upload (client to handheld), the NIST team creates complex files (like drawings) and sets of files to be synced to the devices and for data download (handheld to client), all of the media and files collected/created during the mission is checked by the members who collected it to ensure that all transfers happened correctly.

MarketPlace, a web-based military app store, serves the needs of a broad range of users (military and civilian) allowing users to: 1) get the latest TransApps applications and imagery for their handhelds and client laptops, 2) learn more about the program, 3) access tutorials, and 4) interact with other users, support, developers, and project personnel. This site makes use of dashboard-style pages – easy to read, graphical, real-time interfaces that are dynamically created based on the user’s access level. Since MarketPlace needs to serve many user groups, it is a complex website to evaluate. It is important to simulate the roles of the various users and carry out the same tasks in the same conditions as the actual users to provide more realistic results. After the more direct tests are run, it is important to compare the site with its intended usage. Does it meet the needs of the various users? Does the site restrict information to the user’s access tier? Are user roles maintained across the site? Does the site support the technical team that outfits the handhelds both here in the US and abroad? The testers have access to special testing accounts with varying levels of permissions. Regression testing with these accounts ensures that the website provides the functionality needed even as new functions are added.

The NIST team reports its findings and testing results in the form of weekly reports and bug reports. The weekly reports are sent to the upper level program management, and include a list of show-stoppers and watch points, which are itemized and prioritized. The bug reports include bugs found in the apps, suggestions for new features, and ideas for improvements and are submitted via an online bug-reporting tool. In this way, the bugs, etc. are sent to the developers so they can be fixed. Through this process the NIST team learns what the intended and required functionality of the apps are as well as what to watch out for in further testing.

4. Device Testing Using Comparative Test Methods

The NIST evaluation team was tasked to develop test methods for specific key areas of possible future TransApps devices. These test methods and their results will allow the program sponsors to compare the devices available for purchase in these key areas and be more informed about the strong and weak points of any given devices. In each area the devices are analyzed, and the sponsor can apply the program’s desired priorities to each area to decide what device(s) should be purchased. NIST took advantage of the expertise in creating repeatable and reproducible test methods using readily available materials in developing the test methods.
described below. Samples of results for these test methods are shown in the sections below with devices numbered for anonymity.

4.1 Camera Usability

One of the most important uses people use cell phones for is as a camera, and this holds true for the TransApps users as well. The pictures and videos collected with the camera are used in numerous apps for photo profiles as well as being attachable to chat messages, and location based events. So, naturally this is something that is important for usability testing. For usability of the camera on a device, the test method calls for taking as many pictures as possible within a 30 second window of time. The stock camera is opened and then the shutter button is pressed as fast as possible for the 30 seconds. Then, the tester goes into the gallery to count the number of pictures that were taken. This procedure is run a number of times for each device to ensure the repeatability and reproducibility of the results. The average number of pictures able to be taken is reported for each device allowing the sponsor to compare. This provides a good comparison of the camera hardware in addition to the normal technical comparison of file size, resolution etc. for pictures. A sample of the results is shown with devices in Figure 1 showing a range of about 10 pictures (~ 1 pic/3 s) to 120 pictures (~ 4 pics/1 s). While some of these improvements in camera can be attributed to software tweaks, the results show what is possible for each device to do in hardware.

1.2. GPS Accuracy & Timing

GPS location is a heavily used function on TransApps devices and other military equipment. The GPS functionality is used on the TransApps devices for providing the user’s location for pictures, videos, text notes, bearings to other points, routes, and many other things. The two main portions of the GPS functionality are GPS accuracy and the time required to obtain a GPS signal. On the NIST grounds there are a number of National Geodetic Survey (NGS) benchmarks that provide the NIST team with highly accurate positional reference (latitude, longitude, and elevation). These NGS benchmarks are available in a large number of other locations as well, allowing the test method to be reproducible in other locations. For GPS accuracy, a number of GPS readings are taken at the NGS locations at varying times of day, weather conditions, and across multiple days. These readings are then used to analyze the average accuracy and distances from the ground truth NGS points. The accuracy results are reported as radial distances based on latitude and longitude without elevation considerations. Sample results are shown in Figure 2 showing 4 devices with similar average accuracies and 1 worse, as well as the corresponding distances to ground truth ranging from 1.8 to 3.6 m.

For the time to obtain GPS signal, there is a well-known measure called time to first fix (TTFF) that is used by the industry to compare GPS functionality. While this is a widely used set of measures, it does not match perfectly with the use case for which TA program intends these devices. A modified time metric was determined to be the time to obtain a GPS accuracy of ~9.1 m, when the GPS signal is of sufficient quality to be used by the device to geo-locate media. This GPS accuracy is determined using a GPS recording app like GPS Test. This metric is determined for all three start-up states of the GPS functionality: Hot Start (when the GPS has been on and connected to the GPS satellites within about an hour), Warm Start (no GPS for between a couple hours and a day), and Cold Start (no GPS for more than a couple of days). Each of these states will mean a differing amount of data needed from the satellites and thus a different time to get the GPS fix. These start states can also be artificially caused by using an application like NMEA Recorder to remove the GPS signal.
almanac and/or ephemeris data, effectively forcing the GPS functionality to re-obtain that data from the GPS satellites fresh. The times for each start state on each are recorded, in multiple weather and time conditions similar to the GPS Accuracy testing to ensure consistency among results. Sample results are shown in Figure 3 showing cold starts ranging from 120+ seconds on the worse end down to ~ 33 seconds on the better end and roughly equal warm start times and hot start times.

1.3. Compass Testing

A compass function is available in almost all of the stock Android™ devices that are sold and it can be useful to know in which direction the device is pointing. It is used in the TransApps devices to indicate direction within the camera and as part of a user’s location icon within maps applications, in addition to being used for determining the bearing to other locations. For NIST’s compass testing, a course is laid out using five points (a central point and four points in different directions), at least one of which should be a NGS point like described above. The four points should each be in the northwest, northeast, southeast, and southwest quadrants and should be between 25 and 125 m distant from the central point. To minimize potential bias in the results, the four points should not be exactly at any of the cardinal or ordinal directions. The four points should also be well defined and/or marked to be easily sighted from the central point. The tester stands at the central point, aims the device toward the other four points and records the compass readings. For completeness, each device is tested for the four points, in both portrait and landscape orientation, three times each for a total of 24 readings per device. To avoid user bias, the order of these individual readings is randomized. The readings are also performed with a military lensatic compass as an additional baseline. The results are averaged for each device and reported in the form of mean error value and standard deviation of the error values. Sample mean error values are shown in Figure 4 showing a range of 3.4° to 6.1° off from the true compass readings.

1.4. Display Usability

The usability of the display is a very important function of the handheld devices in tactical activities. The display is used for everything on the device when the screen is on, and for the TransApps devices, often used in outdoor lighting conditions ranging from nighttime use where light must be kept low to daytime use where the screens can be unusable due to not enough light being output from the screen. The metric for this test...
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method is a combination of brightness and contrast produced by the screens in various ambient light conditions. A light meter is used to measure the lux level of the white and black coming off of the screen at maximum brightness in ambient light levels ranging from a dark room to full sunlight. At least six readings are taken for each color in each light level and averaged together to account for anomalous outliers. The difference between the average black and white levels provides a usable contrast estimate where a larger difference indicated greater ease in being able to distinguish between black and white on the screen. The results of this testing (black level, white level & usable contrast) is provided in the form of stacked bar charts to make it easier to visualize and compare the devices at each ambient light level. An ideal device would have a black level of as close to 0 lx as possible and as large a usable contrast value as possible. A sample stacked bar chart is shown in Figure 5 showing a range of usable contrast of 162 to 614.5 lx and black levels ranging from ~240 lx (device 2) on the better end up to ~ 515 lx (device 7) on the worse end.

5. Conclusions And Future Work

The NIST testing team has made (and continues to make) a significant impact on the TransApps program in their extensive and detailed testing of the applications. Since the NIST team began assessing applications for this program in 2011, NIST test feedback and reports have offered program leadership greater insight into the capabilities and limitations of the TransApps technologies. This has led to more informed, quicker fielding of the technology, and allows the program personnel overseas to be more knowledgeable of the latest technology iterations before updating their devices.

NIST testers have developed test methods for hand-held device components that will allow the program sponsors to compare devices across a number of key areas. The Camera Usability results provide data on what the camera hardware is capable of with regards to speed. The GPS Accuracy and Time Metrics provide data about the accuracy of the GPS location provided by the device as well as the speed of obtaining sufficiently accurate GPS locations. The Compass Accuracy results provide data about accuracy of the compass data for applications that use it on the TransApps devices. The Display Usability results provide an indication of how easy it is to use a device’s screen in various ambient light conditions. The sponsors can then apply the program’s priorities to the comparisons and determine the best device for the program’s needs.

The backbone of the NIST team’s effort continues to be its detailed-oriented, ‘leave no stone unturned’ mentality coupled with independent, third-party objectivity to offer the program sponsor unbiased and thoughtful feedback detailing technological capabilities and limitations. NIST is pleased to contribute to this effort and expects the technology’s evolution to continue to enable end-users to work safer and more efficiently in challenging and threatening environments.
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