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Abstract—Using the multiple-scale homogenization method, we derive generalized sheet-transition conditions for electromagnetic fields at the surface of a metafilm. The scatterers that compose the metafilm are of arbitrary shape and are embedded between two different magnetodielectric media. The parameters in these boundary conditions are interpreted as effective electric and magnetic surface susceptibilities, which themselves are related to the geometry of the scatterers that constitute the metafilm.
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I. INTRODUCTION

In this paper, we consider the interaction of electromagnetic (EM) waves with a 2-D periodic array of arbitrarily shaped scatterers partially embedded between two different magnetodielectric media, as shown in Fig. 1. This type of surface has been given the name metafilm [1], by which we specifically mean a surface distribution of separated electrically small scatterers. As far as macroscopic fields are concerned, the metafilm acts as an infinitesimal sheet—one that causes a phase shift and/or a change in amplitude in the fields interacting with it. Scattering by such sheets is best characterized by generalized sheet-transition conditions (GSTCs) if computationally expensive numerical modeling is to be avoided [1].

There is currently a great deal of attention being focused on EM metamaterials [2]–[8]—novel synthetic materials engineered to achieve unique properties not normally found in nature. Those unique properties promise a wide range of potential applications in the EM frequency ranges from RF to optical frequencies. Metamaterials are often engineered by arranging a set of scatterers throughout a region of space in a specific pattern so as to achieve some desirable bulk behavior of the material. This concept can be extended by judiciously placing scatterers in a 2-D pattern at a surface or interface. Such a surface version of a metamaterial has been given the name metasurface, and includes metafilms and metascreens as special cases [9], [10]. Metasurfaces have also been referred to in the literature as single-layer metamaterials.

The simplicity and relative ease of fabrication of metasurfaces makes them attractive alternatives to 3-D metamaterials; in many applications, metasurfaces can be used in place of metamaterials. Metasurfaces have the advantage of taking up less physical space than do full 3-D metamaterial structures; as a consequence, they can also offer the possibility of lower losses. The application of metasurfaces at frequencies from microwave to optical has attracted great interest in recent years [9], [10].

We will call any periodic 2-D structure whose thickness and periodicity are small compared with a wavelength in the surrounding media a metasurface. The distinction between a metasurface and a frequency-selective surface is discussed in detail in [9]. Within this general designation, we can identify two important subclasses [11]. Metasurfaces that have a “cermet” topology, which refers to an array of isolated (nontouching) scatterers are called metafilms, a term coined in [1] for such surfaces. Metasurfaces with a “fishnet” structure are called metascreens [9]. These are characterized by periodically spaced apertures in an otherwise relatively impenetrable surface. Other kinds of metasurfaces exist that lie somewhere between these two extremes. For example, a grating of parallel
conducting wires behaves like a metafilm to electric fields perpendicular to the wire axes, but like a metascreen for electric fields parallel to the wire axes [12]. In this paper, we will limit ourselves to metafilms. It is important to note that the individual scatterers constituting the metafilm are not necessarily of zero thickness (or even small compared with the lattice constants); they may be of arbitrary shape, and their dimensions are required to be small only in comparison to a wavelength in the surrounding medium, a fortiori because the lattice constant has been assumed small compared with a wavelength.

Like that of a metamaterial, the behavior of a metafilm can be understood in terms of the electric and magnetic polarizabilities of its constituent scatterers. The traditional and most convenient method by which to model metamaterials is with effective-medium theory, using the bulk EM parameters \( \mu_{\text{eff}} \) and \( \varepsilon_{\text{eff}} \). Attempts to use a similar bulk-parameter model for metasurfaces have been less successful. Detailed discussions of this point are given in [13] and [14], where it is shown that the surface susceptibilities of a metafilm are the properties that uniquely characterize a metafilm, and as such serve as its most appropriate descriptive parameters. As a result, scattering by a metafilm is best characterized by GSTCs [1], in contrast to the effective-medium description used for a metamaterial. The coefficients appearing in the GSTCs for any given metafilm are all that are required to model its macroscopic interaction with an EM field. The GSTCs allow this surface distribution of scatterers to be replaced with a boundary condition that is applied across an infinitely thin equivalent surface (hence the name metafilm), as indicated in Fig. 2. The size, shape, and spacing of the scatterers are incorporated into this boundary condition through the polarizability densities of the scatterers on the interface. It was shown in [1] that the GSTCs relating the EM fields on both sides of the metafilm shown in Figs. 1 and 2 are (under certain conditions, to be discussed in the following):

\[
\mathbf{a}_y \times \mathbf{E}^{y0}_{y=0} = -j\omega\varepsilon_{\text{eff}} \mathbf{X}_{y} \mathbf{H}^{x}_{y},_{y=0} + \mathbf{a}_y \times \nabla \mathbf{I}_{x} \left[ \mathbf{X}_{y} \mathbf{E}^{y}_{y},_{y=0} \right] \\
\mathbf{a}_x \times \mathbf{H}^{x0}_{y=0} = j\omega\varepsilon_{\text{eff}} \mathbf{X}_{y} \mathbf{E}^{y}_{x},_{y=0} - \mathbf{a}_x \times \nabla \mathbf{I}_{y} \left[ \mathbf{X}_{y} \mathbf{H}^{x}_{y},_{y=0} \right]
\]

(1)

where a time dependence \( e^{j\omega t} \) has been assumed. The left sides of these expressions represent the jump (or difference) in the tangential components of the fields on the two sides of the metafilm (at \( y = 0 \)), and the subscript “av” represents the average of the field on either side of the metafilm, that is

\[
\mathbf{E}_{av} = \frac{1}{2} \left[ \mathbf{E}_{y=0} + \mathbf{E}_{y=0} \right]
\]

(2)

and similarly for the \( \mathbf{H} \)-field. The subscript \( t \) refers to components transverse to \( y \), and \( \mathbf{a}_y \) denotes the unit vector in the \( y \)-direction. The parameters \( \mathbf{X}_{y} \) and \( \mathbf{X}_{x} \) are the dyadic surface electric and magnetic polarizabilities, which have units of meters and are related to the electric and magnetic polarizability densities of the scatterers per unit area. These dyadics vanish when the scatterers are absent, in which case the above-mentioned boundary conditions reduce to the ordinary condition of continuity of the tangential components of \( \mathbf{E} \) and \( \mathbf{H} \). The specific type of metafilm analyzed in [1] considered only the case where the scatterers and lattice have sufficient symmetry such that the surface susceptibility dyadics are diagonal

\[
\mathbf{X}_{y} = \mathbf{X}_{y}^{x} \mathbf{a}_x \mathbf{a}_x + \mathbf{X}_{y}^{y} \mathbf{a}_y \mathbf{a}_y + \mathbf{X}_{y}^{z} \mathbf{a}_z \mathbf{a}_z \\
\mathbf{X}_{x} = \mathbf{X}_{x}^{x} \mathbf{a}_x \mathbf{a}_x + \mathbf{X}_{x}^{y} \mathbf{a}_y \mathbf{a}_y + \mathbf{X}_{x}^{z} \mathbf{a}_z \mathbf{a}_z.
\]

(3)

While this assumption is appropriate for a wide range of metafilms, more general GSTCs for the case of nonsymmetric, bi-isotropic, and bianisotropic surface susceptibility dyadics are possible.

The surface susceptibility dyadics that appear in the GSTCs are uniquely defined (unlike the thickness and \( \mu_{\text{eff}} \) and the parameters \( \varepsilon_{\text{eff}} \) that appear when a bulk effective parameter model of a metafilm is attempted). Furthermore, the fields appearing in the GSTCs are “macroscopic” fields, in the sense that they exhibit no variations on a length scale comparable to scatterer dimensions or spacing, but only on larger scales such as the wavelength in the surrounding medium.

Note that in this paper, we refer to the parameters in (1) as “surface susceptibilities” (as discussed in [9] and [11]-[14]) and use neither the term “effective surface polarizability densities” nor the notations \( \mathbf{a}_{\text{MS}} \) for them, as was done in [1]. This change in terminology was made in order to be less cumbersome and to be consistent with other work [15]-[17]. When comparing (1) with the GSTCs given in [1], it should be noted that \( \mathbf{X}_{y} \) corresponds to \( \mathbf{a}_{\text{MS}} \), the minus sign originating from the definition of magnetic polarizability used in [1]. We should also emphasize that the GSTCs of (1) are appropriate only for metafilms. Metasurfaces with other structures will require a different form of the GSTCs [9], [12].

The GSTCs derived in [1] and given in (1) are limited in three ways. First of all, the derivation in [1] assumed that the
scatterers were in infinite free space, while in the analysis to be carried out in this paper, the scatterers can be embedded in the interface between two different magnetodielectric media. Second, the derivation in [1] assumes only dipole interactions between the scatterers. In doing so, Clausius–Mossooci type models were derived for the surface susceptibilities, assuming that the scatterers are not “too” closely spaced. That assumption will break down if the scatterers become tightly packed. Finally, the derivation in [1] assumes that only diagonal terms appear in the surface susceptibility dyadics as in (3). For arbitrarily shaped and/or coated scatterers, we could expect off-diagonal terms to appear in these dyadics. In fact, without giving a formal proof, Dimitriadis et al. [18] and Saleh et al. [19] conjectured that off-diagonal terms should be present in general. In fact, it has been shown that off-diagonal terms are present in the GSTCs derived for an arbitrarily shaped coated wire grating [12], a similar though related structure.

In this paper, we present a systematic approach based on the technique of multiple-scale homogenization in order to fully characterize the field interaction at the surface of a metafilm shown in Fig. 1. By this derivation, we will overcome the three limitations of the work in [1] noted earlier. This method will be used to derive GSTCs: equivalent (or “averaged”) boundary conditions for the metafilm. Due to the geometry of the metafilm, the fields at the interface have both a behavior localized near the scatterers and a global (or average) behavior. The localized field behavior varies on a length scale of the order of the spacing of the scatterers, while the global field behavior varies on a scale of the order of a wavelength. The local field behavior can be separated from that of the average field (through multiple-scale homogenization [12], [20]–[27]), representing the field as a product of two functions, one carrying the fine structure and the other the global behavior. A consequence of our analysis is a set of GSTCs for the average or macroscopic field. Hence, the EM scattering from a metafilm can be approximated by applying the GSTCs at the interface between the two different homogeneous media on either side of the metafilm, as indicated in Fig. 2. These GSTCs, along with Maxwell’s equations, are all that is needed to determine macroscopic scattering, transmission, and reflection from the metafilm. If the scale at which information about the field is needed is significantly larger than the fine scale of the system under study, we can discard the information about microscopic field variation, and use only the macroscopic variation of the field (to which only the equivalent boundary condition will apply). If desired, however, the local field behavior can later be reconstructed from the effective fields and associated boundary conditions.

In this paper, we will show that the homogenization-based derivation results in GSTCs of the same form as those obtained from the dipole-interaction model [1], but are not limited to sparsely spaced scatterers and contain off-diagonal terms for the surface susceptibilities in the case of arbitrarily shaped scatterers. We note that multiple-scale homogenization has recently been used to analyze some aspects of the EM problem for thin periodic arrays and layers [28], [29], but these authors have not obtained GSTCs, which is the goal of this paper.

This paper is organized as follows. After Section I, Section II lays out the framework of the homogenization technique; we formulate the problem and present the asymptotic expansion of the solution and the boundary conditions that must be satisfied for each term of the expansion. In Section III-A, the lowest-order terms of the asymptotic expansion are obtained, and in Section III-B, we solve for the first-order terms in the expansion, from which we derive the GSTCs for the metafilm. Section IV compares results of this paper to those obtained from a Clausius–Mossooci type model. Section V summarizes the results obtained in this paper, while some details of the derivations are presented in the appendixes.

II. FORMULATION AND ASYMPTOTIC EXPANSIONS

The derivation of the GSTCs is largely analogous to the analysis used in [12] and [25]–[27], and we will omit some details when they can be found in these earlier works. This section is divided into several subsections, each covering different aspects of the derivation. Section II-A involves expanding the fields in powers of \( k_0 p \) (where \( p \) is the period of the array, \( k_0 = \sqrt{\mu_0 \epsilon_0} \) is the free-space wavenumber, and \( \omega \) is the angular frequency corresponding to an assumed \( \exp(j\omega t) \) time dependence) and determining boundary conditions for various field components. Solution of these boundary-value problems will eventually lead to the GSTCs for the effective fields.

A. Asymptotic Expansion of Maxwell’s Equations

Assume that an EM field is incident onto the array of scatterers, as shown in Figs. 1 and 2. This array of scatterers is periodic in the \( xy \) plane. For generality, we have assumed that the two media on either side of the metafilm are homogeneous and have different dielectric and magnetic constitutive parameters. In this analysis, we also assume that the scatterers are perfect electric conductors (PECs). However, if we assume that the scatterers are composed of more general materials (i.e., magnetodielectric scatterers with either large or small material contrasts), the GSTCs will have the same form and differ only in the specific values of the electric and magnetic surface susceptibilities of the metafilm. In fact, it can be shown that the surface susceptibilities for more general scatterers can exhibit bianisotropic properties. By assuming PEC scatterers, we can more easily lay out the essential features of the analysis without the additional encumbrances that could obscure its understanding. In the case were there are large field variations inside the scatterers (which would be the case for either highly conducting scatterers or when there are resonances in the scatterers), the problem would require the use of a stiff homogenization method, similar to that used in [25] and [30]–[33].

Since the period \( p \) of the array is assumed to be small, there are two spatial length scales, one (the free-space wavelength \( \lambda_0 \)) corresponding to the source or incident wave, and the other \( p \) corresponding to the microstructure of the periodic array of scatterers. The fields will exhibit a multiple-scale type variation that is associated with the microscopic and macroscopic structures of the problem. As in
where \( D^{(A,B)^T} = \epsilon_0 \mu_r E^{(A,B)^T} \) and \( H^{(A,B)^T} \) are the total fields containing both the localized and global behaviors, \( \mu_r \) is the relative permeability, and \( \epsilon_r \) is the relative permittivity at a given observation point. The superscripts A and B denote the regions above and below the plane of the metamfilm, respectively.

Continuing as in [25]–[27], a multiple-scale representation for the fields in both regions is used

\[
E^T (r, \xi) = E^T \left( \frac{\hat{r}}{k_0}, \xi \right)
\]

and similarly for the other fields. Here

\[
r = xa_x + ya_y + za_z
\]

is the slow spatial variable, \( \hat{r} \) is a dimensionless slow variable given by [26]

\[
\hat{r} = k_0 r
\]

and \( \xi \) is a scaled dimensionless variable referred to as the fast variable and defined as

\[
\xi = \frac{r}{p} = \frac{a_x x + a_y y + a_z z}{p} = a_x \xi_x + a_y \xi_y + a_z \xi_z
\]

where \( p \) is the period of the scatterers composing the metamfilm, which is assumed to be small compared with all other macroscopic lengths in the problem. The slow variable \( \hat{r} \) changes significantly over distances on the order of a wavelength, while the fast variable shows changes over much smaller distances comparable to \( p \).

Microscopic variations of the fields in regions A and B with \( \xi \) should be expected close to the array, but once away from the array this behavior should die out. This suggests a boundary-layer field representation for the localized terms. The total fields can thus be expressed in a form making this boundary-layer effect explicit, as follows:

\[
E^T = E(\hat{r}) + e(\hat{r}, \xi)
\]

and similarly for \( H^T \). If necessary, we will add a superscript \( A \) or \( B \) to a field to emphasize that it is to be evaluated in \( y > 0 \) or \( y < 0 \), respectively. The fields \( E \) and \( H \) are “nonboundary-layer” fields, to be referred to henceforth as the effective fields. The fields \( e \) and \( h \) are the boundary-layer terms; due to the periodic nature of the array of scatterers, these fields are assumed to be periodic in \( \xi_x \) and \( \xi_z \) with period 1, but to decay exponentially in \( \xi_y \).

\[
e \text{ and } h = O(e^{-(\text{const})\xi_y^1}) \text{ as } |\xi_y| \to \infty.
\]

Note that the boundary-layer terms are functions of both the fast and slow variables. Following similar arguments as in [26], the boundary-layer fields are seen to be functions of only five variables: the slow variables \( (\hat{x}, \hat{z}) \) at the interface that we will represent succinctly by the tangential position vector \( \hat{r}_o = a_x \hat{x} + a_z \hat{z} = k_0 r_o \), and \( \xi \)

\[
e(\hat{r}_o, \xi).
\]

To perform the multiple-scale analysis, the del operator must be expressed in terms of the scaled variables and can be represented as [26]

\[
\nabla \to k_0 \nabla + \frac{1}{\nu} \nabla \xi
\]

where

\[
\nabla_{\hat{r}} = a_x \partial_{\hat{x}} + a_y \partial_{\hat{y}} + a_z \partial_{\hat{z}}
\]

and

\[
\nabla_{\xi} = a_x \partial_{\xi_x} + a_y \partial_{\xi_y} + a_z \partial_{\xi_z}
\]

With the del operator defined in this manner, Maxwell’s equations become

\[
\nabla_{\hat{r}} \times E + \nabla_{\hat{r}} \times e + \frac{1}{\nu} \nabla_{\xi} \times e = -j \varepsilon_0 (B + b)
\]

\[
\nabla_{\hat{r}} \times H + \nabla_{\hat{r}} \times h + \frac{1}{\nu} \nabla_{\xi} \times h = j \mu_0 (D + d)
\]

where \( \nu \) is a small dimensionless parameter defined by

\[
\nu = k_0 p
\]

and \( c \) is the speed of light in vacuo.

We now turn our attention to the relative permeability \( (\mu_r) \) and relative permittivity \( (\varepsilon_r) \) of the two media, which are given by

\[
\varepsilon_r = \left[ \begin{array}{c}
\varepsilon_A(y > 0) \\
\varepsilon_B(y < 0)
\end{array} \right] : \mu_r = \left[ \begin{array}{c}
\mu_A(y > 0) \\
\mu_B(y < 0)
\end{array} \right]
\]

where \( \epsilon_{A,B} \) and \( \mu_{A,B} \) are the background relative permittivity and permeability of the upper and lower regions A and B, respectively. Note that as defined here, they may be discontinuous across the plane \( \xi_y = 0 \) (i.e., \( y = 0 \)). The reference plane \( y = 0 \) is the dividing line between the two values of background constitutive parameters. It can be chosen to be any convenient position in the boundary layer, even above or below the metamfilm. For simplicity, we will assume that the \( y = 0 \) plane cuts the scatterers composing the metamfilm into two parts (see Fig. 3). A different reference plane location would cause a change in the eventual GSTC obtained, which in turn would result in a phase shift of reflection and transmission coefficients determined from it. This point is discussed in more detail in [26], [34], and [35]. With this description of the material properties, the constitutive equations (5) become

\[
D = \varepsilon_0 \varepsilon_r E : B = \mu_0 \mu_r H
\]

\[
d = \varepsilon_0 \varepsilon_r e : b = \mu_0 \mu_r h.
\]

Now, the boundary-layer terms of (16) vanish by (11) as \( |\xi_y| \to \infty \). Thus, the fields away from the metamfilm obey the following macroscopic Maxwell equations:

\[
\nabla_{\hat{r}} \times E = -j \varepsilon_0 \varepsilon_r E
\]

\[
\nabla_{\hat{r}} \times H = j \mu_0 \mu_r H
\]
and so on. Furthermore, the different orders of the boundary-layer fields satisfy the following sets of equations; for order $\nu^{-1}$:
\[
\nabla_\xi \times \mathbf{e}^0 = 0 \\
\nabla_\xi \times \mathbf{h}^0 = 0
\] (24a)
(24b)

while for order $\nu^m$ ($m = 0, 1, \ldots$)
\[
\nabla_\xi \times \mathbf{e}^{m+1} = -j c \mathbf{b}^m - \nabla_r \times \mathbf{e}^m \\
\nabla_\xi \times \mathbf{h}^{m+1} = j c \mathbf{d}^m - \nabla_r \times \mathbf{h}^m.
\] (25a)
(25b)

We can understand (25) to also hold for $m = -1$ if we put $\mathbf{e}^{-1} = 0$ and $\mathbf{h}^{-1} = 0$. By taking the fast divergence $\nabla_\xi$ of (25) and using some standard vector identities, we have
\[
\nabla_\xi \cdot \mathbf{b}^{m+1} = -\nabla_r \cdot \mathbf{b}^m \\ 
\nabla_\xi \cdot \mathbf{d}^{m+1} = -\nabla_r \cdot \mathbf{d}^m
\] (26)

and specifically
\[
\nabla_\xi \cdot \mathbf{b}^0 = 0 \\ 
\nabla_\xi \cdot \mathbf{d}^0 = 0.
\] (27)

which, along with (25), serve to determine the higher order boundary-layer fields. Equations (24) and (27) show that $\mathbf{e}^0$ and $\mathbf{h}^0$ are static fields that are periodic in $\xi_\parallel$ and $\xi_\perp$, and decay exponentially as $|\xi_\parallel| \to \infty$.  

From this multiple-scale representation of the fields, it is seen that the effective fields are governed by the macroscopic Maxwell’s equations (19), as expected. On the other hand, the boundary-layer fields are governed by the static field equations (24) and (27) at the zeroth order, and by (25) and (26) at the first order.

In order to complete the mathematical definition of the problem, boundary conditions must be specified. When this is done, the effective fields on the metamaterial reference plane can be related to the boundary-layer fields at the metamaterial interface. In Section III-B, it will be shown that to the first order, the boundary conditions for the effective fields depend only on the zeroth-order boundary-layer fields. Once the zeroth-order boundary-layer fields are determined (governed by (24) and (27)), the desired first-order boundary conditions for the effective fields can be obtained.

Let us remark here that another approach to the analysis of this problem would be the use of Bloch–Floquet mode expansions. The relation between this and the multiple-scale homogenization has been discussed in [36]–[39]. In essence, under the condition that only the fundamental Bloch mode(s) propagate, the nonboundary-layer field will be the leading term in the low-frequency expansion of the fundamental mode(s), while all the higher order Bloch modes taken together (again, taking the leading term in their low-frequency expansion) will constitute the boundary-layer field.

### B. Boundary Conditions at the Interface and on the Scatterers

The boundary conditions for the fields on the metamaterial will now be applied. Before this is done, we will first define the surfaces and boundaries that will be needed in the analysis. In what follows, various integrations will be performed over portions of the periodic unit cell shown in Figs. 3 and 4.
Fig. 4. 3-D view of the period cell.

Regions $V_A$ and $V_B$ are the portions of the unit cell lying outside the scatterer surface $S_3$, in $\xi_y > 0$ or $\xi_y < 0$, respectively. The interior of the scatterer is denoted by $V$, which is divided into the portions $V_{A\ell} \cup V_{B\ell}$ lying above and below $\xi_y = 0$, respectively. The entire volume of the period cell exterior to the scatterer will be denoted as $V = V_A \cup V_B$. The boundaries of these regions are denoted by $\partial A$ and $\partial B$, respectively, with the unit normal vector $a_n$ always taken “into” region $V_A$ or $V_B$; in particular

$$a_n|_{\partial A} = -a_n|_{\partial B} = a_y$$

(28)

in the gap portion of the plane $\xi_y = 0$, denoted by $\partial A_g$ or $\partial B_g$. The other portions of $\partial A$ and $\partial B$ are: the portions $\partial A_y$ and $\partial B_y$ of the boundary $S_y$ of the PEC scatterer that lie in $V_A$ or $V_B$, respectively (Fig. 3); hence, $S_y = \partial A_y \cup \partial B_y$. Our convention for $a_n$ means that it is always directed outward from $S_y$. The remaining portions of $\partial A$ and $\partial B$ are the sidewalls of the period cell

$$S_1 = \partial A_1 \cup \partial B_1, \quad S_2 = \partial A_2 \cup \partial B_2, \quad S_3 = \partial A_3 \cup \partial B_3, \quad S_4 = \partial A_4 \cup \partial B_4$$

(29)

where

- $\partial A_1$: $(\xi_x = 0, \xi_y > 0$ and $0 < \xi_z < 1)$
- $\partial A_2$: $(\xi_x = 1, \xi_y > 0$ and $0 < \xi_z < 1)$
- $\partial A_3$: $(0 < \xi_x < 1, \xi_y > 0$ and $\xi_z = 0)$
- $\partial A_4$: $(0 < \xi_x < 1, \xi_y > 0$ and $\xi_z = 1)$
- $\partial B_1$: $(\xi_x = 0, \xi_y < 0$ and $0 < \xi_z < 1)$
- $\partial B_2$: $(\xi_x = 1, \xi_y < 0$ and $0 < \xi_z < 1)$
- $\partial B_3$: $(0 < \xi_x < 1, \xi_y < 0$ and $\xi_z = 0)$
- $\partial B_4$: $(0 < \xi_x < 1, \xi_y < 0$ and $\xi_z = 1)$

Various boundary conditions hold on different portions of the boundaries of these regions. The boundary-layer fields $E^m$ and $h^m$ must decay exponentially to zero on $\partial A_\infty$ (corresponding to the boundary where $\xi_y \to \infty$, and on $\partial B_\infty$ (where $\xi_y \to -\infty$). They must also be periodic in $\xi_x$ and $\xi_z$.

On the remaining parts of the boundary, let us consider the $E$ field first. In the gap $\partial A_g$ or $\partial B_g$, the total tangential field is continuous, while on the surface of the scatterers, the total tangential $E$-field is zero

$$a_n \times E^A \big|_{\partial A_g} = -a_n \times E^B \big|_{\partial B_g} = 0$$

(30)

and

$$a_n \times E^A \big|_{\partial A_y} = a_n \times E^B \big|_{\partial B_y} = 0$$

(31)

We can evaluate the effective fields appearing in the expression for the fields on the scatterers by extrapolation relative to the reference plane $y = 0$ (Fig. 3) using a Taylor series in $y$. Any function of the slow variables only can thus be expanded in the boundary layer as

$$f(r) = f(x, 0, z) + v_{xy} \frac{\partial f(x, y, z)}{\partial y}|_{y=0} + O(v^2)$$

(32)

where $\hat{y} = k_0 y = v_{xy}$ was used. Using expansions (21) and (32), (31) can be expanded up to terms of order $v$ to give the boundary conditions for the tangential $E$-field on $\partial A_y$ as

$$v^0: a_n \times e^{A0} \big|_{\partial A_y} = -a_n \times E^{00}(r_o)$$

(33)

$$v^1: a_n \times e^{A1} \big|_{\partial A_y} = -v_{xy} a_n \times \left[ \frac{\partial}{\partial y} E^{A0} \right]_{y=0} - a_n \times E^{A1}(r_o)$$

(34)

and so on. Likewise, on $\partial B_y$, we have

$$v^0: a_n \times e^{B0} \big|_{\partial B_y} = -a_n \times E^{B0}(r_o)$$

(35)

$$v^1: a_n \times e^{B1} \big|_{\partial B_y} = -v_{xy} a_n \times \left[ \frac{\partial}{\partial y} E^{B0} \right]_{y=0} - a_n \times E^{B1}(r_o)$$

(36)

Using (21) and (30), in the gap [denoted by $(\partial A_g \cup \partial B_g)$], we have

$$a_y \times (e^{Am} - e^{Bm}) \big|_{\partial A_g \cup \partial B_g} = -a_y \times \left[ E^{Am}(r_o) - E^{Bm}(r_o) \right]$$

(37)

where $m = 0, 1, \ldots$ denotes the order of the field in expansion (21). The continuity of the total tangential $H$ in the gap gives

$$a_y \times (h^{Am} - h^{Bm}) \big|_{\partial A_g \cup \partial B_g} = -a_y \times \left[ H^{Am}(r_o) - H^{Bm}(r_o) \right]$$

(38)

Static problems require boundary conditions on both tangential and normal field components to ensure uniqueness (except when unknown surface charges and current are involved). Thus, in the gaps, we must also impose that the normal component of the total $D$-field is continuous

$$a_n \cdot D^A \big|_{\partial A_g} = -a_n \cdot D^B \big|_{\partial B_g}$$

(39)
from which we get
\[ a_y \cdot [d^{Am} - d^{Bm}]|_{\partial A_k / \partial B_k} = -a_y \cdot [D^{Am}(r_o) - D^{Bm}(r_o)]. \] (40)

Likewise, the normal component of the total B-field on the scatterers is zero, and across the gaps between the PEC scatterers, it is continuous; in the gap, we have
\[ a_y \cdot B^{A,T} |_{\partial A_k} = -a_y \cdot B^{B,T} |_{\partial B_k}. \] (41)
while on the scatterers
\[ a_n \cdot B^{A,T} |_{\partial A_k} = a_n \cdot B^{B,T} |_{\partial B_k} = 0. \] (42)

On \( \partial A_k \), this gives
\[ v^0: a_n \cdot b^{A0} |_{\partial A_k} = -a_n \cdot B^{A0}(r_o) \] (43)
\[ v^1: a_n \cdot b^{A1} |_{\partial A_k} = -\frac{\partial}{\partial x} a_n \cdot \left[ \nabla \left( B^{A0} \right) \right]_{y=0} = -a_n \cdot B^{A1}(r_o) \] (44)
and on \( \partial B_k \), we have
\[ v^0: a_n \cdot b^{B0} |_{\partial B_k} = -a_n \cdot B^{B0}(r_o) \] (45)
\[ v^1: a_n \cdot b^{B1} |_{\partial B_k} = -\frac{\partial}{\partial x} a_n \cdot \left[ \nabla \left( B^{B0} \right) \right]_{y=0} = -a_n \cdot B^{B1}(r_o) \] (46)
while in the gap, we have
\[ a_y \cdot [b^{Am} - b^{Bm}] |_{\partial A_k / \partial B_k} = -a_y \cdot [B^{Am}(r_o) - B^{Bm}(r_o)]. \] (47)

C. Continuity Conditions on the Zeroth-Order Effective Fields at the Reference Surface

The solvability constraints obtained in Appendix B can be used to obtain continuity conditions on the macroscopic fields. Using (24a) and (96), we have the first of the desired boundary conditions for the zeroth-order electric field
\[ a_y \times [E^{A0}(r_o) - E^{B0}(r_o)] = 0. \] (48)
In a similar way, from (24b) and (108), we get
\[ a_y \times [H^{A0}(r_o) - H^{B0}(r_o)] = 0. \] (49)
From the solvability conditions (97) and (103) together with (27), we obtain the continuity of the normal components of \( B^0 \) and \( D^0 \) at \( y = 0 \)
\[ a_y \cdot [D^{A0}(r_o) - D^{B0}(r_o)] = 0 \] (50)
\[ a_y \cdot [B^{A0}(r_o) - B^{B0}(r_o)] = 0. \] (51)
To the zeroth order, the tangential components of the effective \( E \)- and \( H \)-fields and the normal components of \( D \) and \( B \) are continuous across the metalin, just as they are at an ordinary material interface in the absence of surface current and charge densities.

III. Derivation of the GSTCs

In this section, we will derive generalized transfer-type boundary conditions for the effective fields at the reference surface \( y = 0 \), as defined in Fig. 2. The derivation will be based on some integral identities derived in the appendixes. We first explicitly state the governing equations for the zeroth-order boundary-layer fields and introduce some normalized boundary-layer fields. Then, we express the effective fields at this surface in terms of surface integrals of these zeroth-order normalized boundary-layer fields. These integrals are finally evaluated so as to obtain the desired GSTCs.

A. Lowest-Order Boundary-Layer Fields

With the fields separated into effective and boundary-layer terms (that obey the appropriate differential equations and boundary conditions), it is possible to analyze them individually at each order of \( \nu \). The zeroth-order boundary-layer fields \( e^0 \) and \( h^0 \) are of particular importance, because integrals of these fields will turn out to be directly related to the surface susceptibilities that characterize the metalin. They are governed by (24) and (27), together with the relevant boundary conditions, which for convenience, we gather together here for the electric field
\[ \text{for } \xi \in V: \nabla_\xi \times e^0 = 0 \] (52a)
\[ \text{for } \xi \in V: \nabla_\xi \cdot (\epsilon \cdot e^0) = 0 \] (52b)
\[ a_n \times [e^{A0} + e^{A0}(r_o)]|_{\partial A_k} = 0 \] (52c)
\[ a_n \times [e^{B0} + e^{B0}(r_o)]|_{\partial B_k} = 0 \] (52d)
\[ a_y \times [e^{A0} - e^{B0}]|_{\partial A_k / \partial B_k} = 0 \] (52e)
\[ a_y \cdot [d^{A0} - d^{B0}]|_{\partial A_k / \partial B_k} = 0 \] (52f)

and for the magnetic field
\[ \text{for } \xi \in V: \nabla_\xi \times h^0 = 0 \] (53a)
\[ \text{for } \xi \in V: \nabla_\xi \cdot (\eta \cdot h^0) = 0 \] (53b)
\[ a_n \cdot [h^{A0} + h^{A0}(r_o)]|_{\partial A_k} = 0 \] (53c)
\[ a_n \cdot [h^{B0} + h^{B0}(r_o)]|_{\partial B_k} = 0 \] (53d)
\[ a_y \cdot [h^{A0} - h^{B0}]|_{\partial A_k / \partial B_k} = 0 \] (53e)
\[ a_y \cdot [d^{A0} - d^{B0}]|_{\partial A_k / \partial B_k} = 0. \] (53f)

It will be useful to express the zeroth-order boundary-layer fields in terms of the effective fields at \( y = 0 \). The boundary conditions for the zeroth-order boundary-layer fields contain only the macroscopic fields at the reference plane \( y = 0 \) as sources (forcing terms), so the boundary-layer fields will be proportional to these forcing terms. Since the zeroth-order effective \( E_x, E_z \), and \( D_z \) are continuous at the interface, we may omit the superscript A or B on these. From (52), we can see that the sources for \( e^0 \) are \( E_x^0(r_o), D_y^0(r_o), \) and \( E_z^0(r_o) \), with an analogous statement holding for \( h^0 \). By superposition, we see that \( e^0 \) and \( h^0 \) must, therefore, have the following form:
\[ e^0 = E_x^0(r_o)\mathcal{E}_1(\xi) + \frac{D_y^0(r_o)}{\epsilon_0} E_z^2(\xi) + E_z^0(r_o)\mathcal{E}_3(\xi) \] (54)
\[ h^0 = H_x^0(r_o)\mathcal{H}_1(\xi) + \frac{B_y^0(r_o)}{\mu_0} \mathcal{H}_2(\xi) + H_z^0(r_o)\mathcal{H}_3(\xi) \] (55)
where \( \mathcal{E}_1 \) and \( \mathcal{H}_i \) are dimensionless functions of the fast variables only, the governing equations needed for whose determination are given in Appendix D. Hereafter, it will
sometimes be convenient to use numerical indices i or
k = 1, 2, 3 to denote the coordinates x, y, or z, respectively.
Thus, \( \mathbf{a}_1 = \mathbf{a}_x \), \( \mathbf{a}_2 = \mathbf{a}_y \), and \( \mathbf{a}_3 = \mathbf{a}_z \). The subscript i in \( \mathcal{E}_i \)
or \( \mathcal{H}_i \) indicates the component of the macroscopic “source”
field that produces it.

Using the representations (54) and (55) of \( \mathbf{e}^0 \) and \( \mathbf{h}^0 \), the
curl with respect to the slow spatial variable of each of these fields is expressed as

\[
\nabla \times \mathbf{e}^0 = -\mathcal{E}_1 \times \nabla_{i,j} E_x^0(r_0) - \frac{1}{\varepsilon_0} \varepsilon_2 \times \nabla_{i,j} D_y^0(r_0) - \mathcal{E}_3 \times \nabla_{i,j} \mathcal{E}_x^0(r_0),
\]

\[
\nabla \times \mathbf{h}^0 = -\mathcal{H}_1 \times \nabla_{i,j} H_x^0(r_0) - \frac{1}{\mu_0} \mu_2 \times \nabla_{i,j} B_y^0(r_0) - \mathcal{H}_3 \times \nabla_{i,j} \mathcal{H}_x^0(r_0). \tag{56}
\]

The subscript “\( i \)” corresponds to derivatives with respect
to \( x \) and \( z \) only: \( \mathbf{e} \) and \( \mathbf{h} \) are independent of \( y \), so the
curl expressions on the left-hand side of (56) contain no \( y \)-derivatives.

### B. Solvability Conditions for the First-Order Fields and the GSTCs

Thus far, we have obtained boundary conditions only for
the zeroth-order effective fields. In this section, the first-order effective fields are investigated, and the essential boundary conditions for them are derived by enforcing solvability
conditions on the first-order boundary-layer fields. These results
will then be used to obtain the GSTCs.

We start by applying (25a) and (98) to get

\[
\mathbf{a}_y \times [\mathcal{E}^A(r_0) - \mathcal{E}^B(r_0)]
= -\mathbf{a}_y \times \left[ \hat{\mathbf{V}}_{x;A} \frac{\partial \mathcal{E}^A}{\partial y} + \hat{\mathbf{V}}_{x;B} \frac{\partial \mathcal{E}^B}{\partial y} \right]_{y=0}
+ \frac{1}{\varepsilon_0} \mathbf{a}_y \times \nabla_{i,j} D_y^0(r_0), \tag{57}
\]

where \( \hat{\mathbf{V}}_{x;A} \) and \( \hat{\mathbf{V}}_{x;B} \) are the scaled volumes of the scatterer that
are above and below \( \xi = 0 \) (see Appendix A). All integrals in
this paper are understood to be with respect to the fast variable \( \xi \). From the components of Faraday’s law transverse to \( y \), we have

\[
\mathbf{a}_y \times \frac{\partial \mathcal{E}^0}{\partial y} \bigg|_{r_0} = -j \eta_0 \mu_0 \left[ \mathbf{a}_x H^0_x(r_0) + \mathbf{a}_z H^0_z(r_0) \right]
+ \frac{1}{\varepsilon_0 \varepsilon_r} \mathbf{a}_y \times \nabla_{i,j} D_y^0(r_0), \tag{58}
\]

where \( \eta_0 = \sqrt{\mu_0 / \varepsilon_0} \) is the free-space wave impedance, so expression (57) becomes

\[
\mathbf{a}_y \times [\mathcal{E}^A(r_0) - \mathcal{E}^B(r_0)]
= j \eta_0 \mu_0 \left[ \hat{\mathbf{V}}_{x;A} + \frac{\hat{\mathbf{V}}_{x;B}}{\varepsilon_B} \right] H^0_x(r_0)
- \frac{1}{\varepsilon_0} \left( \frac{\hat{\mathbf{V}}_{x;A}}{\varepsilon_A} + \frac{\hat{\mathbf{V}}_{x;B}}{\varepsilon_B} \right) \mathbf{a}_y \times \nabla_{i,j} D_y^0(r_0)
+ \frac{1}{\varepsilon_0} \mathbf{a}_y \times \nabla_{i,j} D_y^0(r_0), \tag{59}
\]

Using (54) and (55), the two integrals is this expression become

\[
-j \mu_0 \int_{\mathcal{S}_1} \mathbf{h}^0 \times \nabla_{i,j} D_y^0(r_0)
= -j \eta_0 \int_{\mathcal{S}_1} \mu_0 \left[ H^0_x(r_0) \hat{\mathcal{E}}_1 + \frac{1}{\mu_0} \hat{\mathcal{H}}_2 + \frac{1}{\mu_0} \hat{\mathcal{H}}_3 \right] \cdot D_y^0(r_0)
+ \int_{\mathcal{S}_2} \hat{\mathcal{E}}_1 \cdot D_y^0(r_0)
+ \int_{\mathcal{S}_3} \hat{\mathcal{E}}_3 \cdot D_y^0(r_0), \tag{60}
\]

Using procedures similar to those in [12, Appendix C], it can be shown that \( \int_{\mathcal{S}_2} \mathbf{h}^0 \cdot D_y^0 \) has only a y-component while \( \int_{\mathcal{S}_1} \mathbf{h}^0 \cdot D_y^0 \) have no y-components. With this and the fact that the y-component of Faraday’s Law for the zeroth-order effective field

\[
j \mu_0 \int_{\mathcal{S}_1} \mathbf{h}^0 \times \mathbf{e}^0 \bigg|_{y=0} = 0 \tag{61}
\]

the y-components of (59) can be shown to cancel. The jump in the first-order effective E-field across the metalfilm becomes

\[
\mathbf{a}_y \times [\mathcal{E}^A(r_0) - \mathcal{E}^B(r_0)]
= -\mathbf{a}_x \eta_0 \left[ \frac{\hat{\mathbf{V}}_{x;A}}{p} \mathcal{H}^0_x(r_0) + \frac{\hat{\mathbf{V}}_{x;B}}{p} \mathcal{H}^0_x(r_0) \right]
- \mathbf{a}_z \eta_0 \left[ \frac{\hat{\mathbf{V}}_{x;A}}{p} \mathcal{H}^0_z(r_0) + \frac{\hat{\mathbf{V}}_{x;B}}{p} \mathcal{H}^0_z(r_0) \right]
- \mathbf{a}_y \times \nabla_{i,j} \left[ \frac{\hat{\mathbf{V}}_{x;A}}{p} \mathcal{E}^0_x + \frac{\hat{\mathbf{V}}_{x;B}}{p} \mathcal{E}^0_x \right] \bigg|_{y=0}. \tag{62}
\]

where the coefficients \( \chi_{ES} \) and \( \chi_{MS} \) are defined in terms of the
various integrals in (60) and are given in (128) and (129), see Appendix E. These coefficients have units of meters and are interpreted as effective electric and magnetic surface
susceptibilities of the metalfilm.

We now turn to the derivation of a jump condition for the first-order tangential \( H \)-field, and we start by applying (25b) and (109)

\[
\mathbf{a}_y \times [\mathcal{H}^A(r_0) - \mathcal{H}^B(r_0)]
= j \mu_0 \int_{\mathcal{S}_1} \mathbf{h}^0 \bigg|_{y=0} \cdot \mathbf{e}^0 \bigg|_{y=0} \ dS_z
- \mathbf{a}_x \times \nabla_{i,j} \left[ \frac{\hat{\mathbf{V}}_{x;A}}{p} \mathcal{H}^0_x + \frac{\hat{\mathbf{V}}_{x;B}}{p} \mathcal{H}^0_x \right] \bigg|_{y=0}. \tag{63}
\]

Using (113) for the y-components and (115) for the transverse
components, the first and second terms on the right-hand side of (63) can be rewritten to give

\[
\int_{\mathcal{S}_1} \mathbf{h}^0 \bigg|_{y=0} \cdot \mathbf{e}^0 \bigg|_{y=0} \ dS_z
= \mathbf{a}_x \int_{\mathcal{S}_2} \mathbf{a}_z \cdot \mathbf{d} \cdot dS_z + \mathbf{a}_z \int_{\mathcal{S}_3} \mathbf{a}_x \cdot \mathbf{d} \cdot dS_z, \tag{64}
\]

where the surfaces \( \mathcal{S}_2 \) and \( \mathcal{S}_3 \) are defined in (29). Taking the slow divergence of (116) and using some vector identities,
the third and fourth terms on the right-hand side of (63) can be rewritten, giving

$$-\nabla_{t,\tau} \times \int_v h^0 \, dV_z - \oint_{S_3} \mathbf{a}_n \cdot (\nabla_{t,\tau} \times h^0) \, dS_z = a_x \nabla_{t,\tau} \times \left[ a_x \times \int_{S_3} h^0 \, dS_z \right] + a_z \nabla_{t,\tau} \times \left[ a_z \times \int_{S_3} h^0 \, dS_z \right].$$

(65)

The last terms on the right-hand side of (63) can be transformed by using the portion of Ampère’s Law transverse to $y$

$$a_y \times \frac{\partial H^0}{\partial y} \bigg|_{r_0} = \int_{\eta_0}^{\eta} E^0_x(r_0) \, \frac{1}{\mu_r} a_y \times \nabla_{t,\tau} \left[ \frac{B^0_y(r_0)}{\mu_0} \right].$$

(66)

Combining (63)–(65), and using (54) and (55), we obtain

$$a_y \times [\mathbf{H}^A(r_0) - \mathbf{H}^B(r_0)] = a_x \frac{j}{\eta_0} \left[ \frac{\hat{x}y}{p} E^0_x(r_0) + \frac{\hat{z}y}{p} \frac{D^0_y(r_0)}{\epsilon_0} + \frac{\hat{z}x}{p} E^0_z(r_0) \right]
+ a_z \frac{j}{\eta_0} \left[ \frac{\hat{z}y}{p} E^0_x(r_0) + \frac{\hat{z}y}{p} \frac{D^0_y(r_0)}{\epsilon_0} + \frac{\hat{z}x}{p} E^0_z(r_0) \right]
- a_y \times \nabla_{t,\tau} \left[ \frac{\hat{z}x}{p} H^0_x \frac{B^0_y(r_0)}{\mu_0} + \frac{\hat{z}x}{p} \frac{B^0_z(r_0)}{\mu_0} + \frac{\hat{z}x}{p} H^0_z \right].$$

(67)

These remaining effective surface susceptibilities dyadics are given in (128) and (129). The expressions (128) and (129) are the components of the $3 \times 3$ dyadic electric and magnetic surface susceptibilities needed to fully characterize the metafilm.

Now that we have boundary conditions for the zeroth-order and first-order fields [i.e., (48), (49), (62), and (67)], boundary conditions for the total effective fields can be obtained. Using (21), the boundary condition for the total effective $E$-field at the $y = 0$ plane is expressed to the first order in $v$ as

$$a_y \times [\mathbf{E}^A(r_0) - \mathbf{E}^B(r_0)] = a_y \times [\mathbf{E}^A(r_0) - \mathbf{E}^B(r_0)]
+ v a_y \times [\mathbf{E}^A(r_0) - \mathbf{E}^B(r_0)] + O(v^2).$$

(68)

By (48), the first term of the right-hand side of this expression is zero. Using $v = \rho k_0$, $(\partial/\partial \hat{y}) = (1/k_0)(\partial/\partial \hat{x})$, and $(\partial/\partial \hat{z}) = (1/k_0)(\partial/\partial \hat{z})$, the boundary condition for the effective $E$-field can be written in terms of the original unscaled variables as

$$a_y \times [\mathbf{E}^A - \mathbf{E}^B] = -j\omega \mu_0 \left[ a_x \left[ \frac{\hat{z}x}{\mu_0} H^0_x(r_0) + \frac{\hat{z}y}{\mu_0} B^0_y(r_0) + \frac{\hat{z}z}{\mu_0} H^0_z(r_0) \right]
+ a_z \left[ \frac{\hat{z}x}{\mu_0} H^0_x(r_0) + \frac{\hat{z}y}{\mu_0} B^0_y(r_0) + \frac{\hat{z}z}{\mu_0} H^0_z(r_0) \right]
- a_y \times \left[ \frac{\hat{z}x}{\mu_0} E^0_x + \frac{\hat{z}y}{\mu_0} \frac{D^0_y}{\epsilon_0} + \frac{\hat{z}x}{\mu_0} E^0_z \right].$$

(69)

and in a similar way

$$a_y \times [\mathbf{H}^A - \mathbf{H}^B] = -j\omega \mu_0 \left[ a_x \left[ \frac{\hat{z}x}{\epsilon_0} E^0_x + \frac{\hat{z}y}{\epsilon_0} \frac{D^0_y}{\mu_0} + \frac{\hat{z}x}{\epsilon_0} E^0_z \right]
+ a_z \left[ \frac{\hat{z}x}{\epsilon_0} E^0_x + \frac{\hat{z}y}{\epsilon_0} \frac{D^0_y}{\mu_0} + \frac{\hat{z}x}{\epsilon_0} E^0_z \right]
- a_y \times \left[ \frac{\hat{z}x}{\mu_0} H^0_x + \frac{\hat{z}y}{\mu_0} \frac{B^0_y}{\mu_0} + \frac{\hat{z}x}{\mu_0} H^0_z \right].$$

(70)

Although the zeroth-order fields $(E^0_x, D^0_y, E^0_z, H^0_x, B^0_y$, and $H^0_z)$ appearing in the right-hand sides of these expressions are continuous across the interface, the same is not true of terms of higher order $(m \geq 1)$, so there remains some ambiguity about how to express these right-hand sides in terms of the total effective fields $\mathbf{E}^A$, $\mathbf{E}^B$, and so on. It can be shown (the details will not be given here, but are analogous to the derivations done in [40] and [41] that if we replace the fields $\mathbf{E}^0$ and $\mathbf{H}^0$ by the average fields at the interface as in (2)

$$\mathbf{E}_{av} = \frac{1}{2}(\mathbf{E}^A + \mathbf{E}^B)$$

(71)

and similarly for $\mathbf{H}_{av}$, $\mathbf{D}_{av}$, and $\mathbf{B}_{av}$, the resulting boundary conditions are still correct to the same order $|O(k_0^2p^2)|$, and will satisfy reciprocity and conservation of energy exactly. This modification will ensure that numerical or analytical difficulties will not arise when these boundary conditions are employed. Moreover, use of this symmetric average has been shown to produce greater accuracy in numerical simulations [42] (see also [43]). Thus, the final forms of the jump conditions on the tangential effective fields are

$$a_y \times [\mathbf{E}^A - \mathbf{E}^B]_{y=0} = -j\omega \mu_0 (\vec{X}_{\text{MS}} \cdot \vec{H}_{av}) = a_y \times \nabla_{t,\tau} (a_y \cdot \vec{X}_{\text{ES}} \cdot \vec{E}_{av})$$

(72)

and

$$a_y \times [\mathbf{H}^A - \mathbf{H}^B]_{y=0} = j\omega \mu_0 (\vec{X}_{\text{ES}} \cdot \vec{E}_{av}) = a_y \times \nabla_{t,\tau} (a_y \cdot \vec{X}_{\text{MS}} \cdot \vec{H}_{av})$$

(73)

where we have used the notations

$$\vec{E}_{av} = a_x E_{av,x}(r_0) + a_y - \frac{D_{av,y}(r_0)}{\epsilon_0} + a_z E_{av,z}(r_0)$$

(74)

$$\vec{H}_{av} = a_x H_{av,x}(r_0) + a_y + \frac{B_{av,y}(r_0)}{\mu_0} + a_z H_{av,z}(r_0)$$

(75)

and the surface susceptibility dyadics are defined as

$$\vec{X}_{\text{ES}} = \hat{X}^x_{\text{ES}} a_x + \frac{\hat{x}y}{\epsilon_0} a_y + \frac{\hat{z}y}{\mu_0} a_z + \frac{\hat{x}x}{\epsilon_0} \frac{D^0_y}{\epsilon_0} + \frac{\hat{z}x}{\mu_0} \frac{B^0_y}{\mu_0} + \frac{\hat{z}x}{\epsilon_0} E^0_z$$

(76)

$$\vec{X}_{\text{MS}} = \hat{X}^x_{\text{MS}} a_x + \frac{\hat{x}y}{\mu_0} a_y + \frac{\hat{z}y}{\mu_0} a_z + \frac{\hat{x}x}{\mu_0} \frac{B^0_y}{\mu_0} + \frac{\hat{z}x}{\mu_0} \frac{B^0_z}{\mu_0} + \frac{\hat{z}x}{\mu_0} H^0_z$$

(77)

The GSTCs (72) and (73) are the main results of this paper, and we see that they have the same basic functional form as (1), which were derived in [1] using
an approach based on the approximation of only dipole interaction of the scatterers. One difference from (1) is that the material parameters \(\epsilon_{A,B}\) and \(\mu_{A,B}\) of the half-spaces on either side of the metafilm are now embedded in the definitions of the susceptibilities \(\chi_{EB}\) and \(\chi_{MS}\) rather than being displayed (less appropriately) as explicit factors in the GSTCs. Another difference between (1), and (72) and (73) is that our new expressions can have off-diagonal terms in both the electric and magnetic surface susceptibilities. These expressions show that full dyadic surface susceptibilities (including off-diagonal elements) are needed to fully characterize a metafilm composed of arbitrarily shaped scatterers. These off-diagonal terms should be different from zero was conjectured in [18] and [19], but no proof was given. The results in [18] and [19] show the importance that these off-diagonal terms can have in the reflection and transmission at a metafilm.

While the results of this paper give a rigorous prediction of the existence of off-diagonal surface susceptibilities that were conjectured in [18] and [19], the relative strength of the off-diagonal term in comparison to the diagonal terms is a function of the shape of the scatterer used to construct the metafilm, and as such, one cannot say, in general, what the relative strengths of the diagonal and off-diagonal terms will be. However, for highly symmetric scatterers, the diagonal terms will dominate in general. As shown in [19], when the scatterers are highly asymmetric, the off-diagonal terms can be of comparable size to the diagonal terms.

Off-diagonal terms have also been found to be generally present in the GSTCs derived for an arbitrarily-shaped, material-coated wire grating [12]. We may finally remark that our homogenization approach does not require some of the assumptions and approximations inherent in the dipole-interaction approach—in particular, we can allow the scatterers to be closely packed.

IV. COMPARISONS TO THE DIPole APPROXIMATION

To compare the results of this paper to those of [1], which are based on dipole interactions only and thus limited to sparsely spaced scatterers, we investigate an array of perfectly conducting spheres of radius \(a\). To determine the susceptibilities as derived in this paper, solutions of the boundary problems for the normalized boundary-layer fields given in Appendix D are required, and then various integrals of these fields must be carried out as described in Appendix E. We used the commercial numerical program COMSOL (mention of this software is not an endorsement but is only intended to clarify what was done in this paper) to numerically solve these static boundary problems and to evaluate the various integrals for the case of the sphere array.

The surface susceptibilities obtained from the dipole approach are given in [13, eqs. (17)–(22)], where they are expressed in terms of the electric and magnetic polarizabilities of the spheres. When using [13, eqs. (17)–(22)], note that the normal direction to the interface in [13] is \(z\), while in this paper, the normal direction has been taken as \(y\). For a perfect conducting sphere, the electric polarizability is \(3V\) and the magnetic polarizability is \(-3V/2\), where \(V\) is the volume of the sphere. Fig. 5 shows the calculated values for \(\chi_{ES}^{yy}/p\), \(\chi_{ES}^{xx}/p\), \(\chi_{MS}^{yy}/p\), and \(\chi_{MS}^{xx}/p\) as functions of the sphere radius \(a\) normalized to the period \(p\). The susceptibilities from the dipole approach are also shown for comparison. We see good agreement between the numerically calculated values and the dipole-interaction results when \(a/p < 0.25\), but beyond that filling density, the dipole approach breaks down and is inaccurate for closely packed scatterers. The multiple-scale approach presented here does not have this limitation. Indeed, the multiple-scale results show that the values of \(\chi_{ES}^{yy}\) and \(\chi_{MS}^{yy}\) become very large as \(a/p \rightarrow 0.5\). It is known that the effective permittivity of a 3-D array of spheres becomes infinite in the limit as the spheres touch [44]–[46]; it seems likely that a similar assertion is true for these surface susceptibilities of the metafilm.
A further justification of this multiple-scale homogenization approach for these GSTCs was given in [12] where we compared the surface susceptibility for a 2-D wire grating to those obtained from a different approach. The surface susceptibilities obtained for the 2-D wire grating are analogous to those obtained from the 3-D approach given here. In fact, in [12], it is shown that the term for the wire grating that is equivalent to that of $\kappa_{BS}^2/p$ for the metasfilm also becomes very large as $a/p \to 0.5$ (see [12, Fig. 7]).

We have used the results in Fig. 5 and the expressions for the reflection ($R$) and transmission ($T$) coefficients given in [9] in order to calculate $|R|^2$ and $|T|^2$ for an array of perfectly conducting spheres of radius $a = 0.475p$ (where $p = 25.59$ mm). Fig. 6 shows a comparison for $|R|^2$ and $|T|^2$ obtained by using the surface susceptibilities given in Fig. 5. These results are for a TE polarized plane-wave incident at an angle of 20°. Also shown in Fig. 6 are the results obtained from an HPSS (a commercial numerical program) simulation of the array. From the comparison, we see that the results obtained using the surface susceptibility given in this paper compare very well to the HPSS results, while those using the dipole approximation have poorer agreement.

V. CONCLUSION AND DISCUSSION

We have shown how a multiple-scale homogenization method can be used to derive GSTCs for EM fields on the surface of a metasfilm. The parameters in these boundary conditions are effective electric and magnetic surface susceptibilities, which are related to the geometry of the scatterers that constitute the composite. We have shown that full dyadic surface susceptibilities are needed to fully characterize a metasfilm composed of generic, arbitrarily-shaped scatterers.

While in this paper, we have considered only the case of PEC scatterers, a similar but more involved derivation can be carried out for the case of non-PEC scatterers, but the final form of the desired GSTCs will be the same. In examining how this paper might be further extended, we have shown that expressions for the surface susceptibilities can be even more complicated, and exhibit very interesting properties, such as bianisotropy. Bianisotropy can also arise when a metasfilm is located near a material interface [47]–[49], but it can be shown that this effect is of a higher order, $O(n^2)$, and, therefore, does not appear at the order of approximation reached in this paper. Also not covered by our results here is the effect of resonance in the scatterers. To handle this would require modification of our technique to what is sometimes called “stiff” homogenization; examples of this can be found in [25] and [30]–[33]. While bianisotropy is an interesting aspect of metasfilms, this effect is not covered in this paper. Bianisotropy can arise for various reasons, including the material makeup or geometry of the scatterers and the metasfilm construction, as well as from the nature of the metasfilm lattice. These effects have been observed in [18], [48], and [49] for metasfilms/metasurfaces, and an analogous behavior has been observed in metamaterials [47], [50]–[53]. These effects will be the topic of a future publication.

Using the homogenization technique, we have laid out a framework for the calculation of the surface susceptibilities, which requires the solution of a set of static field problems. As illustrated by the example of Section IV, calculating these static fields and surface susceptibilities will, in general, have to be done by numerical means. However, the GSTCs, as derived here, can be used as the basis of a technique to retrieve these surface parameters from measured or computed reflection and transmission data; the results then used in applications to analyze various problems of interest. This is analogous to what was done in characterizing metasurfaces and interface problems in [9], [13], [14], and [27].

Finally, we have extended this paper presented here by adapting it and combining it with ideas developed for wire gratings [12] to derive a set of GSTCs for metascreens. The assumption of an aperiodic topology for the types of metasfilm considered in this paper is essential to our derivation, which cannot be directly extended to other types of metasurface (such as metascreens). The scatterer surface is assumed not to intersect any of the sidewalls of the period cell; otherwise, the nature of the static problems on the cell is fundamentally changed. This will be the topic of another publication.

APPENDIX A

GEOMETRIC INTEGRALS AND OTHER IDENTITIES

We collect here several integrals whose values depend only on the geometry of the scatterer. All integrals in the appendixes of this paper are understood to be with respect to the fast variable $\xi$. We have the elementary result

$$\int_{\partial A_\xi \cap \partial B_\xi} \frac{d\xi}{\varrho} = \hat{S}_\xi $$

(78)

where

$$\hat{S}_\xi = 1 - \tilde{S}_p $$

(79)

is the area of the gap region intersected by the plane $\xi_y = 0$, and $\tilde{S}_p$ is the area of the cross section of the scatterer
intersected by the plane \( \xi_y = 0 \), both in scaled dimensions (the actual areas are \( S_p = \hat{S}_p p^2 \) and \( S_g = \hat{S}_g p^2 \)). The next identities follow from the divergence theorem. First

\[
\int_{\partial A_y} a_n \, dS = a_y \, \hat{S}_p \quad \text{and} \quad \int_{\partial B_y} a_n \, dS = -a_y \, \hat{S}_p . \tag{80}
\]

Second

\[
\int_{\partial A_y} \xi_k a_n \, dS = \hat{V}_{x} a_k + \hat{S}_p \xi_{pk} a_y \quad \text{and} \quad \int_{\partial B_y} \xi_k a_n \, dS = \hat{V}_{x} a_k - \hat{S}_p \xi_{pk} a_y \tag{81}
\]

for \( k = x, y, \) or \( z \), where \( \hat{V}_{x} \) and \( \hat{V}_{x} \) are the scaled volumes of the scatterer that are above and below the \( \xi_y = 0 \) reference plane, respectively (so that \( \hat{V}_{x} = \hat{V}_{x} + \hat{V}_{x} \)), and \( \xi_{pk} a_k + \xi_{pk} a_z \) is the centroid of \( S_p \) (note that \( \xi_{py} = 0 \))

\[
\xi_p = \frac{1}{\hat{S}_p} \int S_p \xi \, dS \bigg|_{\xi_y = 0} . \tag{82}
\]

We will need two further identities that were presented in [27, eqs. (145) and (151)]. If \( F(\xi) \) is any vector function whose tangential components are continuous on a closed surface \( S \), then

\[
\oint_S a_n \cdot \nabla_\xi \times F \, dS = 0 \tag{83}
\]

and

\[
\oint_S a_n \times F \, dS = \oint_S \xi a_n \cdot \nabla_\xi \times F \, dS . \tag{84}
\]

Two final identities are also useful that are proved by elementary means

\[
A_1 \cdot [(A_2 \times (A_3 \times A_4))] = -A_3 \cdot [(A_1 \times A_2) \times A_4] \tag{85}
\]

for any vectors \( A_1, A_2, A_3, A_4 \), and

\[
\nabla_\xi \cdot [(a_i \times \xi) \times F] = 2a_i \cdot F \tag{86}
\]

for any vector function \( F \) that obeys \( \nabla_\xi \times F = 0 \), where \( a_i = a_x, a_y \) or \( a_z \).

**APPENDIX B**

**INTEGRAL CONSTRAINTS (SOLVABILITY CONDITIONS) FOR THE BOUNDARY-LAYER FIELDS**

Stokes' theorem can be applied to the curl of \( e^m \) by integrating over the volume \( V_A \) shown in Figs. 3 and 4 to give

\[
\int_{V_A} \nabla_\xi \times e^m \, dV = -\oint_{\partial A} a_n \times e^m \, dS . \tag{87}
\]

The integral over the boundary of \( V_A \) breaks up into

\[
\oint_{\partial A} = \oint_{\partial A_x} + \oint_{\partial A_y} + \oint_{\partial A_\infty} + \sum_{n=1}^{4} \oint_{\partial A_n} \tag{88}
\]

where \( \partial A_n \) represent the four vertical sides of \( V_A \). Due to periodicity, the integrals over the four sides (\( \sum \oint_{\partial A_n} \)) cancel, and because \( e^m \to 0 \) as \( |\xi_y| \to \infty \), the third term on the right-hand side of (88) vanishes. Thus, (87) reduces to

\[
a_y \times \oint_{\partial A_x} e^{Am} \, dS + \oint_{\partial A_y} a_n \times e^{Am} \, dS = -\int_{V_A} \nabla_\xi \times e^m \, dV . \tag{89}
\]

In a similar manner, we carry out an integral of \( \nabla_\xi \times e^m \) over the volume \( V_B \) shown in Figs. 3 and 4. With the indicated directions of the surface normals \( a_n \), we find

\[
-a_y \times \oint_{\partial B_x} e^{Bm} \, dS + \oint_{\partial B_y} a_n \times e^{Bm} \, dS = -\int_{V_B} \nabla_\xi \times e^m \, dV \tag{90}
\]

having used the fact that \( a_n = -a_y \) on \( \partial B_x \). By adding (90) to (89), we obtain

\[
a_y \times \oint_{\partial A_x / \partial B_x} [e^{Am} - e^{Bm}] \, dS + \oint_{S_A} a_n \times e^m \, dS \]

\[
= -\int_V \nabla_\xi \times e^m \, dV . \tag{91}
\]

Finally, using (78) and the boundary condition (37) in the gap, we have

\[
\hat{S}_g a_y \times [e^{Am} - e^{Bm}] \, dS + \oint_{S_n} a_n \times e^m \, dS \]

\[
= \int_V \nabla_\xi \times e^m \, dV . \tag{92}
\]

which is a solvability condition for the boundary-layer field \( e^m \). An exactly similar derivation using the boundary condition (38) in the gap leads to a solvability condition for \( h^m \)

\[
\hat{S}_g a_y \times [H^{Am} - H^{Bm}] \, dS \]

\[
= \int_{S_A} a_n \times h^m \, dS + \int_V \nabla_\xi \times h^m \, dV . \tag{93}
\]

In an analogous way, we can obtain solvability conditions by use of the divergence theorem on \( \nabla_\xi \cdot (e^m) \) and \( \nabla_\xi \cdot (r, h^m) \), together with the gap boundary conditions (40) and (47). We have for \( d^m \)

\[
\hat{S}_g a_y \cdot [D^{Am} - D^{Bm}] \, dS \]

\[
= \varepsilon \left[ \oint_{S_n} \varepsilon_r a_n \times e^m \, dS + \int_V \nabla_\xi \cdot (\varepsilon_r e^m) \, dV \right] . \tag{94}
\]

and for \( h^m \)

\[
\hat{S}_g a_y \cdot [B^{Am} - B^{Bm}] \, dS \]

\[
= \mu_0 \left[ \oint_{S_n} \mu_r a_n \times h^m \, dS + \int_V \nabla_\xi \cdot (\mu_r h^m) \, dV \right] . \tag{95}
\]

We can make further progress in the reduction of the solvability conditions (92) and (95) by employing the boundary conditions (33)–(36) together with (79)–(81) to express the integrals over \( S_A \) in terms of the macroscopic fields. For \( m = 0 \), we have

\[
a_y \cdot [E^{A0} - E^{B0}] = \int_V \nabla_\xi \times e^0 \, dV . \tag{96}
\]

\[
a_y \cdot [B^{A0} - B^{B0}] = \mu_0 \int_V \nabla_\xi \cdot (\mu_r h^0) \, dV . \tag{97}
\]
and for $m = 1$

$$
\mathbf{a}_y \times [E^{A1}(r_o) - E^{B1}(r_o)] = \int_V \nabla \times \mathbf{e}^1 \, dV
$$

$$
- \mathbf{a}_y \cdot \left[ \dot{V}_{SA} \frac{\partial E^{A1}}{\partial \mathbf{y}} + \dot{V}_{SB} \frac{\partial E^{B1}}{\partial \mathbf{y}} \right]_{y=0}
$$

(98)

$$
\mathbf{a}_y \cdot [B^{A1}(r_o) - B^{B1}(r_o)] = \mu_0 \int_V \nabla \times (\mathbf{a}_y) \, dV
$$

(99)

$$
- \mathbf{a}_y \cdot \left[ \dot{V}_{SA} \frac{\partial B^{A1}}{\partial \mathbf{y}} + \dot{V}_{SB} \frac{\partial B^{B1}}{\partial \mathbf{y}} \right]_{y=0}
$$

However, there are no analogous boundary conditions for normal $\mathbf{d}^m$ or tangential $\mathbf{h}^m$ on $S_1$, so a different approach must be used.

As in [27], we can use (83) to show that

$$
\oint_{S_1} \epsilon \mathbf{a}_n \cdot \mathbf{E}^T \, dS = 0.
$$

(100)

This states that the total surface charge on each scatterer is zero. Now the integrand of (100) can be expanded in powers of $v$ using (21) and (32). If we take only terms of order $v^0$ in this equation, we get

$$
\oint_{S_1} \epsilon \mathbf{a}_n \cdot \mathbf{e}^0 \, dS = -\mathbf{a}_y \cdot [D^{A0} - D^{B0}] \hat{S}_p
$$

(101)

whereas if we take terms of order $v^1$, we get

$$
\oint_{S_1} \epsilon \mathbf{a}_n \cdot \mathbf{e}^1 \, dS = -\mathbf{a}_y \cdot [D^{A1} - D^{B1}] \hat{S}_p
$$

(102)

since $D^{(A,B)}$ are independent of $\xi$. Therefore, from (94), we obtain solvability conditions for $m = 0$

$$
\mathbf{a}_y \cdot [D^{A0}(r_o) - D^{B0}(r_o)] = \epsilon_0 \int_V \nabla \times (\mathbf{a}_y \mathbf{e}^0) \, dV
$$

(103)

and for $m = 1$

$$
\mathbf{a}_y \cdot [D^{A1}(r_o) - D^{B1}(r_o)] = \epsilon_0 \int_V \nabla \times (\mathbf{a}_y \mathbf{e}^0) \, dV
$$

(104)

An analogous result for $\mathbf{h}^m$ is achieved starting by taking $\mathbf{F} = \mathbf{h} + \mathbf{H}$ in identity (84) to obtain

$$
\oint_{S_1} \mathbf{a}_n \times \mathbf{h} \, dS + \oint_{S_1} \mathbf{a}_n \times \mathbf{H} \, dS = \oint_{S_1} \xi \mathbf{a}_n \cdot \nabla \times \mathbf{h} \, dS
$$

(105)

because $\nabla \times \mathbf{H} = 0$. Once again, the integrands in (105) can be expanded using (21) and (32), so grouping terms of order $v^0$ and $v^1$ separately and using (80) and (81), we obtain at orders $m = 0$ and $m = 1$

$$
\oint_{S_1} \mathbf{a}_n \times \mathbf{h}^0 \, dS = -\mathbf{a}_y \cdot [H^{A0} - H^{B0}] \hat{S}_p
$$

$$
+ \oint_{S_1} \xi \mathbf{a}_n \cdot \nabla \times \mathbf{h}^0 \, dS
$$

(106)

$$
\oint_{S_1} \mathbf{a}_n \times \mathbf{h}^1 \, dS = -\mathbf{a}_y \cdot [H^{A1} - H^{B1}] \hat{S}_p
$$

(107)

$$
- \mathbf{a}_y \cdot \left[ \dot{V}_{SA} \frac{\partial H^{A0}}{\partial \mathbf{y}} + \dot{V}_{SB} \frac{\partial H^{B0}}{\partial \mathbf{y}} \right]_{y=0}
$$

Substituting these into (93), we get a solvability condition for $m = 0$

$$
\mathbf{a}_y \times [H^{A0}(r_o) - H^{B0}(r_o)] = \int_V \nabla \times \mathbf{h}^0 \, dV
$$

(108)

$$
+ \oint_{S_1} \xi \mathbf{a}_n \cdot \nabla \times \mathbf{h}^0 \, dS
$$

and for $m = 1$

$$
\mathbf{a}_y \times [H^{A1}(r_o) - H^{B1}(r_o)]
$$

$$
= \int_V \nabla \times \mathbf{h}^1 \, dV + \oint_{S_1} \xi \mathbf{a}_n \cdot \nabla \times \mathbf{h}^1 \, dS
$$

(109)

$$
- \mathbf{a}_y \cdot \left[ \dot{V}_{SA} \frac{\partial H^{A0}}{\partial \mathbf{y}} + \dot{V}_{SB} \frac{\partial H^{B0}}{\partial \mathbf{y}} \right]_{y=0}
$$

APPENDIX C

OTHER INTEGRALS OF THE ZEROTH-ORDER BOUNDARY-LAYER FIELDS

A number of integrals of the zeroth-order boundary-layer fields over the periodic cell can be evaluated by appropriate use of Stokes’ theorem or the divergence theorem, by methods similar to those used in Appendix B. This will allow simplification of the expressions in the main derivations. For example, by (52a), we can write $\nabla \times (\xi \mathbf{a}^0) = \mathbf{a}_y \times \mathbf{e}^0$. Integrating this equation over the volume $V_A$ or $V_B$ and using the generalized Stokes theorem relevant to periodicity conditions gives

$$
\mathbf{a}_y \times \int_{V_{(A,B)}} \mathbf{e}^0 \, dV = -\int_{(\partial A, \partial B)} \xi \mathbf{a}_n \times \mathbf{e}^0 \, dS.
$$

(110)

Using (52c), (52d), and (81), we have finally

$$
\mathbf{a}_y \times \int_{V_{(A,B)}} \mathbf{e}^0 \, dV = \hat{V}_{s(A,B)} \mathbf{a}_y \times \mathbf{e}^{(A,B)0}(r_o).
$$

(111)

In a similar manner, starting from the relation $\nabla \times (\xi \mathbf{a}^0 \mathbf{h}^0) = \mu_1 \mathbf{a}_y \cdot \mathbf{h}^0$ that follows from (53b) and using the divergence theorem, we can obtain the result:

$$
\mathbf{a}_y \times \int_{V_{(A,B)}} \mathbf{h}^0 \, dV = \hat{V}_{s(A,B)} \mathbf{a}_y \times \mathbf{e}^{(A,B)0}(r_o).
$$

(112)

Finally, by analogous techniques, we also obtain the relations

$$
\mathbf{a}_y \times \int_{V_{(A,B)}} \mathbf{e}^0 \, dV = -\int_{(\partial A, \partial B)} \xi \mathbf{a}_n \cdot \mathbf{e}^0 \, dS
$$

(113)
and
\[ a_y \times \int_{V_{(A,B)}} h^0 \, dV = -\int_{(\partial A_2, \partial B_2)} \tilde{e}_y a_n \times h^0 \, dS \] (114)
which are not explicit evaluations because the values for normal \( e^0 \) and tangential \( h^0 \) are not known \textit{a priori} on the boundary of the scatterer.

Alternative formulas for some integrals can be evaluated by integrating expressions containing \( \xi \) or \( \tilde{\xi} \) over \( V_A \) or \( V_B \) and using the divergence theorem as mentioned earlier. Many of the steps are similar, except that now the presence of \( \tilde{\xi}_{x,z} \) in the integrand means that not all integrals over sidewall boundary pairs (\( \partial A_1 \) and \( \partial A_2 \), for example) will cancel. The details will be omitted, and we will present only the final results needed in this paper. From the volume integral of \( \nabla \cdot (\tilde{\xi}_{x,z} e^0) \), we get
\[ a_{x,z} \cdot \int_V e^0 \, dV = -\int_{S_{b}} \tilde{\xi}_{x,z} a_n \cdot dS + a_{x,z} \cdot \int_{S_{z} \cdot h^0} dS. \]
(115)

Integration of \( \nabla \cdot (\xi_{x,z} h^0) \) leads to
\[ a_{x,z} \int_{V} h^0 \, dV = -\int_{S_{b}} \xi_{x,z} a_n \times h^0 \, dS + a_{x,z} \int_{S_{2,b}} h^0 \, dS. \]
(116)

Integration of \( \nabla \cdot (\tilde{\xi}_{x,z} e^0) \) gives
\[ a_{x,z} \int_{V} e^0 \, dV = a_{x,z} \int_{S_{2,b}} e^0 \, dS + a_{x,z} \left[ \tilde{V}_{e} E_i^0 (r_o) + a_r \left( \frac{V_{E,i} + \tilde{V}_{B,i}}{e_A} + \frac{\tilde{V}_{B,i}}{e_B} \right) \frac{D^0 (r_o)}{e_0} \right] \]
and from \( \nabla \cdot (\xi_{x,z} h^0) \), we obtain
\[ a_{x,z} \cdot \int_{V} h^0 \, dV = a_{x,z} \cdot \int_{S_{2,b}} h^0 \, dS + \mu_0 (\mu_A \tilde{V}_{A,i} + \mu_B \tilde{V}_{B,i}) a_{x,z} \cdot h^0 (r_o). \]
(118)

Two final relationships involving a component of the last term of (116) can be obtained by integrating \( \nabla \cdot (\xi_{x,z} h^0) \) over the surface \( S_4 = \partial A_4 \cup \partial B_4 \) at \( \tilde{\xi}_{x} = 1 \) and using Stokes’ theorem to obtain
\[ a_x \times \int_{S_4} h^0 \, dS = a_x \times \int_{-\infty}^{\infty} h^0 \, d\xi_{y} \bigg|_{\xi_{y} = 1}. \]
(119)

Similarly, by integrating \( \nabla \cdot (\xi_{x,z} h^0) \) over the surface \( S_2 = \partial A_2 \cup \partial B_2 \) at \( \tilde{\xi}_{x} = 1 \), we obtain
\[ a_x \times \int_{S_2} h^0 \, dS = a_x \times \int_{-\infty}^{\infty} h^0 \, d\xi_{z} \bigg|_{\xi_{z} = 1}. \]
(120)

The z-component of (119) gives
\[ a_y \cdot \int_{S_4} h^0 \, dS = a_y \cdot \int_{-\infty}^{\infty} h^0 \, d\xi_{y} \bigg|_{\xi_{y} = 1} \]
while the x-component of (120) gives
\[ a_y \cdot \int_{S_2} h^0 \, dS = a_y \cdot \int_{-\infty}^{\infty} h^0 \, d\xi_{z} \bigg|_{\xi_{z} = 1}. \]

Since both line integrals are along the same path, equating (121) and (122) gives
\[ a_y \cdot \int_{S_2} h^0 \, dS = a_y \cdot \int_{S_4} h^0 \, dS. \]
(123)

An exactly similar relation holds for \( e^0 \).

APPENDIX D
NORMALIZED BOUNDARY-LAYER FIELDS
All the normalized boundary-layer fields must be periodic in \( \xi_x \) and \( \xi_z \), and decay exponentially to zero as \( \xi_y \to \pm \infty \).

The subscript \( i = 1, 2, \) or \( 3 \) indicates in what direction the “source field” is for the given normalized field; \( i = 1 \) for \( x \), \( i = 2 \) for \( y \), and \( i = 3 \) for \( z \).

From the definitions given in (52) and (54), the \( \mathcal{E}_i \) values are found to obey
\[ \mathcal{E}_i \in V : \nabla \cdot \xi \times \mathcal{E}_i = 0 \]
(124a)
for \( \xi \in V : \nabla \cdot (\xi \mathcal{E}_i) = 0 \)
(124b)
\[ a_{r} \times \left( \mathcal{E}_i + \frac{1}{q_i} \right) \bigg|_{\partial A_2} = 0 \]
(124c)
\[ \mathcal{E}_i \cdot \left[ \mathcal{E}_i - \epsilon_{B} \mathcal{E}^B \right] \bigg|_{\partial A_2, \partial B_2} = 0 \]
(124d)
\[ a_{r} \times \left[ \mathcal{E}_i \cdot \mathcal{H}^A - \epsilon_{B} \mathcal{E}^B \right] \bigg|_{\partial A_2, \partial B_2} = 0 \]
(124e)

where
\[ q_i = 1 \text{ for } i = 1 \text{ or } 3 \]
\[ = \epsilon_r \text{ for } i = 2. \]
(125)

Similarly, from the definitions given in (53) and (55), the \( \mathcal{H}_i \) values are found to obey
\[ \mathcal{H}_i \in V : \nabla \cdot \xi \times \mathcal{H}_i = 0 \]
(126a)
for \( \xi \in V : \nabla \cdot (\mu_r \mathcal{H}_i) = 0 \)
(126b)
\[ a_\mu \left( \mathcal{H}_i + \frac{1}{r_i} \right) \bigg|_{\partial A_2} = 0 \]
(126c)
\[ a_\mu \times \left[ \mathcal{H}_i - \mathcal{H}^B \right] \bigg|_{\partial A_2, \partial B_2} = 0 \]
(126d)
\[ a_\mu \cdot \left[ a_\mu \mathcal{H}^A - \mu_r \mathcal{H}^B \right] \bigg|_{\partial A_2, \partial B_2} = 0 \]
(126e)

where
\[ r_i = 1 \text{ for } i = 1 \text{ or } 3 \]
\[ = \mu_r \text{ for } i = 2. \]
(127)

We will denote the values of \( q_i \) and \( r_i \) in \( V_{(A,B)} \) as \( q_i(A,B) \) and \( r_i(A,B) \), respectively.

APPENDIX E
SURFACE SUSCEPTIBILITIES
The electric surface susceptibilities are given by
\[ \chi_{E_S} = -p[a_{E,y} A + a_{E,x} B] \]
\[ \chi_{E_S} = -p[a_{E,x} A + a_{E,y} B] \]
\[ \chi_{E_S} = p[a_{E,x} (a_{E,x} + a_{E,y}) + a_{E,y} (a_{E,y} + a_{E,z})] \]
\[ \chi_{E_S} = p[e_{E,x} (a_{E,x} - a_{E,y}) + e_{E,y} (a_{E,y} - a_{E,z})] \]
\[ \chi_{E_S} = p[e_{E,x} (a_{E,z} - a_{E,x}) + e_{E,z} (a_{E,z} - a_{E,y})] \]
\[ \chi_{E_S} = p[e_{E,y} (a_{E,z} + a_{E,y}) + e_{E,y} (a_{E,z} + a_{E,y})] \]
\[ \chi_{E_S} = p[e_{E,z} (a_{E,z} + a_{E,y}) + e_{E,z} (a_{E,z} + a_{E,y})] \]

(128)
and the magnetic surface susceptibilities are given by

\[
\begin{align*}
\chi_{MS}^{(x,z)} &= -p[a_M^{(A)}(x,z) + a_M^{(B)}(x,z)] \\
\chi_{MS}^{(y,z)} &= -p[a_M^{(A)y} + a_M^{(B)zy} - \hat{V}_z] \\
\chi_{MS}^{(x,y)} &= p[\mu_A (a_M^{(A)zx} - \hat{V}_z) + \mu_B (a_M^{(B)zx} - \hat{V}_z)] \\
\chi_{MS}^{(z,y)} &= p[\mu_A (a_M^{(A)zy} - \hat{V}_z) + \mu_B (a_M^{(B)zy} - \hat{V}_z)] \\
\chi_{MS}^{(x,y,z)} &= p[\mu_A a_M^{(A)yz} + \mu_B a_M^{(B)yz}] \\
\chi_{MS}^{(x,z,y)} &= p[\mu_A a_M^{(A)yz} + \mu_B a_M^{(B)yz}] \\
\chi_{MS}^{(x,y,z)} &= p[\mu_A a_M^{(A)zx} + \mu_B a_M^{(B)zx}] \\
\end{align*}
\]
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where the various terms \(a_E\) and \(a_M\) are defined as

\[
\begin{align*}
\alpha^{(A,B)}_{E(y,z)} &= a_y \cdot \int_{V_{(A,B)}} E_{(1,2,3)} dV_z \\
\alpha^{(A,B)}_{E(x,y,z)} &= a_x \cdot \int_{V_{(A,B)}} H_{(1,2,3)} dV_z \\
\alpha^{(A,B)}_{E(x,y)} &= a_x \cdot \int_{V_{(A,B)}} E_{(1,2,3)} dS_4(A, B) \\
\end{align*}
\]
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and the magnetic surface susceptibilities are given by

\[
\begin{align*}
\alpha^{(A,B)}_{M(y,z)} &= a_x \cdot \int_{V_{(A,B)}} H_{(1,2,3)} dS_2(A, B) \\
\alpha^{(A,B)}_{M(x,y,z)} &= a_y \cdot \int_{V_{(A,B)}} E_{(1,2,3)} dS_2(A, B) \\
\alpha^{(A,B)}_{M(x,y)} &= a_x \cdot \int_{V_{(A,B)}} E_{(1,2,3)} dS_4(A, B) \\
\end{align*}
\]

(131)

where the planes \(S_{2A} \) and \(S_{2B} \) correspond to the portions of \( S_2 \) in regions \( A \) and \( B \), respectively, and \( S_{4A} \) and \( S_{4B} \) correspond to the portions of \( S_4 \) in regions \( A \) and \( B \), respectively. The subscripts \( (A,B) \) indicate an integral over either \( V_A \) or \( V_B \). The first subscript \( (E \) or \( M \)) indicates an integral of either an \( E \)-field or an \( H \)-field. The second subscript corresponds to the \( x \)- or \( y \)-component of \( \alpha_{E,M} \). The third subscript corresponds to the component of the excitation field that generates \( E_i \) or \( H_i \).

In deriving these surface susceptibilities, we used a procedure similar to those in [12, Appendix C] to show that \( \int E \cdot dV \) has only a \( y \)-component while \( \int H \cdot dV \) have no \( y \)-components, so that some of the integrals of the fields can be simplified as

\[
\begin{align*}
\int_{V_{(A,B)}} E_{1} dV_z &= a_x V_x + a_y [a_E^{(A)yx} + a_E^{(B)yx}] \\
\int_{V_{(A,B)}} E_{2} dV_z &= a_y [a_E^{(A)xy} + a_E^{(B)xy}] \\
\int_{V_{(A,B)}} E_{3} dV_z &= a_z V_z + a_y [a_E^{(A)yz} + a_E^{(B)yz}] \\
\int_{V_{(A,B)}} H_{1} dV_z &= a_x \alpha^{(A,B)}_{Mzx} + a_z \alpha^{(A,B)}_{Mzx} \\
\int_{V_{(A,B)}} H_{2} dV_z &= a_y \alpha^{(A,B)}_{Mxy} + a_z \alpha^{(A,B)}_{Mxy} \\
\int_{V_{(A,B)}} H_{3} dV_z &= a_x \alpha^{(A,B)}_{Mxz} + a_z \alpha^{(A,B)}_{Mxz} \\
\end{align*}
\]

(132)

\[
\begin{align*}
\int_{V_{(A,B)}} H_{4} dV_z &= a_y \alpha^{(A,B)}_{Mzy} + a_z \alpha^{(A,B)}_{Mzy}. \\
\end{align*}
\]

(133)
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