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\textbf{A B S T R A C T}

Efficiently, robustly and accurately solving large sets of structured, non-linear algebraic and differential equations is one of the most computationally expensive steps in the dynamic simulation of building energy systems. Here, the efficiency, robustness and accuracy of two commonly employed solution methods are compared. The comparison is conducted using the HVACSIM+ software package, a component based building system simulation tool. The HVACSIM+ software presently employs Powell’s Hybrid method to solve systems of nonlinear algebraic equations that model the dynamics of energy states and interactions within buildings. It is shown here that the Powell’s method does not always converge to a solution. Since a myriad of other numerical methods are available, the question arises as to which method is most appropriate for building energy simulation. This paper finds considerable computational benefits result from replacing the Powell’s Hybrid method solver in HVACSIM+ with a solver more appropriate for the challenges particular to numerical simulations of buildings. Evidence is provided that a variant of the Levenberg-Marquardt solver has superior accuracy and robustness compared to the Powell’s Hybrid method presently used in HVACSIM+.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

In the field of building engineering, software has proven essential for analyzing complex nonlinear thermodynamic interactions between building shells, the surrounding environment, HVAC (heating, ventilating, and air-conditioning) systems and building control strategies. These software packages employ mathematical models of real systems, so a common challenge encountered by software developers is selecting numerical solution methods appropriate for the mathematical structures inherent to the dynamic modeling of energy in buildings. The goal is an accurate, stable and globally convergent solution at each step of the time sequence being simulated.

A wide range of building energy simulation tools has been developed during the past four decades for different purposes [1,2]. They differ in complexity and application purpose ranging from simplified spreadsheet programs to fixed schematic hourly simulation programs, from modular variable time-step simulation programs to specialized simulation programs [3,4]. The evolution of using analytical solution as well as simplifying assumptions to numerical solution considering the real building dynamic is observable in various generations of building energy simulation tools [4]. The current tools can capture reality much better than earlier tools, but are more complex to use. Currently, publically available simulation tools used to simulate dynamic behavior of building and HVAC system as a fully integrated model include SPARK, EnergyPlus, MODELICA, TRNSYS, HVACSIM+, etc. They employ different solution techniques to solve the equations resulting from mathematical modeling of the constitutive components. In the following a brief review of the solution techniques employed in the above mentioned simulation tools is presented.

1.1. SPARK (Simulation problem analysis and research kernel (SPARK))

SPARK [5], which is similar to a general differential/algebraic equation solver, is an object-oriented software system that can be used to simulate physical systems described in differential and algebraic equations. In order to model any system in SPARK, it should be broken down to the constitutive components or objects and they need to be connected through inputs and outputs. The numerical solution techniques for differential equations
EnergyPlus provides two different numerical integration schemes including 3rd order backward difference, Euler method and one analytical solution algorithm to solve the energy and moisture balance equations. The numerical schemes entail the error propagation into the final solution specially in the long run simulation due to the truncation error while the analytical solution algorithm results in accurate solution without truncation error. [7].

1.3. MODELICA

MODELICA [8], is an object-oriented, equation based language released by Lawrence Berkeley National laboratory (LBNL) which is capable of modeling various complex physical systems in different fields. It also has an open source building library for building energy analysis and control simulation. The library composed of different components give the user the ability of developing the model with no concern about the simulation or numerical solution to the resultant equations of the modeling process. The sets of governing equations obtained through connecting the components are classified as three different kinds [9]: ODEs-Ordinary differential equations for continuous-time problems, DAEs- differential algebraic equations for continuous-time problems, Hybrid DAEs-Hybrid differential algebraic equations for mixed continuous-discrete problems.

Since the focus of this study is numerical techniques to solve the system of nonlinear algebraic equation and modeling continues—time problems, thus a short review of the methods to solve DAEs is presented. When the simulation problem is a DAE the method of Petzold is used to solve differential algebraic system and some well-known methods for solving ODEs in MODLEICA are: The explicit and implicit Euler methods, Multistep methods, The Runge-Kutta methods, The Adams-Bashforth methods.

1.4. TRNSYS (the transient systems simulation)

TRNSYS is a component-based simulation tool to simulate the dynamic and transient performance of the buildings and thermal energy systems which was developed by the Solar Energy Laboratory at the University of Wisconsin Madison since 1975 [10]. The procedure of modeling in TRNSYS is similar to HVACSIM+ which is presented in the following. In TRNSYS, three numerical integration algorithms are used to solve the differential equations including: modified-Euler method (a 2nd order Runge-Kutta method), non-self-starting Heun's method (a 2nd order Predictor-Corrector method) and fourth-order Adams method (a 4th order Predictor-Corrector method).

The employed methods to solve the system of algebraic equations are: the “successive substitution” method and “Powell’s” method. In order to solve the system of nonlinear equations TRNSYS uses successive substitution as a default approach and if it is not able to find the converged solution the next option is Powell’s method. It is worth mentioning that the default numerical scheme is efficient and reliable for nearly-linear algebraic equations. But for nonlinear equations it hardly can find the solution [10].

The Euler and Runge-Kutta methods are common methods in aforementioned simulation tools. A brief description is provided here on these methods and the interested readers are referred to [11] for a detailed explanation. Euler method is the most basic explicit method to integrate ordinary differential equations (ODE) numerically. In this method, the nonlinear terms of the Taylor series expansion of the function under consideration around the initial point are dropped. Euler’s method is referred to as a first order method as the global truncation error is approximately proportional to the time step. Runge Kutta (RK) method is a more accurate method in approximating the solution for ODEs numerically. Because the approximation of the function is accomplished

1.2. EnergyPlus

EnergyPlus [6] is a building energy analysis and thermal load calculation program which is the combination of the BLAST (Building Loads Analysis and System Thermodynamics) and DOE-2. Given information about the geographic location, physical makeup and mechanical systems of a building, EnergyPlus employ energy and moisture balance equations to calculate the heating and cooling loads that will be required to maintain thermal set points, as well as secondary HVAC system loads, and primary plant energy consumption.
using slopes not only at the beginning of the time step but also half way through it. Depending on the number of slope approximations at each time step the order of RK method is determined. The higher the order of RK method; the higher the accuracy of ODE numerical solution.

1.5. HVACSIM+

The HVACSIM+ dynamic simulation software package [12] developed at the U.S. National Institute of Standards and Technology (NIST) is a component based modeling package. MODSIM as the essence and core program of HVACSIM+ is in charge of solving a system of simultaneous non-linear algebraic equations and integrating differential equations [13].

Each unit in the simulation model is an individual instance of a generic component model representing a specific piece of equipment, envelope element, or control device. Each unit calls its corresponding component model using a serialized “TYPE” (written in all caps, to distinguish from the common use of the word). A TYPE is comprised of one or more nonlinear differential or nonlinear algebraic equations as a FORTRAN 90 routine expressing the component dynamics. Instantiating a TYPE as a unit in the simulation model requires the HVACSIM+ user to link its input and output quantities to those of other, functionally-related units, which contributes equations to the overall system-level set of simultaneous equations that must be solved. Closely-coupled units are first grouped by the user into blocks for simultaneous solution. Blocks are then similarly grouped into a superblock for simultaneous solution. Superblocks are weakly coupled through the state variables and the solver treats each superblock as an independent subsystem of the overall simulation [14]. In each superblock, time evolution and internal solutions are propagated independently of other superblocks. The method used in MODSIM to solve the resulting sets of nonlinear algebraic and differential equations to determine the state system at each time step is based on Powell’s Hybrid (PH) method [15].

The study of solution techniques employed in the building performance tools shows that TRNSYS and HVACSIM+ are using similar approaches to solve system of nonlinear algebraic equations. The authors, together with some earlier literature (ASHRAE-RP 1312 [16], ASHRAE-RP 825 [17]) have indicated that the Powell’s method could fail to converge to a solution, especially when used in the HVACSIM+ environment. Thus, the goal of this study is to propose an alternative to this method and to compare the alternative with the Powell’s method.

In this paper, a numerical study is designed to compare two solution techniques: Powell’s Hybrid (PH) and Levenberg-Marquardt (LM) techniques in terms of their robustness and accuracy. In this numerical study, a dynamic model is developed in HVACSIM+ for a fan coil unit (FCU) interacting with a building zone that the FCU serves. The model is composed of a system of nonlinear algebraic and ordinary differential equations to be solved at each time step in a sequence. In this study, the PH algorithm, as implemented in SNSQ, is replaced by the LM algorithm to solve the identical problem. What follows is a numerical comparison between these two methods when each is employed as the primary solver. This was accomplished by keeping the HVACSIM+ architecture and structure identical and substituting between the PH algorithm and the LM algorithm.

The use of a common platform and task to compare performance of these two methods has a precedent in Shterenlikht et al. in the field of plasticity modeling [18], where the task involved integrity assessment and ductile fracture simulation in simple to complex models of structures. They found the LM method outperformed PH in robustness and accuracy. It is desired to study whether similar conclusions can be drawn when these two techniques are applied in the HVACSIM+ environment to simulate dynamic building systems.

In this paper, Section 2 summarizes the LM and PH methods while Section 3 describes the numerical study and implementation of both methods in HVACSIM+. The numerical results and comparison are also presented in this section. Finally, Section 4 provides conclusions and future research directions.

2. Simulation description

The subroutine SNSQ in MODSIM implements PH, which seeks to find a zero of a system of N nonlinear, continuously differentiable functions in N variables. The N variables are representative of state variables defined in the model and the N functions are the governing equations in the physical units. The system of nonlinear algebraic equations can be rewritten more generally in vector form as

\[ F(x) = 0 \]  

where \( F : \mathbb{R}^N \rightarrow \mathbb{R}^N, \ x \in \mathbb{R}^N \) is the vector function of primal variables. What follows is a short description of both the LM method and the PH method. The interested reader is referred to more thorough references on both the LM method [19,20] and the PH method [21,22].

2.1. Levenberg Marquardt method

In this section we summarize the LM algorithm: Table 1 presents pseudo-code for the method as implemented. The interested reader is referred to [19,20] for a more detailed description. The LM method has become a standard method for solving systems like Eq. (1). Loose speaking, LM can be thought of as a combination of both steepest descent and the Gauss–Newton methods in so far as the algorithm behaves like steepest descent when iterates are far from a local minimizer and when iterates draw closer to a local minimizer the method becomes the Gauss–Newton method. Making clear the distinction between being ‘close’ and ‘far’ from a local solution can be made more mathematically justified (see, for example Ref. [23,24]). To help with a comparison, a short description of LM is presented here. In this implementation of LM, specific norms \( \| \cdot \| \) are not chosen because in this case, all norms are equivalent; the interested reader is referred to more extensive treatments presented in [25]. The LM method is based on a linear approximation to \( F \) in a neighborhood of the point \( x \). The Jacobian matrix \( J \), which is com-

| Table 1 |

Levenberg Marquardt method algorithm.

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( k \leftarrow 0; \ \eta \leftarrow 2; \ \varepsilon \leftarrow x_0 )</td>
</tr>
<tr>
<td>2</td>
<td>( A = f'(x_0) \quad r_0 = b - F(x_0) \quad g = f'(x_0) )</td>
</tr>
<tr>
<td>3</td>
<td>( A = f'(x); \quad r_0 = b - F(x) \quad g = f'(x); \quad \text{converge} = \left( | g | \leq \varepsilon_g \right) )</td>
</tr>
<tr>
<td>4</td>
<td>While ( (k &lt; k_{\text{max}} \text{ and } \text{converge} = \text{false}) ) do</td>
</tr>
<tr>
<td>5</td>
<td>( k \leftarrow k + 1 )</td>
</tr>
<tr>
<td>6</td>
<td>Repeat</td>
</tr>
<tr>
<td>7</td>
<td>( \text{solve } (A + \mu I) \delta_x = g )</td>
</tr>
<tr>
<td>8</td>
<td>If ( | \delta_x | \leq \varepsilon_x | x | ) then</td>
</tr>
<tr>
<td>9</td>
<td>( \text{converge} \leftarrow \text{true} )</td>
</tr>
<tr>
<td>10</td>
<td>else</td>
</tr>
<tr>
<td>11</td>
<td>( x = x_0 + \delta_x )</td>
</tr>
<tr>
<td>12</td>
<td>If ( | \mu I | &gt; | g | ) then</td>
</tr>
<tr>
<td>13</td>
<td>( x = x_0 )</td>
</tr>
<tr>
<td>14</td>
<td>( A = f'(x); \quad r_0 = b - F(x); \quad g = f'(x); \quad \text{converge} = \left( | g | \leq \varepsilon_g \right) )</td>
</tr>
<tr>
<td>15</td>
<td>( \mu = \mu \times \max(1/3, 1 - (2\mu - 1)^2); \quad v = 2 )</td>
</tr>
<tr>
<td>16</td>
<td>else</td>
</tr>
<tr>
<td>17</td>
<td>( \mu = \mu \times v; \quad v = 2v )</td>
</tr>
<tr>
<td>18</td>
<td>Until ( (\mu &gt; 0) ) or stop ( x_k = x )</td>
</tr>
</tbody>
</table>
prised of the partial derivatives of \( F \), \( \partial F / \partial x \) can be approximated by a Taylor series with step size \( \delta_x \):

\[
F(x + \delta_x) \approx F(x) + \frac{\partial F}{\partial x} \delta_x = F(x) + JF \delta_x
\]  

and forms the basis of the iterative technique. In this way, the initial approximation \( x_0 \) produces iterates, \( x_k \), which seek to converge to the local minimizer \( x^* \). Based on this formulation, the goal at each step is to minimize the residual:\n
\[
||b - F(x + \delta_x)|| \approx ||b - F(x) - JF \delta_x|| = ||b - JF \delta_x||
\]  

where \( b \) is defined by,

\[
F(x_0) = b
\]  

In this case the step \( \delta_x \) is a solution to a linear least squares problem and the solution occurs when \( JF \delta_x = \delta_x \) is orthogonal to the column space of \( J \) leading to the observation that \( J^T(JF \delta_x) = 0 \). The Gauss–Newton step, \( \delta_{gn} \), solves the so-called normal equations,

\[
J^T J \delta_{gn} = J^T (b - F(x)) = J^T \delta_x
\]  

when higher order terms are neglected the matrix \( J^T J \) approximates the Hessian matrix \( r_x^2 r_x \). In this case \( J^T \delta_x \) is along the steepest descent direction as \( J^T \delta_x \) is the gradient of \( \frac{1}{2} J^T J \delta_x \). In practice the augmented normal equation is:

\[
(J^T \mu I + J^T J) \delta_x = J^T \delta_x \text{where} \mu > 0
\]  

Here, \( I \) is the appropriately sized identity matrix. The process of adjusting \( \mu \) is regulated by monitoring the updates in primal variables \( x + \delta_x \). If this update results in a decrease in the squared residuals \( r_x^2 r_x \) then the change that resulted from the \( \mu \) is accepted and the algorithm continues to a new iteration. If not, the term \( \mu \) can be increased and the system is solved again until a value of \( \mu \) results in a sufficient decrease in the squared residuals \( r_x^2 r_x \).

As Table 1 demonstrates, this adjustment takes place at every iteration of the LM algorithm. The larger the \( \mu \) the more diagonally dominant the normal equations become and the closer the solution to these equations draw to the steepest descent, \( J^T \delta_x \). The magnitude of the residual also decreases significantly with increasing \( \mu \). Clearly the smaller the steps the greater the robustness, but slower convergence follows. This regularization is also employed for rank deficient matrices \( J \) as it ensures the linear system being solved is always positive definite for positive \( \mu \). This method terminates, in most implementations, when at least one of the following conditions holds:

• The maximum number of iterations is reached,
• The norm of the gradient is sufficiently small,
• The norm of the step is sufficiently small.

2.2. Powell’s Hybrid method

Similar to the LM method, the Powell’s Hybrid method seeks to combine both Gauss–Newton and steepest descent, however, in this case the convergence is controlled through a trust-region. Trust-region methods have become a mainstay of nonlinear optimization strategies and are used in a wide variety of applications. Employing a trust-region formulation, the objective function \( F \) is used to construct a quadratic model function, \( H \), so that in a neighborhood of a current iterate about which \( H \) is constructed, the functions \( F \) and \( H \) are similar. The function \( H \) is said to be trusted to accurately model \( F \) in a region with weighted radius \( \Pi \) that is centered at the current iterate. Using this strategy, a candidate step can be calculated by minimizing \( H \) over the trust-region. The model function is:

\[
H(\delta) = \left( r_x^2 r_x - 2(J^T r_x)^T \delta + \delta^T J^T J \delta \right)
\]  

and a candidate step can be attained by solving:

\[
\min_{\delta} H(\delta) \text{ subject to } ||\delta|| \leq \Pi
\]  

In practice, the trust region radius is selected based on the ability of the model to ‘fit’ the objective function — strong agreement between the approximation and the original model suggest a strong value of \( \Pi \). The solution to the trust-region in Eq. (1) can be seen in Fig. 1. In his seminal paper, Powell [22] used piecewise linear trajectories consisting of two line segments in order to approximate the solution curve. In other words, rather than solving the normal equations directly, which can be expensive, Powell approximated the solution using two less expensive calculations. The first segment emanates from the current approximation to the so-called Cauchy point which is the unconstrained minimum of the objective function along the steepest descent (or gradient) plane, \( J^T r_x \) and is given by:

\[
\delta_{ad} = \frac{g^T g}{g^T J^T r}\]

The second component runs from this \( \delta_{ad} \) to the Gauss–Newton step. Table 2 summarizes the Powell’s Hybrid algorithm.

3. Numerical case study

The robust convergence capability and application of the LM and PH methods in the building energy simulation tool HVACSIM+ is examined in this numerical study. For this purpose a fan coil unit, a common secondary HVAC system, is modeled. The FCU model created in HVACSIM+ [28] underwent simulation with both methods by keeping the model structure and architecture identical and substituting between the PH and LM algorithms. What follows are the physical and geometrical characteristics of the FCU under study and the control strategy of FCU operation. The specific FCU studied
in this paper is a vertical floor mounted four pipe hydronic system including three parallel fans run by two electric motors with three speeds: high, medium and low. The FCU modulates the amount of ventilation supplied to its zone by using a motorized damper in the outside air connection at the back of the unit. Fig. 2 shows the configuration of the FCU with its components and their arrangements.

To simulate the FCU interacting with the corresponding zone in HVACSIM+, the components (units) models are grouped into five blocks and each block constitutes a superblock (i.e., equations of which are solved simultaneously). The final model consists of five superblocks:

1. control logic (SB1),
2. actuators (SB2),
3. fluid (i.e., mass flow and pressure, SB3),
4. thermal (temperature and humidity, SB4), and
5. sensors (SB5). Fig. 3 illustrates this HVACSIM+ structure for the FCU model. As illustrated in Fig. 3, there are five superblocks, represented by SB1 to SB5. Each rectangular box represents a unit (described by its title). The TYPE number used to model each unit is also provided, such as T479 (TYPE 479) for fan coil unit supply air temperature control. C represents control signal, N represents rotational speed and T represents temperature. For example, it can be seen that the mixed air and room air temperature signals (C11 and C10), sent from the sensors superblock (SB5) to the controls superblock (SB1) result in positioning of the heating and cooling coil valves and the mixed air damper (SB2).

Simultaneous solution of mass-pressure equations occurs in the fluid superblock (SB3), while energy balance equations are solved simultaneously in the thermal superblock (SB4). The superblocks are weakly coupled to each other. The solution of each superblock (obtained to some specified convergence tolerance) at time step n is used in other superblock that are coupled at time step n + 1. For example, the temperatures from SB4 at time step n are used to determine flow properties in SB3 at time step n + 1. The simulation runs for each method with a minimum time step of 2 s and a maximum time step of 10 s to confine the solver as it automatically adjusts the time step and avoid inaccuracy and instability of the simulation. The model of the FCU interacting with two exterior building zones, east and south facing, is simulated on a summer test day. These zones are referred to as rooms in the following discussion. In summer, the outdoor air damper is fully closed and the fan speed is normally set at high. When the FCU is operating properly, the controller compares room temperature to the cooling set-point (74°F (23.33°C)) and heating set-point (70°F (21.1°C)). If the actual room temperature is greater than (cooling set-point − 1°F (0.56°C)), the FCU is in cooling mode and if it is less than (heating set-point +1°F (0.56°C)). The FCU is in heating mode. A dedicated proportional integral derivative (PID) loop is enabled for each mode to control the cooling or heating valve position. A PID loop is a means of regulating a process quantity (room temperature) by compensating it with closed-loop feedback of its error (difference between the room temperature and set-point), with the compensation amount computed linearly using three gain coefficients.

As long as room temperature lies between the heating and cooling set-points, the room is considered to be comfortable and the control system will not adjust the valve and fan settings in the FCU unit. The room air temperature signal is passed from the sensors superblock to the controls superblock, which calculates the required position of the heating and cooling coil valves. Valve positions as determined in the control superblock are passed to other superblocks as appropriate. Simultaneous solution of mass-pressure equations occurs in the air flow superblock, while energy balance equations are solved simultaneously in the thermal superblock. As shown in Table 3, the total number of variables in the FCU simulation is 58. In this table the category and number of variables in those categories are listed. The Iowa Energy Center Energy Resource Station (ERS) provides weather condition and experimental data necessary for simulation and validation of the FCU model. Additional details of this model, including a discussion of model validation, can be found in [26].

In this section the simulation results of the FCU model as simulated with both methods are presented and compared. The FCU performance variables as well as the solver function variables are shown in order to compare the performance of the two methods. Room air temperature and cooling coil valve position are the FCU performance variables. The number of function evaluations, number of iterations, cumulative number of iterations, and cumulative number of function evaluations are the performance variables of each solver method.

In Figs. 4 and 5 the FCU performance variables of simulations for east and south facing rooms using both the PH and LM methods are compared for identical initial conditions. The solid line represents experimental data, the dotted line represents the simulation result with the PH method and dashed line represents simulation results with the LM method. The FCU model parameters have been validated using experimental data which are reported in another publication [26]. Here, experimental data serve as a reference to compare the two solver methods.

As Fig. 4 illustrates, the FCU in the east room is operated in cooling mode to maintain the cooling temperature set point. The cooling coil valve controls the water flow rate, which in part determines the heat transfer rate, and maintains the room temperature near the cooling set point. As the east room air temperature graph in Fig. 4 shows, the results of the simulation for the PH and LM methods for room air temperature are identical except for the 10:00 to 11:06 and 13:30 to 15:46 time frames, in which the model using the PH method could not produce a room temperature that stabilizes at the cooling temperature set point. Further analysis of these two time frames shows unsuccessful convergences (unsuccessful iteration times have been listed in Table 4). When a nonlinear system does not converge at a given time step (i.e., the simulation fails to meet the termination criteria), the inaccurate solution is passed to later time steps. This can lead the simulation into non-physical state space (e.g., negative humidity) and/or an inaccurate solution. This can happen when residuals become small, but fail to vanish. Thus, while all but one superblock may reach convergence within a time step, the one superblock that failed to converge can cause the entire simulation to fail at that time step. That scenario is avoided by the LM method, which successfully iterates all superblocks to desirable solutions within the simulation time window. For this reason, the simulation result for cooling coil valve position by the LM method is reasonable, whereas the solution provided by the PH method is not. The bump that occurs around 11:00 in the east room air temperature values calculated by the PH method shows that solver became trapped in an unsatisfactory region where it could not find the minimum of the sum of the squares of the functions.

As Fig. 5 shows, the FCU operation in the south room is consistent with the operation in the east room. The PH method did not solve the thermal superblock in the 10:00–11:06 and 13:12–15:43 time frames, having completed most of iterations unsuccessfully which have been listed in Table 5. On the other hand, the LM method converged to a desirable solution for both the air flow and thermal

<table>
<thead>
<tr>
<th>Category</th>
<th>Pressure</th>
<th>Flow rate</th>
<th>Temperature</th>
<th>Control</th>
<th>Other (Fan rotational speed)</th>
<th>Power</th>
<th>Humidity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of state variables</td>
<td>7</td>
<td>8</td>
<td>16</td>
<td>14</td>
<td>1</td>
<td>8</td>
<td>4</td>
</tr>
</tbody>
</table>
superblocks. The simulation results predicting the FCU operation in the east and south rooms are acceptable when the solver returns a converged solution for all superblocks. As the south room air temperature graph in Fig. 5 shows, the results of the simulation for the PH and LM methods for room air temperature are identical except for the 10:00–11:10, 13:10–14:00 and 14:30–16:00 time frames, in which the PH method moves around the cooling temperature set point but is not able to capture it. The cooling coil valve position based on the LM method, which successfully converged to a solution, gives more reasonable results.

The prior validation work [26] revealed some weaknesses in the combined model of the FCU and room. The thermodynamic interaction between the modeled room and the ambient environment differs from the interaction that occurs in the real physical space. Thus, the cooling coil valve signals solved for in the control superblock do not completely agree with the experimental data. This weakness in the model is most clearly demonstrated by the
decrease in cooling coil valve position shown near 14:00 in Fig. 5 for both the PH and LM methods.

Figs. 6–9 are a brief comparison of the PH and LM method performance variables obtained in solving the system of nonlinear equations that emerge in the FCU simulation. Fig. 6 is a comparison of the PH and LM method cumulative number of iterations and the number of iterations at each time step in the air flow and thermal superblocks for the FCU in the east room. Similarly, Fig. 7 displays the comparison of the PH and LM method cumulative number of function evaluations and the number of function evaluations at each time step in the air flow and thermal superblocks for the FCU in the east room; Figs. 8 and 9 display the same data for the south room. According to the number of iterations at each time step for the thermal superblock of the FCU in the east and south room in Figs. 6 and 8, it is obvious that for the PH method, during the time frames with unsuccessful solutions, the number of iterations in the thermal superblock is greater. This implies that the PH method attempts to make good progress toward the solution by increasing the number of iterations. A close look at the number of function evaluations in Figs. 7 and 9 for the FCU thermal superblock in the east and south rooms leads us to the same conclusion. Note that in Fig. 9, near 14:00 the number of function evaluations does not spike for either PH or LM because, as noted above, the deviation from the experimental data is not due to convergence failure.

Figs. 7 and 9 show that the LM method requires more function evaluations than the PH method because, as discussed in Section 2, the LM method solves the normal equations directly rather than using the approximation employed in the PH method. Figs. 6 and 8 show that, for the airflow superblock, the LM method requires more iterations than the PH method; this is also a result of the direct solution of the normal equations. In Fig. 8, for the thermal superblock, the LM method requires more iterations than the PH method, as expected, but in Fig. 6, the thermal superblock requires more iteration for the PH method than for the LM method. This behavior demonstrates the difficulty that the PH method has converging to a solution in the thermal superblock for the east room as previously discussed in relation to Fig. 4. If both methods are properly converging, the LM method should require more iterations than PH due to its greater complexity.

4. Conclusion

A qualitative difference between the LM and PH methods arises when a trial step fails to yield sufficient decrease in the residual of the nonlinear equations and the search direction must be...
altered. Many simple methods for solving nonlinear equations simply shorten the length of the search trial step in hopes that a shorter step will yield sufficient decrease of the residuals. Other more sophisticated techniques alter both the length and the direction of the trial step. In the case of LM, the \( \mu \) parameter is increased and the resulting Equations 6 is solved. This is the case even when a trial step with length less than that of the Cauchy step yields sufficient decrease in the residuals of the nonlinear equations and this trial step is an acceptable step. On the other hand, when PH computes a trial step, it is generated by augmenting or ‘adding onto’ the Gauss-Newton step. Once the Gauss-Newton step has been computed at a given point, the PH algorithm computes trial steps by changing the parameter \( \eta \). The PH algorithm, therefore, computes all trial steps, both successful steps and failed steps, without resolving the normal equations, (Eq. (7)). This is true even when a trial step with length less than the length of the Cauchy step is chosen to be the accepted step of PH. Where the LM method solves the normal equations, the PH method uses an approximation. This is the reason for the improvements in the LM method over the PH method, but it is also the reason why the LM method can be more computationally expensive.
Fig. 8. Comparison of the cumulative number of iterations and the number of iterations at each time step for the PH and LM methods in the air flow and thermal superblocks for the FCU in the south room. In the air flow superblock the LM method rapidly oscillates between seven and eight iterations, resulting in what appears to be a solid block.

An important computational issue that arises in the multiphysics framework of modeling buildings is that of preconditioning of nonlinear systems. This occurs when two or more component models are coupled with the goal of simulating events involving the output from these components. Many linear preconditioners exist for applications-specific linear systems; however, in the context of improving HVACSIM+, greater improvement can be seen from considering directly the nonlinear system coupling components. Future research will focus on improving the problem formulation by developing and applying a preconditioner that is designed specifically for HVAC applications. This process will include creating a more uniform scaling across variables and ordering the solution of equations in a way that is numerically stable.
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