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Abstract

Chemical detectors are crucial tools for first responders during emergency-response scenarios and for continuous monitoring of public spaces for general safety. For those who depend upon chemical detectors for safety and security, ensuring that detectors alarm at specified levels is critical. During detector performance evaluation, the accurate delivery of known concentrations of the chemical target to the detector is a key aspect of the test. Referee methods enable the analyte test concentration and associated uncertainties in the analyte test concentration to be validated by independent analysis, which is especially important for reactive analytes. This work demonstrates a method to use Fourier transform infrared (FT-IR) absorption spectroscopy for quantitatively evaluating the composition of vapor streams containing hazardous materials at Acute Exposure Guideline Levels (AEGL) under test conditions defined in recently published standard specifications for chemical vapor detectors. The described method covers the use of primary reference spectra to establish analyte concentrations, the generation of secondary reference spectra suitable for measuring analyte concentrations under specified testing environments, and the use of referee feedback to compensate for depletion of the test analyte. Important benefits of this approach include verification of the test analyte concentration with characterized uncertainties by in situ measurements co-located with the detector under test, near-real-time feedback, and broad applicability to toxic industrial chemicals.
Introduction

Rapid identification and reliable quantification of potentially lethal chemical vapors are required in order to achieve an optimum level of safety for the general public and for first responders during an accidental or intentional atmospheric release of such compounds. If chemical security is to be achieved, chemical vapor detectors employed in these situations must demonstrate capabilities that meet baseline performance requirements, such as the requirements recently published in the standard specifications for chemical vapor detectors for homeland security applications, ASTM E2885-13 [1] and ASTM E2933-13 [2]. Standard testing parameters and methods designed to evaluate a detector’s performance must produce widely accepted results for an instrument’s risk detection capability, with defined levels of confidence. The verification and validation process relies upon the presentation of a challenge air stream, containing a toxic analyte of interest, to the sampling port of a detector. The concentration of the toxic analyte must be within a well-defined limit of uncertainty and meet target concentrations and target uncertainty criteria. Because of the potential reactivity of the toxic analytes under testing conditions, the analyte concentration is best determined by independent methods (a “referee”) at the measurement point of the detector under test. Analyte concentrations based solely on dilution flow calculations can be misleading due to, for example, unquantified analyte degradation and lead to significant errors in the performance evaluation.

This paper presents a demonstration of a referee test method that employs an optical absorption measurement to provide an absolute quantitative measurement of a toxic analyte concentration. Such an optical measurement can be made in the detector testing chamber, so that the efficacy of
gas stream preparation and the assumption that the gas stream is chemically stable during delivery to both the test and referee measurement sites need not be relied upon. In addition, a practical routine method is preferred to minimize the need for special instrumentation and for the development of in-house or commercial reference materials and data for the toxic gases that are of interest. This criterion is met in the present referee method, which makes an absorption measurement of the gas using a commercial Fourier transform infrared (FT-IR) absorption spectrometer. FT-IR spectroscopy has been utilized previously for quantitative analysis of gas-phase components, using a variety of approaches (see, for example, [3-7]). The method that we demonstrate relies upon the use of primary reference spectra from available spectral libraries, thus providing quantitative concentration measurements with defined levels of uncertainty. It is feasible that using an FT-IR absorption measurement, this protocol should be able to verify test streams to an expanded uncertainty of 5 % ($2\mu_c$). This is a considerable improvement over current standard uncertainty “best guess” estimates of 20 % ($1\mu_c$) in test methods currently in use [8].

For the present study, the analytes of interest are broadly classified as Toxic Industrial Chemicals (TICs). These chemicals are typically produced in large quantities and can pose hazards when released into the environment, either accidently or intentionally. Formaldehyde, for example, can be inadvertently released into the environment by out-gassing from building materials and methods are being developed to monitor its presence [9]. These analytes are often reactive under typical background atmosphere environments that include varied temperatures and humidity levels. The testing parameters for validation of chemical detectors include temperature and humidity parameters for challenge streams that have been defined by recently published
chemical vapor detector standard specifications [1, 2]. The testing conditions are shown in Table 1 with the acceptable ranges for the temperatures and humidities [1]. Furthermore, the standard specification gives targeted concentrations for testing that are based upon each chemical’s Acute Exposure Guideline Limits (AEGL) [10]. For the demonstration of our FT-IR-based approach, tests were conducted under the specified 33 °C and 45 °C environmental conditions for target analyte concentrations just above that of the 30 minute exposure AEGL 2 and AEGL 3 concentrations. The AEGLs represent the airborne concentration thresholds of a chemical at which susceptible individuals in the general population, including infants and children, suffer adverse health effects [11]. AEGL 2 corresponds to irreversible or long-lasting adverse effects, and AEGL 3 corresponds to life-threatening effects or death [2].

Experimental

Challenge Stream Generation

Three gas-phase TIC analytes (acrylonitrile, ethylene oxide and formaldehyde) were generated from analyte permeation tubes in a generator oven supplied by VICI Metronics [12]. Purge air (water vapor and CO$_2$ removed) was generated from a Whatman 75-45-12VDC FTIR purge gas generator [12]. Purge air constantly flowed through the oven at 50 cm$^3$/min,$^1$ as controlled by a mass flow controller (MKS Instruments, Inc.) [12]. The analyte vapor emission from the permeation tubes was allowed to stabilize for at least one day prior to use.

---

$^1$ Flow volume rates are specified for gas at 0 °C and 101.325 kPa.
The analyte gas stream was blended in a glass mixing bulb with dilution flow controlled by a mass flow controller to generate gas streams of specific analyte concentrations. For generating the secondary reference spectra, purge air was used for dilution. For the detector tests at environmental conditions, the initial analyte gas stream was diluted using filtered air (hydrocarbons and most water removed, carbon dioxide unaffected) passed through a dew point generator (Li-Cor LI-610 [12]), positioned downstream from the mass flow controller, to control the humidity. The dew point was set to deliver water vapor to the sample cell within the ranges for the test conditions (See Table 1), based upon the cell temperature and the mixing ratio of the analyte flow and the dilution flow. For the environmental tests at elevated temperature, the cell and lines before the cell were heated to the target temperatures using resistive heaters. For safety, all lines and the sample cell itself were maintained in secondary containment, which was continuously flushed with purge air. Chemically passive materials, either electropolished stainless steel or perfluoroalkoxy (PFA) flexible tubing, were used for the analyte delivery lines.

The standard specification for handheld chemical vapor detectors requires the vapor concentration of the challenge stream to be above the 30 minute exposure AEGL value threshold by an amount equal to the expanded measurement uncertainty [1]. The goal of this work was to demonstrate that using the methods given, measurements of the toxic vapor concentration could be made within the expanded uncertainty, $U$, equal to 5% of the AEGL target. Here, $U = ku_c$, with the combined standard uncertainty $u_c$ determined from experimental standard uncertainties, and the coverage factor of $k = 2$. Therefore, delivery of analyte concentrations at AEGL + 5% was targeted. Under these experimental constraints, there is approximately 95% or greater
confidence that the true test concentration will be between the relevant AEGL value and a concentration 10% greater than that AEGL value. Of those values that do not fall within the 95% confidence interval, the probability that the true test concentration will be below the interval rather than above is 50%, provided that all uncertainties are normally distributed [13]. Therefore, designing the detector test such that the target concentration exceeds the AEGL value by at least $2\mu_e$ results in a test concentration that exceeds the AEGL value with at least 97.5% (95% + 5% / 2) confidence. This target concentration provides a rigorous and relevant test for the procurement evaluator while simultaneously assuring a fair test of capability for the detector vendor. The list of target analytes, their 30 minute exposure AEGL2 and AEGL3 concentrations and the infrared spectral fit ranges are shown in Table 2. The ranges were selected to fit an absorption band for the analyte of interest, while qualitatively minimizing overlap with water or carbon dioxide.

**FT-IR Measurements**

FT-IR spectra at resolutions of 0.5 cm$^{-1}$ (TICs) or 1 cm$^{-1}$ (toluene) were collected using a Bruker IFS66v [12]. TIC spectra and their corresponding background spectra were averaged over 512 scans each ($\approx$ 7 min). The path length of the sample cell (20-pass cell with an internal volume of 200 cm$^3$) was previously measured at 2.0114 m with a relative expanded uncertainty of 0.26% [14]. To confirm that the optical path used all 20 passes through the cell, FT-IR absorption spectra of gravimetrically determined concentrations of toluene vapor from a diffusion tube were acquired and analyzed with reference to primary reference spectra of toluene. The cell temperature and pressure were recorded throughout the spectral acquisitions. Background spectra
were collected of either the purge air or air matched to the environmental test conditions (humidity and carbon dioxide). Sets of at least five analyte spectra (≈7 min integration time for each spectrum) were generated for each test condition at the two target concentrations.

**FT-IR Spectral Analysis**

Interferograms were Fourier transformed with a 3-term Blackman-Harris apodization function (zero-filling factor of 2) and a Bruker proprietary non-linear correction was applied for the MCT (mercury cadmium telluride) detector response [12]. TIC analyte concentrations were evaluated by least squares (LS) fitting of reference spectra to the data. (See [15] for a demonstration of quantitative LS fitting of multi-component gas-phase FT-IR spectra.) For the spectra of a toxic analyte in wet air, reference spectra for the analyte, water and, if needed, CO₂ were included in the fit. Parameters of the fit included a shift of the x-axis of the data so that the positions of the peak maxima matched those of the analyte reference spectrum, a baseline, and the amplitudes of the reference spectra required to fit the data. It has been shown that for non-interacting gases fitting with a baseline represented by an offset and a slope is adequate for obtaining quantitative results [15]. The quality of the fit was determined by \( \chi^2 \), the sum of the squares of the residuals that are minimized in the LS fit, and by inspection of the fit to the spectral profile of the data. Water and carbon dioxide reference spectra used for the fitting of data at these temperatures were Pacific Northwest National Laboratory (PNNL) reference data spectra at 25 °C and 50 °C [16], which were used for the test data at 33 °C and at 45 °C, respectively. While these two reference spectra did not exactly match the spectral profiles at the test temperatures, these reference spectra were sufficient to provide adequate fits, since accurate quantitative measurements of only the
analyte, not water and carbon dioxide, were the goal of this work. For each fit, the sample spectra were adjusted using the ideal gas law to adjust the sample number densities due to differences in the pressure and temperature of the current spectra versus the reference spectra.

**Reference Spectra**

Primary reference spectra were obtained from the National Institute of Standards and Technology (NIST) Quantitative Infrared Database for acrylonitrile and ethylene oxide or from the Northwest-Infrared vapor phase infrared spectral library maintained by PNNL for formaldehyde [16-18]. In all cases, the 0.125 cm\(^{-1}\) resolution spectra were de-resolved (Blackman-Harris apodization) to 0.5 cm\(^{-1}\) resolution spectra using the de-resolution program available from the Environmental Protection Agency [19]. These primary reference spectra were suitable for fitting spectra acquired at room temperature and atmospheric pressure.

To evaluate the environmental test spectra collected at 33 °C and 45 °C, secondary reference spectra for the analytes at these temperatures were generated. The procedure for each analyte and test temperature was similar, and presented here: A secondary reference spectrum was generated by first obtaining spectra of the analyte of interest, typically at a concentration greater than the AEGL 3 value by ≈ 5 %, at a set dilution flow rate and at a temperature that closely matched that of the primary reference spectrum (generally 23 °C). These spectra formed a basis for the determination of the analyte concentration in the stream under this flow rate, as determined from fitting the individual spectra with the primary reference spectrum. Maintaining the same flow
rates (and thus the analyte concentration), spectra were also obtained for the analyte in a system heated to the desired testing temperature (33 °C or 45 °C). The average of these spectra served as secondary reference spectra at these two elevated temperatures for the analyte of interest, with a concentration traceable to the primary reference spectrum, assuming minimal decomposition with the condition change.

Table 3 shows the contributions to the analyte concentration uncertainty. The uncertainty attributed to global spectral fitting includes contributions from such factors as stability, baseline interpretation and analysis (including variability of the results from the spectral fitting process). Because we observe decomposition products in the formaldehyde spectrum, we have used 1 % for analysis of formaldehyde concentrations, rather than 0.5 %, for the uncertainty associated with global spectral fitting. For the secondary reference spectra, the expanded uncertainty, \( U \), \( (2u_c) \) is estimated by adding in quadrature the appropriate values in Table 3 plus the uncertainty of the primary reference spectra. For the analytes used here, the primary reference expanded uncertainties are 2.0 % (acrylonitrile), 2.1 % (ethylene oxide) and 10.0 % (formaldehyde). These yield expanded uncertainties for the secondary reference spectra of 2.3 % (acrylonitrile), 2.4 % (ethylene oxide) and 10.4 % (formaldehyde).

For the spectra acquired during the environmental tests, the uncertainties associated with the temperature and pressure measurements and the global spectral fitting are added again. The expanded uncertainties, \( U \), in these measurements are then 2.5 % for acrylonitrile, 2.6 % for
ethylen oxide, and 10.6 % for formaldehyde. We note that the primary reference spectra for acrylonitrile and ethylene oxide were acquired using the same MCT detector as was used in these studies. Thus, the primary reference spectra include all uncertainty related to the detector non-linearity [17], and therefore a component for detector non-linearity is not included again when calculating the uncertainty associated with the secondary reference spectra or the environmental tests. From the uncertainty analysis, we observe that the dominant contribution to the uncertainty of the test measurements is the uncertainty of the primary reference spectrum. Unless otherwise stated, analyte concentrations will include the $2u_c$ expanded uncertainty.

**Results and Discussion**

Published FT-IR reference spectra offer a convenient means to evaluate the concentration of an analyte in a gas-phase sample [17, 18]. This is shown in Fig. 1 for ethylene oxide in purge air at laboratory ambient temperature (RT, $\approx 23.6 ^\circ C$). The ethylene oxide reference spectrum is well-matched to the shape of the acquired spectrum, with negligible differences, even in the sharp, narrow features in the center of the spectrum. This is seen most clearly in the expanded difference trace. An expanded view of the fit is given in the inset. An LS fit yielded an analyte concentration of $(389.8 \pm 9.4) \mu mol/mol$.

Under certain testing conditions such as reduced or elevated temperature, a best fit of the reference spectra to the acquired sample spectra can produce a residual spectrum; that is, a simple amplitude correction is insufficient to produce a matched overlay of the two spectra. This
is demonstrated in Fig. 2 for acrylonitrile spectra in purge air acquired at RT, 33 °C and 45 °C, all at the same analyte concentration (an LS fit to the RT spectrum providing a concentration of (191.2 ± 4.4) µmol/mol). The difference spectra in the bottom portion of the plot illustrate the changes that occur in the shape of the absorption bands as temperature increases: the peak amplitudes get smaller, while the band shoulders get broader as higher energy rotational levels are populated [20]. If the higher-temperature spectra (for any of the three analytes used in this demonstration) are fit with reference spectra at 23 °C, the evaluated concentration of the analyte can change by more than 2 %, and the $\chi^2$ for the fit can increase by more than a factor of 15. This demonstrates the need for the collection of secondary reference spectra as described in the Experimental section.

As a demonstration of the general applicability of the use of secondary reference spectra for evaluating analyte concentrations in an environmentally relevant test stream, the protocol was applied to the three analytes of interest. For example, Fig. 3 shows the application of a secondary reference spectrum at 45 °C for ethylene oxide in a fit that also includes reference spectra to account for the presence of both water ($\approx 29$ g/m$^3$) and some weak carbon dioxide absorption lines. The 50 °C primary reference spectra for water and CO$_2$ fit the comparatively weak spectral lines in the data reasonably well and provide an adequate fit for an LS determination of the ethylene oxide concentration. The fit yielded an ethylene oxide concentration of (380.0 ± 9.9) µmol/mol (ca. AEGL3 + 5 %). Similarly, using secondary reference spectra for the analytes, good fits were achieved at the other test conditions and target concentrations for both ethylene oxide and acrylonitrile.
Fig. 4 shows a more difficult evaluation of a formaldehyde spectrum at room temperature using the primary reference spectrum. Note that we have also included the primary reference spectrum for formic acid in the LS model. Deviations between the acquired spectrum and the fit using only the formaldehyde primary reference spectrum (not shown) show broad mismatch from 2825 cm$^{-1}$ to 3050 cm$^{-1}$. Such mismatches would produce a larger uncertainty in the final evaluated analyte concentrations. However, the inclusion of formic acid (contributions to the fit are shown in Fig. 4) improves the overall fit, which yields a formaldehyde concentration of (75.5 ± 7.9) µmol/mol. Fits in the region 950 cm$^{-1}$ to 1350 cm$^{-1}$ provided the best estimates for the formic acid concentration, which we estimate at ≈ 3 µmol/mol for this data set. We note that formaldehyde is a reactive chemical and can decompose on surfaces and in the gas phase into a variety of products, including formic acid, water, hydrogen, carbon monoxide and carbon dioxide [21, 22]. For this spectrum, we also observed additional carbon dioxide and carbon monoxide beyond the background levels. Based upon these results, consideration must be taken for the presence of decomposition products in the secondary reference spectra.

When water is added to the environmentally relevant challenge stream, the spectral fit shows larger deviations, as shown in Fig. 5a. For this spectrum, the nearby water lines are saturated (the concentration of water is ≈ 6 g/m$^3$), and interfere with the quality of the fit for formaldehyde. The use of an environmentally matched background spectrum (See Fig. 5b), however, can mitigate the interference of the water lines. Rather than using a conventional purge-air background, we have generated a matched background that has similar levels of water and
carbon dioxide as does the challenge stream. When using this background, the deviations are reduced, and the overall quality of the fit is improved, yielding a formaldehyde concentration of \((77.1 \pm 8.2) \ \mu\text{mol/mol} \ (\text{ca. AEGL}3 + 5\%)\). A small negative deviation of the fit from the acquired spectrum can be observed in Fig. 5b from 2890 cm\(^{-1}\) to 3000 cm\(^{-1}\). The contributions of formic acid to the secondary reference spectra were not removed when creating those spectra at 45 °C or, with respect to Fig. 5, at 33 °C, partially because primary reference spectra at those temperatures were not available. The spectra in Fig. 5 show less formic acid than the secondary reference spectra, hence the negative deviations. Based upon the overall reactivity of formaldehyde in these testing environments, we have estimated the global spectra fitting uncertainty at 1 % \(\left(1u_c\right)\) for formaldehyde, rather than 0.5 % for the other two case-study analytes.

The results of the approach for quantifying these three analytes under the various environmental conditions are summarized in Table 4. For each test condition, the concentration given is an average of fits to five to ten spectra, and the variability is given as ± 2 standard deviations. In general, the concentrations show little variation within a testing condition (analyte, temperature, humidity), with most tests yielding a deviation over repeated runs from the average value of no more than 0.6 \(\mu\text{mol/mol}\) over repeated runs. From our spectral fitting of the formaldehyde spectra, we estimate that the existence of a formaldehyde primary reference spectrum with an uncertainty comparable to that of the other two analytes would result in an expanded uncertainty for the determination of the formaldehyde concentration of approximately 5 %. 

[14]
After adding water vapor to an ethylene oxide challenge stream, we noted that the analyte concentration was at a lower level than would otherwise be predicted from the mixing ratios from the mass flow controllers. To follow this trend, we systematically varied the water concentration while maintaining a constant mixing ratio between the dilution air stream and the ethylene oxide-in-air stream. The concentration of ethylene oxide in the FT-IR cell, as determined from LS fits, is shown in Fig. 6. The plot shows that the depletion of ethylene oxide, initially at AEGL3, is linear with water concentrations in the gas stream up to 29 g/m$^3$ at 33 °C. The amount of analyte depletion was time-independent, even to 1 hour under stopped-flow conditions, although it should be noted that with the flow conditions of these measurements the time scale for detecting changes was typically several minutes. The magnitude of the change tracks with added water content in the air stream, that is, the depletion is likely due to increased dilution by the water molecules. Similar effects were seen for the other analytes: for formaldehyde and acrylonitrile at approximately AEGL3 +5 % concentration and 33 °C, changes in concentration of -6.6 % and of a -4.5 %, respectively, were observed with water addition to the test stream at a concentration of 29 g/m$^3$. Furthermore, we cannot rule out other depletion mechanisms for the various analytes, e.g., reaction with the water vapor. Since direct measurement of the humidified air streams using mass flow controllers would be challenging, owing to the mixed and varying levels of components in the gas stream, the reductions in analyte concentrations with these tests demonstrate the need for real-time feedback to adjust analyte concentrations under the environmental test conditions to ensure that the target analyte concentration is being delivered to the detector under test.
Conclusions

Fourier-transform infrared (FT-IR) absorption spectroscopy using multivariate analysis and published reference spectra to evaluate measured spectra is becoming a common tool for quantitative gas analysis. One major advantage of this approach, which is based on the direct measurement of molecular properties, is that the measurements can be analyzed using reference spectra rather than consumable gas cylinder standards. Through the use of standard measurement protocols and standard reference spectra for data analysis, measurements across laboratories can be easily compared and the associated uncertainties in the measurements can be documented.

This work examines the use of FT-IR absorption spectroscopy for quantitatively evaluating the composition of vapor streams containing hazardous materials at AEGL under test conditions defined in a recently published standard specification for chemical vapor detectors, ASTM E2885-13 and E2933-13 [1, 2]. In this case, the vapor samples of interest are under conditions, i.e., temperature, relative humidity, and composition, which are relevant for the application, but not ideal for matching the measured spectra to published reference spectra. For example, differences in the line and band shapes due to differences in the sample temperatures can produce significant errors in the value assignments. In this work, published reference spectra at 23 °C or 25 °C were used to evaluate the concentration of vapor streams with single components using an intermediate step to generate secondary reference spectra of the chemicals of interest at the measurement temperature. Addition of water vapor to the toxic gas/air stream resulted in a
significant but stable decrease in the toxic gas concentration for all three of the toxic analytes tested.

This demonstration covers a relatively small subset of the possible chemicals that could be monitored in this way. In principle, the referee method described here would be suitable for confirming the detection capabilities of a point sensor for qualitative and quantitative analysis of any target TIC with an infrared absorption cross section sufficiently large to have a measurable spectrum at the AEGL or other application-relevant value. In an ideal case, the analyte spectrum is free of overlapping features from spectra of different components in the gas stream. Even competing features, if not too congested, should allow LS fitting techniques to provide high quality quantitative results.
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Table 1. Testing conditions for handheld point chemical vapor detectors. Reprinted, with permission, from E2885-13 Standard Specification for Handheld Point Chemical Vapor Detectors (HPCVD) for Homeland Security Applications, copyright ASTM International, 100 Barr Harbor Drive, West Conshohocken, PA 19428. A copy of the complete standard may be obtained from ASTM International, www.astm.org [1].

<table>
<thead>
<tr>
<th>Manufacturer Documented Climate Ranges</th>
<th>Temperature (°C)</th>
<th>% Relative Humidity</th>
<th>Water Vapor Content (g/m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperate</td>
<td>7 ± 2</td>
<td>77 ± 25</td>
<td>6 ± 2</td>
</tr>
<tr>
<td></td>
<td>33 ± 2</td>
<td>17 ± 6</td>
<td>6 ± 2</td>
</tr>
<tr>
<td>Low Temperature</td>
<td>-5 ± 2</td>
<td>78 ± 6</td>
<td>29 ± 2</td>
</tr>
<tr>
<td>High Temperature</td>
<td>45 ± 2</td>
<td>43 ± 3</td>
<td>29 ± 2</td>
</tr>
</tbody>
</table>

Table 2. 30 minute exposure Acute Exposure Guideline Levels [10] and fit ranges for the demonstration analytes.

<table>
<thead>
<tr>
<th>analyte</th>
<th>30 min AEGL2 (µmol/mol)</th>
<th>30 min AEGL3 (µmol/mol)</th>
<th>fit range, lower limit (cm⁻¹)</th>
<th>fit range, upper limit (cm⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>acrylonitrile</td>
<td>110</td>
<td>180</td>
<td>815</td>
<td>1170</td>
</tr>
<tr>
<td>ethylene oxide</td>
<td>80</td>
<td>360</td>
<td>730</td>
<td>1000</td>
</tr>
<tr>
<td>formaldehyde</td>
<td>14</td>
<td>70</td>
<td>2410</td>
<td>3300</td>
</tr>
</tbody>
</table>

Table 3. Additional contributions of uncertainty: $1_u_c$.

<table>
<thead>
<tr>
<th>Source</th>
<th>Estimated uncertainty ($1_u_c$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detector non-linearity*</td>
<td>1 %</td>
</tr>
<tr>
<td>Pathlength</td>
<td>0.013 %</td>
</tr>
<tr>
<td>Cell temperature</td>
<td>0.1 %</td>
</tr>
<tr>
<td>Cell pressure</td>
<td>0.2 %</td>
</tr>
<tr>
<td>Global spectra interpretation</td>
<td>0.5 % (1 % for formaldehyde)</td>
</tr>
</tbody>
</table>

*The same detector was used to prepare the acrylonitrile and ethylene oxide primary reference spectra at NIST [17]
Table 4. Final concentrations and fit variations for demonstration laboratory challenge streams. The variability in the fits is given as ± 2 standard deviations for \( n = 5 \) to 10 spectra.

<table>
<thead>
<tr>
<th>Analyte</th>
<th>(^a)Target value (µmol/mol)</th>
<th>Concentration (µmol/mol), with variability</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(33^\circ) C, 6 g/m³ H₂O</td>
</tr>
<tr>
<td>Formaldehyde AEGL 3</td>
<td>74</td>
<td>76.9 ± 0.1</td>
</tr>
<tr>
<td>Formaldehyde AEGL 2</td>
<td>15</td>
<td>16.0 ± 0.1</td>
</tr>
<tr>
<td>Ethylene Oxide AEGL 3</td>
<td>378</td>
<td>385.7 ± 0.2</td>
</tr>
<tr>
<td>Ethylene Oxide AEGL 2</td>
<td>84</td>
<td>88.2 ± 0.1</td>
</tr>
<tr>
<td>Acrylonitrile AEGL 3</td>
<td>189</td>
<td>190.7 ± 0.1</td>
</tr>
<tr>
<td>Acrylonitrile AEGL 2</td>
<td>116</td>
<td>117.3 ± 0.1</td>
</tr>
</tbody>
</table>

\(^a\)Target value calculated at 5 % over the AEGL value (see Table 2)
Figure Captions.

**Figure 1.** Absorption spectrum for ethylene oxide in purge air at room temperature (RT, black) and the fit of the primary reference spectrum (red) are shown in the top panel. The baseline (dashed line) is also shown. The inset shows an expanded section of the spectrum and the fit. The deviation between spectrum and model across the full region analyzed is shown in green in the top panel and expanded in the bottom panel.

**Figure 2.** Absorption spectra for acrylonitrile in a purge air background at room temperature RT, 33 °C and 45 °C are shown in the top panel. The concentration of acrylonitrile is (191.2 ± 4.4) µmol/mol by LS fitting. The difference spectra (subtracting the RT spectrum from the elevated temperature spectra) are shown in the bottom panel and are offset for clarity.

**Figure 3.** An absorption spectrum for ethylene oxide in humid air at 45 °C (black) and the fit of the secondary reference spectrum (red) are shown in the top panel. The contributions from water (blue) and carbon dioxide (gray) are also shown and are offset for clarity. The deviation between spectrum and model across the full region analyzed is shown in the bottom panel.

**Figure 4.** An absorption spectrum for formaldehyde in purge air at RT (black) and the LS fit of primary reference spectra (red, including spectra for formaldehyde and formic acid) are shown in the top panel. Also included are the contributions to the LS model from the formic acid primary reference spectrum, which is offset for clarity. The deviation (green) between spectrum and model across the region shown is plotted in the bottom panel.
Figure 5. Absorption spectrum for formaldehyde in humid air (≈ 6 g/m$^3$) at 33 °C, using (a) a purge air background and (b) a matched background with water in filtered air. For each plot, the acquired spectra are shown in black and the LS fit of the secondary reference spectrum to the data are shown in red. The deviations (green) between spectrum and model for each figure is shown in the bottom panel. Also included in (a) are the contributions to the model from the primary reference spectrum of water (blue), which is offset for clarity.

Figure 6. The concentration from the LS fits of ethylene oxide in the test streams at 33 °C as a function of the water content. The y-error bars represent the 0.5 % global fitting uncertainty (See Table 3) and the x-error bars represent the standard uncertainty ($1u_c$) for the concentration of the water for these relative comparisons.
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