One-dimensional frequency-based spectroscopy
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Abstract: Recent developments in optical metrology have tremendously improved the precision and accuracy of the horizontal (frequency) axis in measured spectra. However, the vertical (typically absorbance) axis is usually based on intensity measurements that are subject to instrumental errors which limit the spectrum accuracy. Here we report a one-dimensional spectroscopy that uses only the measured frequencies of high-finesse cavity modes to provide complete information about the dispersive properties of the spectrum. Because this technique depends solely on the measurement of frequencies or their differences, it is insensitive to systematic errors in the detection of light intensity and has the potential to become the most accurate of all absorptive and dispersive spectroscopic methods. The experimental results are compared to measurements by two other high-precision cavity-enhanced spectroscopy methods. We expect that the proposed technique will have significant impact in fields such as fundamental physics, gas metrology and environmental remote sensing.
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broadening (narrowing) and pushing (pulling) relative to the absorption peak. In a high-finesse optical cavity, absorption and dispersion effects cause characteristic cavity mode experimentally demanding. In the vicinity of an absorbing (amplifying) medium placed inside absorption measurements are more common than those of phase, which are generally more Kr¨onig equations [7]. Although both effects can be used to quantify the amount of substance, dispersion respectively, are interrelated in case of linear response limit by the familiar Kramers-Hicks amplitude and shift of its phase. These mechanisms, which are ascribed to absorption and in the determination of physical constants [5] and in tests of their stability [6].

1. Introduction

Spectroscopy is a powerful measurement tool that can provide deep insight into the physics governing the microscopic world. Studies of the internal structure of atoms [1] or fundamental molecular interactions [2] are representative and scientifically important investigations which rely upon advanced spectroscopic measurements. Another challenge is the precise metrology of gaseous concentration and its composition necessary for remote sensing of the atmosphere [3] and for monitoring climate change [4]. High-accuracy spectroscopy plays also a vital role in the determination of physical constants [5] and in tests of their stability [6].

An electromagnetic wave propagating in an absorbing medium experiences attenuation of its amplitude and shift of its phase. These mechanisms, which are ascribed to absorption and dispersion respectively, are interrelated in case of linear response limit by the familiar Kramers-Kr¨onig equations [7]. Although both effects can be used to quantify the amount of substance, absorption measurements are more common than those of phase, which are generally more experimentally demanding. In the vicinity of an absorbing (amplifying) medium placed inside a high-finesse optical cavity, absorption and dispersion effects cause characteristic cavity mode broadening (narrowing) and pushing (pulling) relative to the absorption peak.

The first demonstration of absorptive broadening of cavity modes was reported by Nakagawa...
et al. [8]. A key spectroscopic application of this phenomena relies on the laser linewidth narrowing technique [9]. It was shown recently that by using an ultra-narrow laser [10, 11] or the frequency-agile, rapid scanning (FARS) spectroscopy [12, 13] method, transmission spectra of high-finesse cavity modes, which are insensitive to the instrumental function can be obtained. This motivated development of cavity mode-width spectroscopy (CMWS): a new experimental technique which is complementary to the well-known cavity ring-down spectroscopy (CRDS) in the high absorption range where ring-down decays are too short for accurate measurements [11, 13].

The effect of pulling and pushing of mode frequencies was addressed in many works in laser technology [14, 15, 16]. However, its application to laser spectroscopy is mostly limited to frequency modulation (FM) techniques [17, 18]. In those studies phase modulation of the laser light provides an unbalanced heterodyne beat signal at the modulation frequency when the spectral feature is probed. A high sensitivity of both absorption and dispersion detection modes can be increased even down to the shot-noise limit by the use of high-finesse cavities as in the NICE-OHMS method [19]. However, the accuracy of FM spectroscopy as well as all methods based on the measurement of light intensity is usually limited by instrumental errors of the detection system and detection phase uncertainty.

Frequency-based measurements of dispersion spectra have been previously suggested by Nakagawa et al. [8] as a way to improve sensitivity. The proof-of-concept experiment was supposed to rely on measuring the variation in heterodyne beat frequency between two lasers locked to different dispersion-pushed cavity modes. Although the idea was brilliant, no experiment confirming this method was carried out. Another approach to the measurement of dispersion spectra is differential intracavity phase spectroscopy, introduced by Diddams et al. [20]. This technique is based on measuring the relative phase shifts between two counterpropagating fields in a ring laser with an absorbing intracavity medium. Although absorption sensitivities achieved by this technique are relatively high, they are still several orders of magnitude worse than those obtained in cavity-enhanced absorption spectroscopy (CEAS).

In this Article we demonstrate the novel one-dimensional cavity-mode dispersion spectroscopy (1D-CMDS) and its potential in application to gas metrology, line-shape studies as well as in fundamental physics. Here, ”one-dimensional” means that only a frequency-domain-measured quantity, namely the frequency of cavity modes, is used to quantify dispersion spectra. The proposed method combines the current need for high-accuracy spectroscopic studies [21] with the best recent achievements in optical frequency control [22, 23]. Some preliminary results of the cavity mode dispersion measurements were recently reported [24, 25]. A general formula for the dispersion profile extending the discussion in [26, 27] is given here for an
arbitrary line-shape model.

This study expands previous works on dispersion spectroscopy [20, 26] with respect to both detection sensitivity as well as spectral accuracy. The former is substantially increased in CEAS techniques and is limited only by the quality of the laser-to-cavity lock and by the stability of the frequency comb of cavity modes. The latter can be potentially high, because of the negligible influence of the detection system on the measured cavity mode positions and the ability to tightly lock the laser to the cavity mode. Although our experimental setup is relatively simple, it allows for high-precision and concurrent measurements of spectra by three independent techniques: conventional time-based CRDS, as well as frequency-based CMWS and 1D-CMDS. These complementary approaches can be directly compared to quantify and bound the respective systematic errors. It is expected that such comparisons will provide a crucial test toward the development of ultra-high-accuracy spectroscopy.

2. Theory

The time constant $\tau$ of the light intensity decay from the cavity, measured in a CRDS experiment, can be considered as the average intracavity photon lifetime. Because the cavity mode width (full width at half maximum - FWHM) $\delta v_m$ and $\tau$ form a Fourier-transform pair, it follows that $\delta v_m = 1/(2\pi \tau)$. The cavity mode shape describes the spectral energy distribution of standing waves propagating in the cavity, which for a high-finesse cavity can be well approximated by the Lorentzian line-shape function [11]. Intuitively, shortening of the photon lifetime caused by the intracavity absorption results in broadening of cavity modes. In addition, an intracavity phase shift of the light changes the resonance conditions for the standing waves. This phase shift is manifested as a frequency pushing of the cavity modes away from the local absorption resonance. Both phenomena are illustrated in Fig. 1.

Near the absorption resonance, the complex refractive index $n_a(\nu) = n + n'(\nu) - i\kappa(\nu)$ depends on frequency $\nu$. It includes the resonant component $n'(\nu) - i\kappa(\nu)$ and the real nonresonant component $n$. A general formula describing the intensity transmission through a medium bounded by a two-mirror cavity is given by [11, 28]

$$\mathcal{T}(\nu) = \frac{T^2 e^{-\alpha(\nu)\ell}}{(1 - Re^{-\alpha(\nu)\ell})^2 + 4Re^{-\alpha(\nu)\ell}\sin^2[\pi\nu/\xi(\nu)],} \quad (1)$$

where $T$ and $R$ are, respectively, the intensity transmission and reflectivity of the cavity mirrors, $\alpha(\nu)$ is the frequency-dependent absorption coefficient and $\ell$ is the cavity length. For integer values of the ratio $\nu/\xi(\nu)$, this function exhibits maxima that correspond to resonant frequencies $\nu_N$ which can be found by solving the equation $\nu_N = N\xi(\nu_N)$, where $N$ is the integer mode order. Here $\xi(\nu)$ is a frequency-dependent quantity related to the free spectral range (FSR) of the unperturbed cavity modes.

The FSR is given by $v_{FSR} = c/(2n\ell)$ and corresponds to the mode spacing in the absence of resonant absorption. In general, $\alpha(\nu)$ and $\xi(\nu)$ are related to the absorptive and dispersive parts of $n_a(\nu)$ by $\alpha(\nu) = 2k_0\kappa(\nu)$ and $\xi(\nu) = v_{FSR}/(1 + n'(\nu)/n)$, where $k_0 = 2\pi v_0/c$ is the wave vector corresponding to the transition frequency $v_0$ and $c$ is the speed of light. In the absence of absorption, Eq. (1) reduces to the well-known Airy equation, and the mode frequencies are equally spaced and given by $v_N = Nv_{FSR}$.

The quantities $n'(\nu)$ and $\kappa(\nu)$ are related by the common Kramers-Krönig relations [7]. For an arbitrary line-shape model, these terms can be expressed as the imaginary and real parts of the complex line-shape function $\mathcal{S}(\nu)$:

$$n'(\nu) = cNS \left[\frac{-\text{Im}[\mathcal{S}(\nu - v_0)]}{2k_0}\right], \quad (2)$$
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Fig. 2. One-dimensional CMDS. (a) The combs of cavity modes in the vicinity (dots) and absence (sticks) of the intracavity medium form one-dimensional dispersion spectra solely in the frequency domain. In the absorption case clear frequency-pushing of the cavity modes caused by dispersion is shown. (b) The original 1D-CMDS spectrum transformed to a two-dimensional spectrum based on the frequency differences $\Delta \nu$ between the dispersion-perturbed (dots in panel a) and unperturbed (sticks in panel a) cavity modes of the same order. (c) The original 1D-CMDS spectrum transformed to a differential two-dimensional spectrum based on the frequency intervals $\Delta \nu_D$ calculated in terms of the centers of the $(N+k)$-th and the $N$-th dispersion-perturbed cavity modes and given by Eq. (4). In these simulations, $k = 1$ and the FSR of the empty cavity was $\nu_{\text{FSR}} = 0.1$ GHz. For clarity, the dispersive shift of the cavity modes $\Delta \nu$ was scaled by a factor of $5 \times 10^4$.

$$\kappa(\nu) = c. \mathcal{N} S \frac{\text{Re}[\mathcal{I}(\nu - \nu_0)]}{2k_0}.$$  

In the above equations $\mathcal{N}$ and $S$ are the number density of the absorber and the line intensity, respectively. The line-shape function $\mathcal{I}(\nu)$ is normalized to unity, i.e. $\int \mathcal{I}(\nu)d\nu = 1$, and may take various forms depending on the line-shape effects that are taken into account [29]. This complex line shape can be also viewed as a quantity related to the Fourier transform of the medium response function to the incident electromagnetic field which causality leads to the Kramers-Kröning relations [30].

The 1D-CMDS method presented here relies on the measurement of cavity mode frequencies that are affected by the intracavity medium, see Fig. 2a. The lower panels b) and c) in Fig. 2 present mappings of 1D-CMDS spectra onto traditional two-dimensional spectra. They represent two different realizations of 1D-CMDS called here “direct” and “differential”, respectively. It should be emphasized that frequency - the physical quantity that can be measured the best [31], appears on both the horizontal and vertical axes. In the case of differential 1D-CMDS, the frequency intervals $\Delta \nu_D$ between centers of the $(N+k)$-th and $N$-th longitudinal cavity modes are given by the implicit relation

$$\Delta \nu_D(k) = (N+k)\xi(\nu_L + \Delta \nu_D(k)) - N\xi(\nu_L),$$  

In the above equations $\mathcal{N}$ and $S$ are the number density of the absorber and the line intensity, respectively. The line-shape function $\mathcal{I}(\nu)$ is normalized to unity, i.e. $\int \mathcal{I}(\nu)d\nu = 1$, and may take various forms depending on the line-shape effects that are taken into account [29]. This complex line shape can be also viewed as a quantity related to the Fourier transform of the medium response function to the incident electromagnetic field which causality leads to the Kramers-Kröning relations [30].

The 1D-CMDS method presented here relies on the measurement of cavity mode frequencies that are affected by the intracavity medium, see Fig. 2a. The lower panels b) and c) in Fig. 2 present mappings of 1D-CMDS spectra onto traditional two-dimensional spectra. They represent two different realizations of 1D-CMDS called here “direct” and “differential”, respectively. It should be emphasized that frequency - the physical quantity that can be measured the best [31], appears on both the horizontal and vertical axes. In the case of differential 1D-CMDS, the frequency intervals $\Delta \nu_D$ between centers of the $(N+k)$-th and $N$-th longitudinal cavity modes are given by the implicit relation

$$\Delta \nu_D(k) = (N+k)\xi(\nu_L + \Delta \nu_D(k)) - N\xi(\nu_L),$$  

In the above equations $\mathcal{N}$ and $S$ are the number density of the absorber and the line intensity, respectively. The line-shape function $\mathcal{I}(\nu)$ is normalized to unity, i.e. $\int \mathcal{I}(\nu)d\nu = 1$, and may take various forms depending on the line-shape effects that are taken into account [29]. This complex line shape can be also viewed as a quantity related to the Fourier transform of the medium response function to the incident electromagnetic field which causality leads to the Kramers-Kröning relations [30].

The 1D-CMDS method presented here relies on the measurement of cavity mode frequencies that are affected by the intracavity medium, see Fig. 2a. The lower panels b) and c) in Fig. 2 present mappings of 1D-CMDS spectra onto traditional two-dimensional spectra. They represent two different realizations of 1D-CMDS called here “direct” and “differential”, respectively. It should be emphasized that frequency - the physical quantity that can be measured the best [31], appears on both the horizontal and vertical axes. In the case of differential 1D-CMDS, the frequency intervals $\Delta \nu_D$ between centers of the $(N+k)$-th and $N$-th longitudinal cavity modes are given by the implicit relation

$$\Delta \nu_D(k) = (N+k)\xi(\nu_L + \Delta \nu_D(k)) - N\xi(\nu_L),$$  

In the above equations $\mathcal{N}$ and $S$ are the number density of the absorber and the line intensity, respectively. The line-shape function $\mathcal{I}(\nu)$ is normalized to unity, i.e. $\int \mathcal{I}(\nu)d\nu = 1$, and may take various forms depending on the line-shape effects that are taken into account [29]. This complex line shape can be also viewed as a quantity related to the Fourier transform of the medium response function to the incident electromagnetic field which causality leads to the Kramers-Kröning relations [30].
Fig. 3. Scheme of the experiment. Laser light with initial frequency \( \nu_L \) is split into probing (\( p \)-polarized) and locking (\( s \)-polarized) beams. A tight lock of the laser frequency to a cavity mode is realized by the Pound-Drever-Hall technique with the laser light phase modulated at RF frequency \( \Omega \) by an electrooptic modulator (EOM). A half-wave plate (\( \lambda / 2 \)) and a Faraday rotator (FR) are used to redirect the interfering light from the cavity to a detector Det\(_1\) to produce an error signal for the locking servo. The frequency shifter (FS) is an acousto-optic modulator which detunes the probe beam frequency by \( \delta \) from the locking frequency \( \nu_L \) to enable scanning across the cavity mode. The transmitted probe beam intensity is measured by detector Det\(_2\), and the locking beam is blocked by the polarizer (Pol). The cavity length is actively stabilized to the reference laser (not shown in the scheme) by a method described in Ref. [32]. Three alternative techniques, CRDS, CMWS and 1D-CMDS can be realized with this setup.

where \( \nu_L \) is the frequency of the laser locked to the \( N \)-th cavity mode and \( \nu_L + \Delta \nu_D(k) \) is the frequency of the probe beam shifted by \( k \) longitudinal cavity modes from the locking beam (for \( k = 1 \) \( \Delta \nu_D(k) = \Delta \nu_D \)). To explicitly show the dispersive character of \( \xi(\nu) \), resulting from Eq. (2), we can write it as

\[
\xi(\nu) = \frac{V_{FSR}}{1 - c N S \Im[\mathcal{P}(\nu - \nu_0)]/(2nk_0)}. \tag{5}
\]

Equations (4) and (5) can be combined to model the spectral dependence of \( \Delta \nu_D \). Modeled spectra are determined by least-squares fits of these equations to the measured \( \Delta \nu_D \) in which the number density and line parameters can be treated as adjustable quantities.

3. Experiment

The precise measurements of the shapes and positions of cavity modes requires spectrally narrow lasers (relative to the cavity mode width) and the use of length-stabilized cavities. To achieve the former condition, a convenient approach is to implement a two-beam scheme in which the laser is tightly locked to the cavity. In this configuration, a part of the beam (which is frequency-detuned from the laser beam that is locked to one of the cavity modes) is insensitive to cavity length variations caused by vibrations and thermal drift. Hence, this component can be used successfully to probe the cavity mode shapes with the high precision. Such a solution is in contrast with that discussed in [11] where the laser and cavity were treated as two independent systems. It should be noted that currently available technology allows for relative locking of the laser and cavity at the level of tens of mHz [22, 23]. Moreover, an active stabilization of the cavity length to the external laser [32] prevents thermal drift of the comb of cavity modes.

A brief summary of the proof-of-principle experiment is given (see Fig. 3 for this scheme). For clarity, all technical details are provided by the Section labeled “Methods”. The laser beam at frequency \( \nu_L \) is polarization split into two legs. The \( p \) polarization is used to tightly lock the laser to the cavity mode. We use for this purpose the Pound-Drever-Hall (PDH) scheme [9],...
Fig. 4. Principle of the 1D-CMDS method. (a) The $\delta$-detuned part of the beam of the laser locked to the $N$-th cavity mode is scanned across the $(N+1)$-th mode to record its shape. The information about the intracavity differential dispersion between the $(N+1)$-th and $N$-th cavity modes is retrieved from the frequency interval $\Delta \nu_D$ between peak of the $(N+1)$-th mode and the locking point frequency $\nu_L$ at the $N$-th mode. Absorption information is obtained from the width $\delta \nu_m$ of the $(N+1)$-th cavity mode profile. (b) The density of spectral points can be increased by measuring the differential dispersion between cavity modes shifted by $\Delta \nu_c$ as a result of controlled changes in the cavity length. (c) After successful measurement of the differential dispersion between the $N$-th and $(N+1)$-th modes, the laser is relocked to the next $(N+1)$-th mode and another frequency interval between the $(N+2)$-th and $(N+1)$-th modes is measured.
but the optical feedback method [33] can be used as well. The $p$-polarized beam detuned by $\delta$ from the laser locking point is scanned in small steps around another cavity mode to measure its shape (Fig. 4a). Because of the intracavity medium the cavity modes are broadened and frequency-pushed relative to the absorption profile center. To record the dispersion as well as the absorption spectrum, the frequency of the locking laser ($s$-polarized) is stepped in increments of the cavity FSR. After each mode jump, the laser is relocked to the nearest cavity mode and the next cavity mode shape is measured by scanning the $p$-polarized beam (Fig. 4c). The determined positions of the cavity modes designate subsequent frequency intervals $\Delta \nu_D$ between the cavity modes defined by Eq. (4). These frequency intervals give the 1D-CMDS dispersion spectrum in a differential realization. Additionally, the measured spectral widths $\delta \nu_m$ of cavity modes yield the CMWS spectrum. Finally, the CRDS spectrum is obtained from the set of measured time constants $\tau$ for the light decays obtained after rapidly switching off the $p$-polarized beam.

In our experiment spectra also can be measured with frequency steps which are smaller than the cavity FSR. This is possible because the cavity length can be changed in a controlled way by frequency tuning of an external laser to which the cavity is locked. This causes a frequency shift of the cavity mode comb (Fig. 4b) which near the frequency $\nu_L$ is well approximated by $\Delta \nu_C = \nu_L \Delta \nu_{FSR}/\nu_{FSR}$, where $\Delta \nu_{FSR}/\nu_{FSR}$ is the relative change of the cavity FSR far from the absorption line. The natural limit of cavity length tuning precision is the stability of the reference laser.

4. Results

The performance of our spectrometer was illustrated by measuring the $(3 \leftarrow 0)$ band $^{13}$C$^{16}$O P3 transition ($\tilde{\nu}_0 = 6200.9964$ cm$^{-1}$) using the three alternative methods: CRDS, CMWS and 1D-CMDS. The corresponding residuals from fits of the Voigt profile (VP) and the more sophisticated speed-dependent Nelkin-Ghatak profile (SDNGP) [34] are presented below each spectrum (see Fig. 7). The line shape of this transition was carefully studied before [35].

An example of the measured cavity mode shape and the corresponding residuals, i.e. differences between the experimental profile and fitted line-shape model (Lorentzian in this case) are shown in Fig. 5. It demonstrates the sub-Hz precision of measurements of the cavity mode widths and the position resolution achieved in our experiment. Indeed, the measured cavity mode width of 1.45 kHz (cavity finesse of 141500) has an uncertainty of approximately 330 mHz whereas measurement uncertainty in the mode position is more than threefold smaller. These uncertainties are result of an achieved quality of the fit factor $Q_F = 995$ for the cavity mode shape measurement (calculated as a ratio of the cavity mode peak to the standard deviation of fit residuals [36]) and the number of 1000 points used per recorded spectrum, see Fig. 5. We found that the main contribution to the statistical noise of the cavity mode width and position comes from the quality of the lock between the laser and cavity. This frequency noise is confirmed by the characteristic shape of residuals, i.e. the largest noise amplitude occurs at the greatest derivative of the cavity mode profile. Also, the frequency noise introduced by the acousto-optic modulator, which was used in our experiment as a frequency shifter for the probe beam, was negligible because the driving RF signal was stabilized with respect to a GPS-referenced Rb frequency standard.

For the absorption and dispersion spectra shown in Fig. 7, we measured the frequency fluctuations of the laser relative to the cavity mode center to be 50 Hz. We estimated this quantity for non-absorption conditions from the statistical distribution of measured frequency differences between cavity modes based on a 1 s averaging time. These frequency intervals were then used in an Allan variance analysis to calculate the lower limit of the frequency noise affecting measurements of cavity mode positions (see Fig. 6). The achieved limit of 1.4 Hz corresponds to a slow drift of the locking point in the Pound-Drever-Hall method (that affects a drift of $\Delta \nu_D$.
Fig. 5. Precision of the cavity mode width and position measurement. Shape of a single cavity mode recorded at non-absorption conditions and residuals from a Lorentzian profile fit. The statistical standard uncertainties of the cavity mode width and position determined from fitting the spectra are \( u(\delta \nu_m) = 330 \text{ mHz} \) and \( u(\Delta \nu_D) = 97 \text{ mHz} \), respectively.

Frequency intervals (2 MHz/h) and slow cavity FSR variations that result from the long-term instability of the reference laser used for the cavity length control. Here we have demonstrated a minimum detectable absorption of \( 6.4 \times 10^{-10} \text{ cm}^{-1} \), which is comparable to sensitivities achieved with other CRDS techniques [13, 37]

Fig. 6. Allan variance plot of frequency intervals \( \Delta \nu_D \). The minimum corresponds to the 1.4 Hz-frequency noise limit in cavity mode position measurements.

The quality of the fit factor QF [36] of 1639 obtained for the 1D-CMDS spectrum is to our knowledge the highest so far obtained for any dispersion method. This level of precision enabled us to implement a rigorous line-shape analysis. To this end we used various theoretical models starting from the VP and more advanced profiles including the SDNGP which goes beyond the VP by taking into account two subtle line-narrowing effects - Dicke narrowing and the speed dependence of collisional broadening. So far a dispersive line-shape analysis has been carried out only for NICE-OHMS acetylene spectra [26, 38]. However, unlike the 1D-CMDS, the NICE-OHMS method is based on light intensity measurements.

In Fig. 7 we compare three CO spectra obtained with the respective spectroscopic techniques
Fig. 7. Alternative approaches to cavity-enhanced spectroscopy. Experimental (dots) and fitted (line) spectrum of the $^{13}$C$^{18}$O P3 transition from the (3 ← 0) band recorded at a pressure of 2.9 kPa by three independent techniques: CRDS, CMWS and 1D-CMDS. Below are residuals from fits with the Voigt profile (VP) - open circles and the more general speed-dependent Nelkin-Ghatak profile (SDNGP) - dots. Each of the presented spectra is a result of 65 scans averaging. The CRDS and CMWS methods provide the absorption spectrum, whereas the 1D-CMDS spectrum is dispersive and differential because it measures frequency intervals between cavity modes. In all cases, the SDNGP properly matches the experimental data. Note that the $y$-axis label $\Delta \nu_{Dcorr}$ is defined below in the Section labeled “Methods”.
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discussed here. All measurements undoubtedly indicate that the SDNGP properly reproduces the measured spectra. However, discrepancies between the fitted line-shape parameters obtained by these methods are much greater than the measurement uncertainties reported by the fitting algorithm. We found an agreement of 0.6% with fitted line area and collisional width determined by CRDS and CMWS techniques. For the 1D-CMDS method we found that these two parameters can differ from CRDS results by 4% and 7.5%, respectively. This discrepancy occurs when the frequency interval, $\Delta \nu_D$, between cavity modes is measured relative to the laser-to-cavity locking point: a measurement that is affected by the temporal drift of a DC offset in the laser locking feedback loop [39, 40]. This effect shifts the locked laser frequency away from the cavity mode center and introduces error into the measured mode-to-mode frequency intervals. The magnitude of this perturbation is especially sensitive to the absorption, and consequently, as the laser lock is moved from mode to mode, different frequency shifts of the locking point cause distortion of the measured dispersion profile. We found that this problem can be overcome at the sub-Hz level of precision when the frequency interval between two cavity mode centers is measured on the opposite sides of the locking point. We realized this method using two acousto-optic modulators which were symmetrically detuned by one cavity FSR, up and down from the locking point frequency. This arrangement enables the simultaneous measurement of two cavity mode positions, yielding agreement of 1.3% and 3.3% between the CRDS and 1D-CMDS determinations of line area and collisional width, respectively. These results for dispersive and absorptive spectra are in better agreement than those recently reported by Wang et al. [26, 27, 41] using NICE-OHMS. Indeed, an exact agreement between line areas and collisional widths obtained from these two types of spectra should not be expected at this point. First, as was demonstrated by Wang et al. [26, 27, 41] fits to dispersion spectra are highly sensitive to the choice of line-shape model, where it was shown that percent-level discrepancies between line intensities, collisional width and narrowing parameters can be obtained between absorption and dispersion profiles. Second, the sensitivity of the dispersion method to the line-shape model is even stronger for differential measurement techniques applied to the 1D-CMDS method. We performed simulations of the 1D-CMDS and absorption spectra at our experimental conditions using two different line-shape models. To this end, we used a Galatry profile [42] that was fit to the SDNGP [34] chosen as a reference profile. Consistent with our observations, for the differential dispersion measurements the analysis resulted in differences between the fitted line areas and collisional widths of 0.6% and 4.2%, respectively, whereas we calculated discrepancies of 0.2% and 0.8% for the common absorption case. Finally, sub-percent differences between CRDS and two other techniques can be assigned to limitations resulting from nonlinearities in the ring-down signal detection system. On the other hand, the insensitivity to nonlinearities in the detection system as well as the purely frequency domain nature of the spectral measurements underscore the main advantages of the 1D-CMDS method and indicate its potential for advanced spectroscopic applications.

The 1D-CMDS technique presented here has several logical extensions and improvements. For example, higher-bandwidth devices such as broadly tunable offset-locked lasers [11], high-bandwidth electro-optic modulators [12, 13] or Mach-Zehnder single-sideband modulators [43] can be used as frequency shifters for the probe beam. Such solutions assure a higher tuning range of the probe beam as well as a more stable, unperturbed reference beam during dispersion because of its location far from the absorption line. In the case where the spectrum acquisition rate is important, optical frequency combs based on mode-locked lasers [44, 45] and continuous-wave lasers [46, 47] can be used in the 1D-CMDS to simultaneously probe all frequency intervals between cavity modes within the absorption profile. In this way, temporal drifts of physical quantities can be minimized as well.

Further improvement of the 1D-CMDS sensitivity even by two orders of magnitude is
promising and achievable. Crucial to this level of performance would be a sub-Hz-level relative lock between the laser and cavity [22], control of the cavity mode comb referenced to a laser having a stability at least several tens of kHz as well as acoustic isolation of the cavity and the use of Cs frequency standards or optical atomic clocks for stabilization of the RF signals. Because the cavity mode profile has to be scanned to find its center, its determination can be perturbed by amplitude noise of the probe laser. Heterodyne detection of the cavity mode profiles enables one to suppress the amplitude noise according to the $1/f$ dependence [48] and to approach the quantum noise limit imposed by photons themselves. The shot noise also sets the lowest limit to which the laser linewidth can be narrowed as well as limits the performance of the PDH locking method [49]. Another fundamental limit of 1D-CMDS sensitivity is set by the thermal noise (Brownian motion) of the cavity mirror substrates [50] that designate the boundaries of the cavity FSR stability.

It should be noted that theory and results of 1D-CMDS technique presented in this work do not take into account dispersion of cavity modes introduced by multilayer dielectric coatings of the cavity mirrors. The nonlinearity of this dispersion grows as one moves from the center of the mirror coating band and in case of broad-band measurements [51] leads to even tens of kHz shifts in cavity modes. Similar problem of nonlinear background level of the spectrum occurs in all cavity enhanced spectroscopic methods. However, in case of short-range (several tens of GHz) scans through the dispersion resonance this effect provides mainly a linear, systematic shift of all cavity modes within the scanning range and thus its possible influence on the dispersion line shape can be neglected. Moreover, the quantities $n'(\nu)$ and $\kappa(\nu)$ given by Eqs. (2) and (3) are related by the Kramers-Krönig equations which are valid only for the linear limit of absorption. This means that any saturation effects occurring in the cavity and not taken into account in the analysis of both absorption and dispersion line shapes can limit the accuracy of such measurements. It should be noted that in case of CRDS, CMWS and 1D-CMDS experiments discussed here we did not observe, at the given level of precision, any systematic distortions of ring-down signals, cavity mode profiles and irregularities in the cavity mode shifts which could suggest the presence of nonlinear saturation effects.

5. Methods

The probe/lock laser used in the experiment shown in Fig. 3 is an external cavity diode laser (New Focus, model TLB-6330). Its mode-hop free tuning range and free-running linewidth are 1550-1630 nm and 300 kHz, respectively. A typical output power is 15 mW. The Pound-Drever-Hall method used to frequency stabilize the laser to the optical cavity mode enables narrowing of its linewidth by more than three orders of magnitude. The optical cavity filled with probing gas is formed by two double-coated, spherical, super-polished mirrors. We used in the experiment two sets of mirrors (Layertec GmbH) having reflectivities of 99.995% and 99.98% for 1570 nm, and 98% for 633 nm. The frequency stabilized HeNe laser (Melles Griot) with stability of 2 MHz/h was used to actively stabilize the comb of the cavity modes by the method described in [32].

The dispersion spectrum presented in Fig. 7 was acquired in frequency steps of the cavity FSR equal to $\nu_{\text{FSR}} \approx 204$ MHz with four cavity length tuning points causing mode shifts of $\Delta \nu_C \approx 0, 50, 100, 150$ MHz, respectively. Such a spectrum has a background level that is dependent on the cavity length, see the upper spectrum in Fig. 8. To focus only on the intracavity dispersion effects, the real experimental spectrum given by Eq. (4) was shifted by the absolute value of the frequency interval $k\nu_{\text{FSR}}$, measured between $k$ consecutive cavity modes far from the absorption transition, and corrected by the change of the cavity FSR caused by the cavity.
Fig. 8. Treatment of the 1D-CMDS spectrum. The experimental spectrum (see upper graph and left axis) obtained by 1D-CMDS has a background level that depends on the cavity length. Especially, when the cavity length is tuned during acquisition process, characteristic oscillations appear on the recorded profile. They correspond to slightly different values of the cavity FSR marked by different colors. To focus only on the dispersive character of the spectrum, the background is subtracted from the experimental data (see lower graph and right axis) according to Eq. (6) with \( k = 1 \). This form of the 1D-CMDS spectrum is a subject for further analysis.

length tuning \( k \Delta \nu_C/N \) according to relation:

\[
\Delta \nu_{D_{\text{corr}}}(k) = \Delta \nu_D(k) - k \frac{\Delta \nu_C}{N} - k \nu_{\text{FSR}}.
\]

A graphical comparison of the real \( \Delta \nu_D(k) \) and corrected \( \Delta \nu_{D_{\text{corr}}}(k) \) dispersion spectra is presented in Fig. 8.

6. Conclusions

To conclude, we have demonstrated the idea of a new dispersion spectroscopy technique entirely based on frequency measurements. An important result is that this presently is the only spectroscopy technique which is one-dimensional. It needs only one physical quantity, i.e. the frequencies of cavity mode centers, to provide full information about the spectrum. The tremendous potential of this technique results from the combination of recent achievements in absolute frequency measurements and from the development of advanced laser frequency stabilization methods driven by contemporary needs for high-precision and high-accuracy spectroscopy. In contrast to common intensity-based methods (even frequency-based), our method is insensitive to instrumental errors of the detection system which are particularly important to accurate line-shape studies. We demonstrated the highest so far precision that was achieved for any measured dispersion spectra. This level of precision enabled the rigorous line-shape analysis of a CO spectrum with the use of more complex theoretical models than the common Voigt profile.

Moreover, we expect that this approach can be used for rigorous tests of the Kramers-Krönig
relations at the sub-percent level. We also expect that this technique will enable ultra-precise measurements of dispersion and optical properties of high-reflectivity mirror coatings. Such measurements should provide new capabilities for characterizing material non-linearities which are relevant to optical cavities used for pulse energy enhancement, high-harmonic generation and broadband comb-based spectroscopy [52]. Finally, we describe how to extend our method and to improve its sensitivity to best exploit the potential of modern optical systems.
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