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4.1. Overview

Thermodynamic modelling is software that uses thermodynamic calculations to predict the properties and behaviours of materials under various conditions. At its most basic, for example, thermodynamic modelling software provides information such as the melting point of an alloy, but in practice, the software is used to answer much more complicated and time-consuming questions about the behaviour of complex materials.

Thermodynamic modelling is currently one of the most mature areas of ICME (Integrated Computational Materials Engineering), and companies that produce software tools for thermodynamic modelling are deeply involved in initiatives in the EU and US to advance the ICME vision, so thermodynamic modelling will likely continue to be an important part of many ICME projects.

This chapter gives an overview of the current theory and practice of thermodynamic modelling. Sections 4.2 and 4.3 provide an introduction to some basic thermodynamic concepts and theory. Section 4.4 then gives an overview of the so-called CALPHAD (CALculation of Phase Diagrams) method, which is a thermodynamic modelling approach frequently used when it comes to solving practical material design problems that involve multi-component systems. In this approach, thermodynamic calculations provide the information on phases in stable or metastable equilibrium that are needed for predicting properties of materials under a wide range of temperature, pressure and composition conditions.

Section 4.5 focuses on thermodynamic data, data formats and databases. The following section, 4.6, is concerned with how thermodynamic data and modelling can be integrated with modelling at larger scales. Section 4.7 then provides a set of examples of how thermodynamic modelling has been successfully used in various research and engineering projects. Section 4.8 contains a table of software tools and applications available for thermodynamic modelling, and the chapter concludes in section 4.9 with a list of recommended further reading.

4.2. Basic concepts and principles

In thermodynamics, reality is simplified to the extent possible without sacrificing information about the static properties of the system. Thermodynamics builds on a system that is fully represented by a finite set of scalar, or sometimes tensorial, state variables. While these systems are adequate to describe the static properties of most solids, liquids and gases, it is not a fully dynamic model and, therefore, has limitations, e.g. natural fluctuations occurring within the system are not covered by the theory. A thermodynamic system has two extremes of complexity: general and simple. A general system description must aptly characterize micro- and nanostructures, anisotropic properties and
tensorial stress components, and maybe interaction with external fields; whereas a simple system, which is uniform throughout, is described by scalar state variables only, and does not interact with external fields. In this chapter, the discussion will be limited to simple systems.

A thermodynamic system is composed of the matter within a set space. Around the system is a boundary, or wall, and beyond that is everything else in the universe, known as the surroundings. An open system is one in which the system exchanges matter with its surroundings. By contrast, a closed system does not exchange matter with its surroundings. Taken further, an isolated system exchanges neither matter nor energy. For practical reasons the closed system is very important in the thermodynamics of material sciences. Note that the term control volume in fluid mechanics is often used synonymously with an open system in thermodynamics. The boundary is then called a control surface. An adiabatic boundary is in this respect equivalent to a perfect insulator, and a diabatic boundary is equivalent to a perfect heat conductor.

These are the main elements of the language used to underpin thermodynamic analyses of real-world systems. The dualism between the physical reality on the one side, and abstract thermodynamic analysis on the other side, is always at the centre.

4.2.1. The concept of the thermodynamic state

The state of a thermodynamic system is determined by the system’s properties—and vice versa. A property is here taken to be a state variable that is independent of the past, known as the history or the path of the system. It is the current state of the system that matters. The logic is seemingly circular, but from an experimental point of view the state is defined if, or when, all the independent thermodynamic properties have been measured.

In doing measurements, we often distinguish between extensive and intensive state properties. These terms relate to properties that, respectively, depend on the size of the system and those that are size independent. It is also common to distinguish between external state variables controlled by the experimentalist and internal state variables that are unattainable from the outside but still influenced by the external state variables and having well defined values at equilibrium (explained later in this section).

One aid in revealing the properties of the system is the process, which is used to describe the changes that take place along a given path from one state to another. Hence, the path contains a complete description of the history of the process, or the sequence of state changes, if you like. A physical state change always implies the action of time, and the path is inherently time-dependent, but for a stationary process the state is time invariant and the path is reduced to a static step change from the input state to the output state. The same simplification applies to a process that has an indefinite time at its disposal. In this case the state will approach its equilibrium value, which is the foundation of all the thermodynamic analysis laid out in this chapter. We shall see later that the energy of the system is being minimised in this particular state.

The number of state variables for a simple system is not universally fixed. In the simplest case there are \( C + 2 \) such variables, where \( C \) is the number of independent chemical components (typically atoms) and the number 2 represents temperature and pressure. The practical application determines the number of chemical composition variables involved. Distilled water can e.g. be described using a single chemical component called \( \text{H}_2\text{O} \) under normal conditions, or using 5 components involving 9 different chemical constituents in an isotope enrichment plant. Taking \( \text{H}_2 \) and \( \text{O}_2 \) into account, or
perhaps H$_3$O$^+$ and OH$^-$, does not increase the degrees of freedom insofar as the overall
stoichiometry of the system is equal to H$_2$O.

4.2.2. Fundamental elations and canonical state variables

Thermodynamics is a phenomenological science, which means it is not supported by any strong
theories of its own. Its foundation rests on numerous experimental facts forming a set of principles
guiding our understanding on how to view a thermodynamic system. In the mid eighteenth century
there was an increasing body of observations indicating that a change in the internal energy of a
closed system is the difference of two actions (non-exact differentials) called heat and work:

$$dU_{c-s} = \delta Q - \delta W.$$

This is known as the first law of thermodynamics, which states that the internal energy of a closed
system does not change unless there is an interaction with the outside environment. At about the
same time it was also recognized that, for so-called reversible state changes of simple systems, $p$
and $T$ serve as integrating factors for $\delta W$ and $\delta Q$, turning the non-exact differentials into exact ones:

$$\delta W_{rev} = p\, dV,$$
$$\delta Q_{rev} = T\, dS.$$

The last of these relations is known as the second law of thermodynamics. Around 1873 Gibbs
topped the knowledge with an exact understanding of open systems:

$$dU = T\, dS - p\, dV + \sum_i \mu_i dN_i.$$  

He also recognized that $U$ is a state function in $S, V$ and $N_i$. As a consequence the differential is valid
for all state changes, not only the reversible ones, given that the start and end points are equilibrium
states. At the end of the century, it became clear that $S$ is not only a state function but that it also
has a definite zero, making it possible to integrate the differential into a fundamental form:

$$U = TS - pV + \sum_i \mu_i N_i.$$  

The integrated form of $U$ is known as an Euler homogeneous function of order one, and $S, V$ and $N_i$
as the canonical variables of $U$. The factors $T, p$ and $\mu_i$ do not have clear-cut names but we might
refer to them as the thermal, mechanical and chemical potentials of the system. Grouped together,
$TS, pV$ and $\mu_i N_i$ are often called conjugated pairs of variables. In thermodynamics we also refer to
canonical potentials, meaning those that contain all thermodynamic information about the system.
From applying Legendre transformations to internal energy we can prove the existence of eight
canonical energy potentials. The definition of the Legendre transformation $\phi$ of an arbitrary function
$f$ is rather simple:

$$\phi(\xi_i, x_j, x_k, \ldots, x_n) \equiv f(x_i, x_j, x_k, \ldots, x_n) - \left( \frac{\partial f}{\partial x_i} \right)_{x_j, x_k, \ldots, x_n} x_i.$$  

But applied to internal energy $U$ we get seven functions of general interest: Helmholtz energy $A$,
enthalpy $H$, Gibbs energy $G$, grand canonical potential $\Omega$, zero potential $O$ and two unnamed
potentials given the symbols $X$ and $Y$. An interesting property of the Legendre transform is that if we know one potential we know them all. This is not trivial as, for instance, $U(T,V,n)$ and $H(T,-p,n)$ do not have this property. For a thermodynamic function with $m = \dim(n) + 2$ variables there are $2^m - 1$ Legendre transforms. For a single-component system this means that there are $2^3 - 1 = 7$ possibilities. By using Eq. -4.1 on each of the variables in turn we get three of the transforms:

$$A(\tau,V,N) = U(S,V,N) - \left(\frac{\partial U}{\partial S}\right)_{S,N} S \equiv U - \tau S,$$

$$H(S,\pi,N) = U(S,V,N) - \left(\frac{\partial U}{\partial V}\right)_{S,N} V \equiv U - \pi V,$$

$$X(S,V,\mu) = U(S,V,N) - \left(\frac{\partial U}{\partial N}\right)_{S,V} N \equiv U - \mu N.$$  

By using Eq. -4.1 on pairs of two variables we can obtain three more transforms:

$$G(\tau,\pi,N) \equiv U - \pi V - \tau S,$$

$$Y(S,\pi,\mu) \equiv U - \pi V - \mu N,$$

$$O(\tau,V,\mu) \equiv U - \pi V - \mu N.$$

Finally, by using Eq. -4.1 on all three variables in succession we can obtain the null potential $O(\tau,\pi,\mu) \equiv U - \pi V - \tau S - \mu N$, but strictly speaking it is yet to be explained why this result requires that $U$ is Euler homogeneous.

By examining the results carefully we can prove that repeated Legendre transformation defines a closed algebraic loop, wherein the original information contained in $U$ is retained, as shown below:

$$U(S,V,N) \xrightarrow{S} A(\tau,V,N) \xrightarrow{-\tau} A(-\tau,V,N) \xleftarrow{-\tau} U(-S,V,N)$$

This cycle represents, so to speak, the Pandora’s box of thermodynamics: from it, an infinite palette of interconnected relations spring out — to the great dismay of many a student of physics, chemistry and metallurgy. At this point, a second property of the thermodynamic potential comes to our rescue, namely the Euler homogeneity of order one.

Generally speaking, a stand-alone hypothesis in thermodynamics claims that the energy of a system is written

$$U = \left(\frac{\partial U}{\partial X_1}\right)_{X_1} X_1 + \left(\frac{\partial U}{\partial X_2}\right)_{X_2} X_2 + \cdots + \left(\frac{\partial U}{\partial X_n}\right)_{X_n} X_n$$

provided all the extensive state variables $X_i$, and all the intensive properties $(\partial U/\partial X_i)$, are known. It turns out that the difference between the extensive and the intensive functions fits into a more general classification scheme. They are, respectively, Euler homogeneous functions of order one and order zero. More precisely, the function $f(x_1, ..., x_n, \xi_{n+1}, ..., \xi_m)$ is homogeneous of order $k$ in the variables $x_1, ..., x_n$ if the following criteria are satisfied:

$$F(X_1, ..., X_n, \xi_{n+1}, ..., \xi_m) = \lambda^k f(x_1, ..., x_n, \xi_{n+1}, ..., \xi_m),$$

$X_i \equiv \lambda X_i$. 

Eq. -4.4
This scaling law is known as Euler homogeneity of the order \( k \). A mathematical analysis of Eq. -4.4 reveals several interesting results, of which we are going to mention only one:

\[
Eq. -4.5 \quad \sum_{i=1}^{n} X_i \left( \frac{\partial F}{\partial X_j} \right)_{X_j = \xi_j} = kF.
\]

Applying Eq. -4.5 to Eq. -4.2, and to Eq. -4.3, yields a table of Legendre–Euler equivalents of internal energy (restricted to a single component system below). The Euler form is in each case equivalent to the Legendre transform bearing the same function name, even though their functional forms look totally different:

Table 4.1: Euler integral forms of Legendre transformed internal energy.

<table>
<thead>
<tr>
<th>Function</th>
<th>Variables</th>
<th>Derivatives</th>
<th>Euler form</th>
<th>Legendre form</th>
</tr>
</thead>
<tbody>
<tr>
<td>( U )</td>
<td>( S, V, N )</td>
<td>( \tau, \pi, \mu )</td>
<td>( \tau S + \pi V + \mu N )</td>
<td>( U )</td>
</tr>
<tr>
<td>( A )</td>
<td>( \tau, V, N )</td>
<td>( -S, \pi, \mu )</td>
<td>( \pi V + \mu N )</td>
<td>( U - \tau S )</td>
</tr>
<tr>
<td>( H )</td>
<td>( S, \pi, N )</td>
<td>( \tau, -V, \mu )</td>
<td>( \tau S + \mu N )</td>
<td>( U - \pi V )</td>
</tr>
<tr>
<td>( X )</td>
<td>( S, V, \mu )</td>
<td>( \tau, \pi, -N )</td>
<td>( \tau S + \pi V )</td>
<td>( U - \mu N )</td>
</tr>
<tr>
<td>( G )</td>
<td>( \tau, \pi, N )</td>
<td>( -S, -V, \mu )</td>
<td>( \mu N )</td>
<td>( U - \tau S - \pi V )</td>
</tr>
<tr>
<td>( \Omega )</td>
<td>( \tau, V, \mu )</td>
<td>( -S, \pi, -N )</td>
<td>( \pi V )</td>
<td>( U - \tau S - \mu N )</td>
</tr>
<tr>
<td>( Y )</td>
<td>( S, \pi, \mu )</td>
<td>( \tau, -V, -N )</td>
<td>( \tau S )</td>
<td>( U - \pi V - \mu N )</td>
</tr>
<tr>
<td>( O )</td>
<td>( \tau, \pi, \mu )</td>
<td>( -S, -V, -N )</td>
<td>( U - \tau S - \pi V - \mu N )</td>
<td></td>
</tr>
</tbody>
</table>

In the table we have used \( \pi \equiv -p \) in order to provide a consistent rule for the sign shifts of the derivatives: the derivative taken with respect to a transformed variable is always the negative of the untransformed variable.

**4.2.3. Equations of state (EOS)**

To describe the thermodynamic state we need one or more functions that define the asymptotic behaviour of the system (say a chemical mixture) in a consistent manner. Applying parameters to the functions renders flexibility to the engineer, while the asymptotes guarantee thermodynamic consistency. In this section we will have a brief look at a variety of useful concepts, such as ideal gas, virial expansion, the Debye phonon model and Van der Waals theory, but first we need to define the concept of an equation of state. Let us start with the differential of a known thermodynamic potential. E.g. internal energy has

\[
Eq. -4.6 \quad dU = TdS - pdV + \sum_{i=1}^{n} \mu_i dN_i,
\]

in terms of the canonical variables \( S, V \) and \( N_i \). Now, if we know the fundamental state functions referred to as the *equations of state* of the system:

\[
Eq. -4.7 \quad T = T(S, V, n), \quad p = p(S, V, n), \quad \mu_i = \mu_i(S, V, n),
\]
then Eq. -4.6 can be integrated using Euler’s first theorem in Eq. -4.5 to give $U = TS - pV + \sum_{i=1}^{n} \mu_i N_i$. However, this will not work in practice because the equations of state in Eq. -4.7 rarely exist as explicit relations (for a photon gas it will). In practical work, it is therefore more convenient to start with

$$(dG)_{T,p} = \sum_{i=1}^{n} \mu_i dN_i,$$

or, alternatively

$$(dA)_T = -p dV + \sum_{i=1}^{n} \mu_i dN_i,$$

which can be integrated once $\mu_i (T, p, n)$, or, alternatively, $p(T, V, n)$ and $\mu_i (T, V, n)$, are known to us. By taking the ideal gas model as a reference, it is possible to obtain the residual functions $G^p$ and $A^p$ described in Section 4.3.1. From these we can derive the Gibbs or Helmholtz energy of the mixture, and a consistent set of state functions can then be derived using partial differentiation.

**Perfect gas**

The partition function for a particle-in-box without vibrational or rotational degrees of freedom yields the following set of canonical equations of state for Helmholtz energy:

$$p_{\text{trans}} V N N T = 1, \quad \mu_{\text{trans}} N T = -\frac{3}{2} \ln \left( \frac{2 \pi M_w R T}{N A^2 h^2} \left( \frac{V}{N N A} \right)^{2/3} \right).$$

**Harmonic oscillator**

The atoms in a molecule are held together by forces which, for small perturbations, allow the atoms to vibrate as if their centres were connected by elastic springs. The partition function for a harmonic oscillator of this kind having a characteristic frequency $\nu$, quantum number $j$ and energy factor $\varepsilon = \hbar \nu = \hbar \omega/2 \pi \equiv \hbar \omega$, yields

$$\mu_{\text{vib}} N T = \ln \left[ 2 \sinh \left( \frac{h \nu}{2 k T} \right) \right].$$

**Vibrations in crystals**

For vibrations in a crystal lattice, Einstein assumed that all atoms vibrate independently with the same frequency in all directions. Vibrations in three spatial directions simultaneously is easily accounted for by multiplying $\mu_{\text{vib}}$ and $c_v \mu_{\text{vib}}$ given above with a factor 3. More realistically, the distribution of the frequencies of vibration is a function of the frequency itself. Debye assumed that the distribution is proportional to $\omega^2$ up to $\omega_{\text{max}}$. This gives rise to the formula

$$\frac{\mu_{\text{Debye}}}{RT} = 9 \left( \frac{T}{\theta_D} \right)^3 \int_{0}^{\theta_D/T} x^2 \ln(1 - e^{-x}) dx,$$

where $\theta_D \equiv \hbar \omega_{\text{max}}/k$ is the so-called Debye vibrational temperature.
**Virial expansion of gases**

The virial expansion relates to thin gases. There is also an equivalent power series expansion for osmotic pressure in dilute solutions. Expanding \( p/RT \) in molar density \( \rho = N/V \) yields

\[
\frac{p^{\text{vir}}}{NRT} = \sum_{k=1}^{\infty} B_k(T) \left( \frac{N}{V} \right)^{k-1} = 1 + B_2(T) \frac{N}{V} + \cdots.
\]

This is the normal way to express the virial expansion of gases. The series converges rapidly at low density, but not at higher i.e. liquid-like densities. Thus, for the study of vapor–liquid equilibria we need a more versatile equation of state described in the next section.

**Van der Waals fluid**

For a given vector \( \mathbf{n} \) consisting of the mole numbers \( N_1, N_2, \ldots, N_n \), the Van der Waals equation of state can be expressed as

\[
p^{\text{VdW}} = \frac{NRT}{V-B(\mathbf{n})} - \frac{A(\mathbf{n})}{V^2},
\]

where \( A(\mathbf{n}) \) tells us something about the attractive forces between the molecules and \( B(\mathbf{n}) \) represents the hard-sphere volume of the mixture. By expanding Eq. -4.10 in the ideal gas limit \( V \to \infty \) and comparing the coefficients with the ones in Eq. -4.9, we find that \( B_2^{\text{VdW}} = b - a/RT \), \( B_3^{\text{VdW}} = b^2 \), \( B_4^{\text{VdW}} = b^3 \), etc. Only \( B_2^{\text{VdW}} \) resembles the behaviour of a real gas; the other coefficients are unrealistic. Even so, the Van der Waals equation of state is our simplest starting point for equations that are going to model phase condensation phenomena.

4.2.4. **Euler integration of EOS into a fundamental relation**

The first challenge is to generalise the ideal gas law in Eq. -4.8 into one that is similarly valid for a multicomponent system. In order to do that, we must write the ideal gas law in its extended form

\[
p^{\text{ig}} = \sum_i \frac{N_iRT}{V},
\]

so that we can identify the components that constitute the mixture. It is an equation of state in the form \( p(T, V, \mathbf{n}) \), which eventually leads to Helmholtz energy \( A(T, V, \mathbf{n}) \), but in order to use the Euler method of integration in Eq. -4.5, we also need to know the equation of state \( \mu^{\text{ig}}_i(T, V, \mathbf{n}) \). This function cannot be obtained experimentally in the same way as \( p^{\text{ig}} \), and must therefore be derived theoretically. The normal convention is to assume the pure component standard state \( V_i/N_i^\circ = RT/p_i^\circ \), where \( p_i^\circ = 1\text{bar} \). Referring to \( \mu^{\circ}_i(T, p_i^\circ) \) as the standard state, the chemical potential of component \( i \) can be expressed as

\[
\mu^{\text{ig}}_i(T, V, \mathbf{n}) = \mu^{\circ}_i(T, p_i^\circ) + RT \ln \left( \frac{N_iRT}{p_i^\circ V} \right).
\]

Compared to the monoatomic potential in Eq. -4.8, this equation has a more general temperature dependency; it also relates to a multiple of components \( i \in [1, n] \) and to the standard pressure \( p_i^\circ \). It is now worth reiterating that using Euler’s theorem to integrate Eq. -4.11 and Eq. -4.12 always works, and that the Helmholtz energy of the gas can be expressed in the following general form:
\[ A^{ig}(T, V, n) = \pi^{ig} V + \sum_{i} N_i \mu_i^{ig} = -\sum_{i} N_i RT + \sum_{i} N_i \mu_i^{a}(T, p_e) + \sum_{i} N_i RT \ln \left( \frac{N_i RT}{p_{sv}} \right) \]

Note that the standard state is based on a conventional Gibbs energy function, because \( T \) and \( p_e \) have been selected as the state variables of \( \mu_i^{a} \), rather than \( T \) and \( V \). The calculation of \( \mu_i^{a}(T, p_e) \) is normally done in terms of a heat capacity integral:

\[
\mu_i^{a}(T, p_e) = \Delta_f h_i^o + \int_{T_0}^{T} \frac{c_{p,i}^o}{T} dT - T \left[ s_i^o(T, p_e) + \int_{T_0}^{T} \left( \frac{c_{p,i}^o}{T} \right) dT \right],
\]

\[
c_{p,i}^o = R + c_{v,i}^{\text{trans}} + c_{v,i}^{\text{rot}} + \sum_{\text{vib}} \mu_i^{a}(T, p_e).
\]

Condensed phases, and complex gaseous phases, are not readily applicable to a quantum mechanical description and do therefore rely on empirical correlations for \( c_{p,i}^{a} \). Even polynomial formulas are used for this purpose, but that practice is questionable because polynomials will eventually diverge at high temperatures.

### 4.2.5. The principle of thermodynamic equilibrium

In a physical system the *external* state variables define a differentiable manifold on which a particular function of the state (yet to be defined) varies in terms of the *internal* state variables such that it eventually reaches a time invariant state called the equilibrium state. An alternative view of the physical picture is that the same function is allowed to vary with respect to all the state variables subject to a set of extensive constraints. The first view represents a generalization of the *extent of reaction* known from physical chemistry, whilst the latter leans towards the method of unknown Lagrange multipliers in optimisation theory. The last one is the line of thought followed in this text.

Take it for granted, therefore, that the state is properly defined as a set of extensive variables making up one of the canonical potentials from the last section. Applied to a simple system, where each chemical component \( i \in [1, n] \) is present in every phase \( \pi \in [\alpha, \omega] \), the stationary conditions are equivalent to a spatial uniformity of \( T, p \) and \( \mu_i \) in the system. We shall now prove that these conditions are equivalent to minimising the internal energy for a given total entropy, volume and mole numbers:

\[
U_{\text{eq}} = \min_{\forall x(\pi)} U(x^{(\alpha)}, x^{(\beta)}, \ldots, x^{(\omega)}),
\]

subject to:

\[
x^{(\alpha)} + x^{(\beta)} + \ldots + x^{(\omega)} = x_0.
\]

Here, \( x^{(\pi)} \equiv (S^\pi, V^\pi, N_1^\pi, \ldots, N_n^\pi) \) is a list of extensive state variables for the arbitrary phase \( \pi \). In all stationary states the differential of \( U \) must vanish for all feasible variations in \( S^\pi, V^\pi \) and \( N_i^\pi \):

\[
(dU)_{S,V,N} = \sum_{\pi=1}^{\omega} dU^\pi = \sum_{\pi=1}^{\omega} \left( T^\pi dS^\pi - p^\pi dV^\pi + \sum_{i=1}^{n} \mu_i^{a}(T, p^\pi) dN_i^\pi \right) = 0.
\]

From these \( n + 2 \) balance equations we can eliminate \( dS^{\alpha}, dV^{\alpha} \) and \( dN_i^{\alpha} \) for all the components \( i \in [1, n] \). Substituted into the differential of \( U \):

\[
(dU)_{S,V,N} = \sum_{\pi=1}^{\omega-1} \left( (T^\pi - T^{\omega}) dS^\pi - (p^\pi - p^{\omega}) dV^\pi + \sum_{i=1}^{n} (\mu_i^{a}(T, p^{\pi}) - \mu_i^{a}(T, p^{\omega})) dN_i^\pi \right) = 0.
\]
In the neighbourhood of an equilibrium point, the quantities \( dS^\alpha, \ldots, dS^{\omega-1} \) and \( dV^\alpha, \ldots, dV^{\omega-1} \) and \( dN_1^\alpha, \ldots, dN_1^{\omega-1} \) are truly independent, thus representing the internal state variables mentioned in the beginning of this section. If \((dU)_{S,V,N} = 0\) then it must be true that:

\[
\begin{align*}
T^\alpha &= T^\beta = \cdots = T^\omega, \\
p^\alpha &= p^\beta = \cdots = p^\omega, \\
\mu_1^\alpha &= \mu_1^\beta = \cdots = \mu_1^\omega, \\
\vdots \\
\mu_n^\alpha &= \mu_n^\beta = \cdots = \mu_n^\omega.
\end{align*}
\]

When relating these results with the differentials of Eq. -4.2 and Eq. -4.3 it dawns on us that the exact same equilibrium conditions are reached by minimizing any of the potentials with only slight changes to the constraints:

\[
\min_{S,V,N} U \iff \min_{S,N} (H)_p \iff \min_{V,N} (A)_T \iff \min_{V} (G)_{T,p} \iff \cdots \iff \min_{V} (\Omega)_{T,\mu}.
\]

Minimising internal energy with respect to entropy, volume and mole numbers is therefore equivalent to minimising Helmholtz energy at given \( T \) with respect to both volume and mole numbers, or Gibbs energy at given \( T \) and \( p \) with respect to the mole numbers only. All the equations we have seen so far are valid for the generic phase equilibria problem but we would also like to know how to solve heterogeneous reaction equilibria. In order to achieve this major change in the system description we only need to change the constraint specification, from the form

\[
\mathbf{x}^{(\alpha)} + \mathbf{x}^{(\beta)} + \cdots + \mathbf{x}^{(\omega)} = \mathbf{x}_o
\]

which is used in Eq. -4.13, to

\[
\mathbf{B}^{(\alpha)} \mathbf{x}^{(\alpha)} + \mathbf{B}^{(\beta)} \mathbf{x}^{(\beta)} + \cdots + \mathbf{B}^{(\omega)} \mathbf{x}^{(\omega)} = \mathbf{x}_o
\]

where \( \mathbf{B}^{(\alpha)}, \mathbf{B}^{(\beta)}, \) etc. are constant (albeit phase specific) constraint matrices. In ordinary phase equilibria \( \mathbf{B}^{(\pi)} = \mathbf{I} \) for all \( \pi \in [\alpha, \omega] \). In many heterogenous systems involving molten metals, ceramic phases at high temperatures, aqueous electrolytes and other fully dissociated system, the formula matrices takes the more general form

\[
\mathbf{B} = \begin{pmatrix} \mathbf{I}_{2	imes2} & 0 \\ 0 & \mathbf{A}_{m	imes n} \end{pmatrix},
\]

where \( \mathbf{A} \) is the atoms \( \times \) substance matrix and \( \mathbf{I} \) corresponds with constraints in \( S \) and \( V \). By substituting the new constraint formulation into Eq. -4.13 there is a new set of more general equilibrium conditions. That is to say, the thermal and mechanical equilibria are unchanged but the chemical equilibrium is changed into

\[
\mu^\alpha = \mathbf{A}^\alpha \lambda, \quad \mu^\beta = \mathbf{A}^\beta \lambda, \quad \cdots, \quad \mu^{\omega} = \mathbf{A}^{\omega} \lambda,
\]

where \( \lambda \) is a vector of Lagrange multipliers associated with the problem. For kinetically hindered reactions \( \mathbf{A} \) is not the atoms \( \times \) substance matrix anymore. We should then think of the matrix as spanning the null space of the reaction stoichiometry matrix \( \mathbf{N} \). The constraint situation does not change, however, and the equilibrium conditions are also unchanged if \( \mathbf{A} \equiv \text{null}(\mathbf{N}^T) \) such that \( \mathbf{A} \mathbf{N} = 0 \). About the role of \( \mathbf{A} \) and \( \mathbf{N} \) we should make the comment that minimising \( U \) with respect to
\( \mathbf{x}^{(\pi)} \) in the row space of \( \mathbf{B}^{(\pi)} \) calls for the use of Lagrange multipliers, whilst minimising \( U \) in the column space of \( \mathbf{N} \) leads to a generalization of the concept of extents of reactions.

4.3. Thermodynamic modelling

The ideal gas serves as the theoretical limit for all real fluids, but for solid solutions and complex liquids there are other kinds of ideality. That is to say, an ideal molecular mixture is similar to an ideal gas mixture at a fixed pressure, while e.g. an ionic liquid behaves closer to the so-called Temkin model where the cations and the anions mix on two separate sublattices. A similar concept also applies to solid solutions, but the number of possible spatial arrangements is not so obvious in this case. It is therefore customary to reserve the Gibbs and Helmholtz residual functions

\[
G(T, p, n) = G^{ig}(T, p, n) + G^{r,p}(T, p, n), \\
A(T, V, n) = A^{ig}(T, V, n) + A^{r,v}(T, V, n),
\]

to fluids, while solid solutions and complex liquids are better served by an excess Gibbs energy function:

\[
G(T, p, n) = G^{id}(T, p, n) + G^{ex}(T, p, n).
\]

Notice that the excess function refers to a real physical state whilst the residual functions depend on a hypothetical ideal gas reference state. The residual function must therefore take phase condensation into account, whereas the excess function tacitly can rely on direct observations of the condensed phase.

4.3.1. Gibbs and Helmholtz energy residuals

The canonical variables of Gibbs energy include temperature and pressure. This makes it possible to compare the chemical potentials of the components in a real fluid with those of the same components in the ideal gas state when the phases are both at the same temperature, pressure and composition. Using what we already know about \( G^{ig} \) allows us to define the residual Gibbs energy as:

\[
\text{Eq. -4.14} \\
G^{r,p}(T, p, n) \equiv G(T, p, n) - G^{ig}(T, p, n).
\]

As \( p \to 0 \), all fluids approach virtually ideal properties in the sense of the pressure of the fluid approaching \( NRT/V \) when the volume increases to infinity. By taking the proper limits it is possible to rewrite Eq. -4.14 as

\[
G^{r,p}(T, p, n) = \int_0^p (V - V^{ig}) d\pi = \int_0^p (V(\pi) - \frac{NRT}{\pi}) d\pi.
\]

Here, \( \pi \) stands for the integrated pressure whereas the system pressure \( p \) is in the upper limit of the integral. The functional form of the chemical potential \( \mu_i = (\partial G / \partial N_i)_{T,p,N_{j\neq i}} \) is valid for all proper Gibbs energy functions, including \( G^{r,p} \). This allows us to define the residual chemical potential as

\[
\mu^{r,p}_i(T, p, n) \equiv \left( \frac{\partial G^{r,p}}{\partial N_i} \right)_{T,p,N_{j\neq i}} = \int_0^p \left( \frac{\partial V}{\partial N_i} \right)_{T,\pi,N_{j\neq i}} d\pi - \frac{RT}{\pi} \int_0^p \left( \bar{V}_i - \frac{RT}{\pi} \right) d\pi,
\]
where \( \bar{v}_i \equiv \left( \frac{\partial V}{\partial N_i} \right)_{T,N_j \neq i} \) is defined as the \textit{partial molar} volume of the component \( i \). For historical reasons it is customary to rewrite the residual potential as

\[
\text{Eq. -4.15} \quad RT \ln \phi_i \equiv \mu_i^{r,p}(T, p, n),
\]

where \( \phi_i(T, p, n) \) is the \textit{fugacity} coefficient of component \( i \) notwithstanding the rapid development of equations of state in the alternative form \( p = p(T, V, n) \). Changing the free variable from \( p \) to \( V \) makes Helmholtz energy a better starting point than Gibbs energy. But \( \phi_i \) measures the difference between a real fluid and its ideal gas approximation at a given pressure—not a given volume. This contradiction leads to a non-canonical description which shall not be pursued any further here. If, however, we redefine the residual Helmholtz energy as

\[
A^{rV}(T, V, n) \equiv A(T, V, n) - A^{lr}(T, V, n),
\]

the variables are again canonical, and we can use the same approach as for residual Gibbs energy at the beginning of this section. The alternative departure function can be written

\[
A^{rV} = \int_{\infty}^{V} \left( \frac{NRT}{v} - p(v) \right) dv,
\]

which is perfectly well suited for building consistent thermodynamic frameworks.

\[4.3.2. \quad \text{Excess Gibbs Energy}\]

Whereas the integration of a complete set of equations of state was successful in Section 4.2.4, it will not be helpful when we now start talking about solid phases. Solid phases cannot be formed from the gas phase in a continuous manner like a liquid can (not according to our present knowledge). For all solid phases, and many complex liquids, we must therefore rely on a different set of formulae. The most straightforward procedure is to jump-start from an Euler integrated form of Gibbs energy called the excess Gibbs energy \( G^\text{ex} \equiv N g^\text{ex} \). This is an obvious choice because \( G^\text{ex} \) depends on mole numbers only, and not on volume and mole numbers in combination, as \( A^{rV} \) does.

Before we enter the discussion of excess Gibbs energy models we must first define what an ideal mixture looks like. There is no need for a physical model at this point—only a set of conditions that holds irrespective of which model we are going to use later. According to IUPAC, there is no mixing term for the enthalpy and volume of the ideal mixture. These two properties depend solely on the pure component values \( h^*_i \) and \( v^*_i \). Recognizing \( H \) and \( V \) as partial derivatives of \( G/T \) yields the expressions:

\[
\frac{\partial (G^{im}/T)}{\partial (1/T)}_{p,n} = H^{im} = \sum_i N_i h^*_i(T, p) \equiv H^*,
\]

\[
T \frac{\partial (G^{im}/T)}{\partial (p)}_{1/T,n} = V^{im} = \sum_i N_i v^*_i(T, p) \equiv V^*.
\]

It follows that the properties of \( G^{im}/T \) must be quite similar to \( H^{im} \) and \( V^{im} \), possibly with the exception of an unspecified non-linear term in \( n \) that is not coupled to \( T \) or \( p \). The same argument applies to \( G^{im} \). From physical chemistry the non-linear term is known as the ideal entropy of mixing \( S^{im} \). This completes the physical picture of the mixture model, but in order to elucidate better how
the many contributions depend on the composition of the mixture we shall look at the chemical potential $\mu_i$ rather than $G$ itself. The Gibbs energy of the mixture is anyhow given as $G = \sum_i \mu_i N_i$:

$$
\mu_i(T,p,n) = \mu_i^*(T,p_c) + \int_{p_c}^p v_i^*(T,\pi) d\pi
- TS_i^{\text{im}}(n)
+ \mu_i^{\text{ex}}(T,n) + \int_0^p \left[ \overline{v}_i(T,\pi,n) - v_i^*(T,\pi) \right] d\pi.
$$

In this equation $\mu_i^*(T,p_c)$ stands for the standard state chemical potential, $v_i^*$ is the pure component molar volume, $v_i$ is the partial molar volume in the mixture, $S_i^{\text{im}}$ is the partial molar entropy in the ideal mixture and $\mu_i^{\text{ex}}$ is the excess chemical potential at zero pressure. The integral form, where each line in the previous equation is provided a separate symbol, is:

$$
$$

The rest of the current section is devoted to excess Gibbs energy models at fixed temperature and pressure. Thermodynamically, it is sufficient to make sure $G^{\text{ex}}$ is an Euler homogenous function of the first order, or, equivalently, that $G^{\text{ex}}$ is homogeneous of order zero. However, $G^{\text{ex}}$ must of course also be physically acceptable. In particular, and valid for all non-electrolytes, the activity coefficient of the substances must be finite at all concentrations. But, this statement is premature since we have not properly defined what exactly an activity coefficient is. We shall therefore rephrase the statement so that $g^{\text{ex}}/x_i x_j$ must be non-zero and finite in each pure component corner in the composition space. Hence, for each binary $ij$ the following must be true:

$$
\lim_{x_j \to 1, x_i \to 0} \frac{G^{\text{ex}}}{x_i x_j} = K_{ij}; \quad K_{ij} \in (0, \infty).
$$

The simplest possible model is the regular mixture for which $K_{ij}$ is constant over the entire composition range. For a binary system we get:

$$
G^{\text{ex,reg}} = x_1 x_2 K_{12}.
$$

A generalization leads to $K_{12}$ as a function of the composition. The expressions of Margule and Redlich–Kister are of polynomial functions of this type:

$$
G^{\text{ex,R–K}} = x_1 x_2 \sum_{n=0}^{0,1,2,...,N} K_{12}^{(n)} (x_1 - x_2)^n \approx x_1 x_2 P_N(x_1 - x_2).
$$

By normalizing the fractions $x_1$ and $x_2$ in a different way, by saying

$$
\phi_1 \equiv \frac{q_1 N_1}{\Phi} \quad \text{and} \quad \phi_2 \equiv \frac{q_2 N_2}{\Phi} \quad \text{where} \quad \Phi \equiv q_1 N_1 + q_2 N_2,
$$

and making allowance for $g^{\text{ex}} \equiv G^{\text{ex}}/\Phi$, we get the Wohl expansion, which is also used in the non-configurational part of the Flory–Huggins model for monomer–polymer mixtures. All of these models are in a sense polynomial models. Some mixtures behave strongly as a non-polynomial, however, and a rational function of two polynomials of the orders $N$ and $M > N$ might perform better. The
Van Laar and Hildebrand–Scatchard models are the simplest models of this type. On general terms we can write:

\[ g_{\text{ex,VLaar}}^{\text{ex}} = x_1 x_2 R_{N,M} (x_1 - x_2). \]

Another line of thought leading to the so-called local composition models was developed in the 1960s. The models are based on the idea that the composition of a mixture is not entirely uniform throughout the bulk phase—not on a microscopic level. There is no hard theory to support this idea either, but it has an appealing physical basis for sure. Progress in this field lead to three well-known models. These are the Wilson model

\[ g_{\text{ex,Wilson}}^{\text{ex}} = -x_1 \ln(x_1 + \Lambda x_2) - x_2 \ln(x_2 + \Lambda x_1), \]

which actually is an extension of the Flory–Huggins model. Then there is the Non-Random-Two-Liquid model of Renon and Prausnitz

\[ g_{\text{ex,NRTL}}^{\text{ex}} = x_1 x_2 \left( \frac{\tau_{21} G_{21}}{x_1 + x_2 G_{21}} + \frac{\tau_{12} G_{12}}{x_2 + x_1 G_{12}} \right), \]

and finally the UNIversal QUAsi-Chemical model (UNIQUAC) by Abrams and Prausnitz, which like the Flory–Huggins model consists of a combinatorial term and a residual term. At this point the expressions are becoming quite complex and we leave it for the interested reader to look them up yourself.

All the excess functions we have seen so far are written for binary systems. This is done on purpose in order to illustrate the basic principles of the modelling, but we can still define the activity coefficient based on the assumption that a multicomponent model is at our disposal:

\[ \text{Eq. -4.16} \]

\[ RT \ln \gamma_i \equiv \mu_i^{\text{ex}}(T, p, n) = \left( \frac{\partial G^{\text{ex}}}{\partial N_i} \right)_{T, p, N_{j \neq i}}. \]

There is a close link between the fugacity coefficient in Eq. -4.15 and the activity coefficient in Eq. -4.16. The former is a measure for the deviation of the real state from an ideal gas at the same \( T, p, n \), whereas the latter uses the pure substance \( i \) at the same \( T, p \) as a reference. Hence, by calculating the fugacity coefficient of the pure substance as \( \phi_i^*(T, p) \) we get:

\[ RT \ln \gamma_i \equiv \frac{\phi_i(T, p, n)}{\phi_i^*(T, p)}, \]

but just like in the case of the fugacity coefficient there is no real need for the activity coefficient in the analysis of thermodynamics of mixtures. The prime function is, and will always be, the excess Gibbs energy. All mixture properties of interest can be derived from \( G^{\text{ex}} \) by differentiation.

### 4.4. The CALPHAD approach

‘CALPHAD’, short for “CALculation of PHAse Diagrams”, is a form of thermodynamic modelling where the future state of a system is predicted based on the laws of thermodynamics. However, the foundations and scope of the approach have expanded since its inception, so CALPHAD is now synonymous with the computer coupling of phase diagrams and thermochemistry.
CALPHAD-based calculations provide data about which phases will be present (and at what concentrations) in a system that has reached a state of equilibrium under certain temperature and composition conditions. Calculation results are typically presented as diagrams that show which phases are present in a multicomponent system given varying conditions that are presented along the X- and Y-axes. However, the calculations can also result merely in information about a single equilibrium or in a diagram that plots a specific property of the system (the molar volume of a specific phase for example) under various conditions.

The theoretical basis of CALPHAD is thermodynamics. According to this theory, the so-called Gibbs energy of a system evolves, other things being equal, steadily toward its minimum value. At the minimum Gibbs energy value, the system will remain in a stable equilibrium state and will only change if it is perturbed from the outside in some way.

The calculations are based on databases that contain a set of parameters which describe thermodynamic functions of all phases of a system. The parameters are set by database developers who optimise the parameter values in light of a wide range of weighted experimental measurements as well as theoretical calculation results (ab initio data).

If the Gibbs energy is accurately described for all phases of a system as functions of composition, temperature and pressure, then these thermodynamic functions can be used to calculate all equilibria, phase diagrams, driving forces and thermodynamic properties (e.g. entropy, heat capacity or thermal expansivity). This means that they can be used to predict what will happen when the material is prepared or processed in various ways. The challenge for developers of CALPHAD models and databases is to find out what the correct Gibbs energy functions are.

Databases are primarily based on information from binary and ternary material systems, but by using relatively simple models of phases and data about the “lattice stabilities” of elements and their binary interactions, it is possible to extrapolate from a calculation to make predictions about higher-order systems. The utility of the CALPHAD-based calculations depends on there being reliable and comprehensive databases for the systems that one is interested in.

Note that the “CALPHAD approach” can refer to three different aspects of thermodynamic modelling: first, scientific research and model development for understanding, for example, binary and ternary systems. Second, database development and data optimisation with respect to certain concrete systems. And finally, the applied use of CALPHAD to make predictions about real materials and in various applied settings.

### 4.4.1. History

The history of CALPHAD goes back to the 1930s when Carl Hugo Johansson, a physicist at the Royal Institute of Technology (KTH) in Stockholm, published an assessment of part of an Fe-C system. This may have been the very first modern CALPHAD assessment. In part inspired by Johansson’s paper, the PhD student Larry Kaufman and his supervisor Professor Morris Cohen evaluated a model of the Fe-Ni system in the 1950s at MIT. In 1970, Kaufman and Harold Bernstein published a book with descriptions of the Gibbs energy expressions for many more phases of binary and ternary alloy systems. The book demonstrated the power and practical use of the CALPHAD methodology.

In 1968, Hillert published a paper which demonstrated the predictive power that could be achieved if experimental data about thermodynamic properties and phase diagrams were used with computer
programs. Before this, applying the CALPHAD methodology involved drawing phase diagrams with a ruler, based on Gibbs energy curves calculated by hand or with a desk calculator.

The use of computers to do calculations really got started in the 1970s. During this decade there was also significant development of solution models and calculations techniques. CALPHAD-based calculations could now, for example, take magnetic contributions into account. CALPHAD was also developed to make use of the results of theoretical ab initio calculations. This made it possible to generate data points for thermodynamic properties and phase diagrams for which experimental data were missing. In addition, computer software for fitting predictions of models to a variety of different types of data, by using the least squares method, were developed in the late 1970s and the 1980s.

In the 1970s, an international community of CALPHAD researchers and practitioners also emerged. The first and second CALPHAD meetings were held in 1973 and 1974 and the scientific journal CALPHAD was launched in 1977. In 1979, CALPHAD research groups in Europe founded the organisation Scientific Group Thermodata Europe (SGTE). Crucial for the development and adoption of CALPHAD was SGTE’s publication of a free and open unary database for a large number of pure elements in 1991. Before this common database, different research groups often used different data for the elements. SGTE has also published two commercially available databases: a substance database, which contains data for inorganic compounds and gases, and a solutions database, which contains data on binary and ternary systems (as well as some systems of an even higher order). SGTE has been updating all of these databases continuously. A subset of the solutions database that only contain data about binary systems is also freely available from the organisation. In the 1980s and 1990s, the use of the CALPHAD methodology continued to spread in academia as well as industry.

Several powerful software packages were released during this time (e.g. Thermo-Calc and FactSage). These were typically developed by research groups in academic settings, but in the 1990s and 2000s, the software packages became the basis for commercial companies that started to sell both software tools and thermodynamic databases.

Since its inception in the 1950s, the foundations and scope of the CALPHAD approach have expanded considerably. Coupled with information about the kinetic properties of different material systems, a temporal dimension can be added to simulations. Various kinds of diffusion phenomena can be simulated. Today, it is the most widely used methodology for solving practical material design problems in many industries.

In this current decade, CALPHAD has become part of efforts to revolutionise materials engineering associated with ICME and the Materials Genome Initiative (MGI), a major funding scheme that was announced in 2011 by US President Barack Obama.

Today, CALPHAD is an established tool in material science and materials engineering in academic as well as industrial settings.

4.4.2. **Crystallography and models of phases**

The CALPHAD method is distinguished from mere curve fitting by physically based model descriptions of the phases. These model descriptions are the foundation for reliable extrapolation of CALPHAD descriptions of binary and ternary systems to higher order systems and are crucial for coupling thermodynamic calculations with other simulations such as diffusion processes. For development of a good model description, the structural properties of the phase must be taken into account. In the
In a crystalline solid phase, the atoms are arranged in a regular, periodic pattern. The smallest unit to describe this structure is the unit cell. The relative arrangement of the atoms within this unit cell is the crystal structure. The symmetry of the unit cell is described by the space group, and the position of the atoms are described by the Wyckoff position. The space group symmetry determines the point symmetry of the Wyckoff position and its multiplicity, i.e. how many atoms are generated by the symmetry in the unit cell. Each space group has one general Wyckoff position where each of the coordinates can have any value between zero and less than unity. Depending on the space group, these can range from none to many special positions where the values of the coordinates are constrained. These constraints are determined by the symmetry of the space group such as a fixed value or that two or all three must have the same value or are offset by a fixed value. If all coordinate values are fixed, this Wyckoff position can only be occupied once in the crystal structure, otherwise there is no theoretical limit to how often a Wyckoff position with different coordinate values can be occupied.

The Compound Energy Formalism (CEF, also called sublattice model) is very well suited for the description of ordered phases but is also suited for the description of the gas phase, regular solutions and liquids with short range order. The basis of this formalism is that a phase consists of different sublattices that are occupied by a number of species which can be atoms, molecules, ions or vacancies. The two simplest cases within the CEF are a description consisting of only one sublattice, which describes the gas phase and regular solutions, and the description of a phase with only one species on each sublattice, which describes a stoichiometric compound.

The first step in selecting a model description is based on the crystal structure where initially one sublattice is assigned to each Wyckoff position and the site occupation is noted. The multiplicity of the site becomes the stoichiometric factor of this sublattice. Some phases, such as oxides or salts, can be highly ordered while some may show a lesser degree of ordering, such as the σ phase in the Cr-Fe system. The second step is to examine how these occupations change on deviation of stoichiometry, i.e. whether substitution occurs, vacancies are found or interstitials are formed. Ideally this is done for both the system being modelled as well as for other systems in which this phase occurs to ensure that the selected model will be compatible with higher order systems. This analysis provides an idea of which elements occur on each sublattice. The crystal structures of many phases in metallic systems are fairly simple and may have only three or fewer Wyckoff sites. However, for phases with complex crystal structures which have four or more Wyckoff sites, it may be useful to simplify the description by combining two or more of the Wyckoff sites into one sublattice (Table 4.2).

In the past, one driver for simplifications was to reduce the numbers of model parameters that need to be determined. The majority of these model parameters are those describing the end-member phases. End-member phases are formed when each sublattice is occupied by only one kind of species, i.e. atom, ion or vacancy, and one usually represents the phase with ideal stoichiometry while the remaining end-members are hypothetical and are assumed to be metastable. For an $n$-component phase where all elements occur on all $k$ sublattices the number of end-members is $n^k$. Today Density Functional Theory (DFT) calculations allow one to obtain values for these hypothetical end-members. However, another reason for considering the simplification of a description is that,
with an increasing number of elements occurring in a specific phase, the calculation will become increasingly sensitive to the quality of the start values of the species composition on each of the sublattices.

In the early days of using the CEF, the crystal structure may have been used as a guide for the model description, but the model selection was finally governed by the convenience of simplicity that allowed it to cover the homogeneity range of the phase. This practice may work well for the description of binary and ternary systems but problems may be encountered when the descriptions of a large number of systems are combined into a database for multicomponent systems. These problems are usually model incompatibility between the descriptions of different systems or unrealistic extrapolation behaviour in a higher component system. Therefore, simplifications must be selected with great care and often criteria, such as preferred occupation, coordination number, coordination polyhedron and point symmetry, must be used. Instead of the combination of sublattices, the number of model parameters can also be reduced by introducing constraints between them. For example, experimental data may indicate ordering between two sublattices in a phase in specific systems while there is no such indication in other systems. This can be taken into account by the selection of appropriate constraints. Another way of introducing constraints is the definition of so-called “exchange energies”. These exchange energies can be defined for one species substituting for another on a specific sublattice or for an ionic species being replaced by the same element but with a different charge on the same sublattice.

Model selection should also reflect the relationship between different but related structures. The most common cases are order/disorder forms and the filling of vacant sites with interstitials. Important order/disorder phases that should be treated by special model descriptions are those that are based on the fcc, bcc and hcp structures. These phases are modelled with multiple sublattices to describe the ordered variants. The cases that are usually described are the L12 and L10 ordering of the fcc, the B2 and D03 ordering of the bcc and the D019 ordering of the hcp. The model description usually consist of two parts, one describing the disordered phase and the other describing the contribution from ordering. Constraints for the model parameters of the ordering part are derived from the number of first and second, for bcc ordering, nearest neighbour pairs. This treatment ensures that the phases can undergo a second order phase transformation. The Cluster Site Approximation (CSA) is another formalism using sublattices that can be used for describing order/disorder phases based on the fcc and hcp structures. The CSA is based on the tetrahedron approximation used in the Cluster Variation Method in conjunction with a generalized quasi-chemical method.

The relationship between different crystal structures is also an important factor that needs to be considered for model selection. Different prototypes do not necessarily mean that the phase must be modelled as different phases, for example, if the prototypes are different but the space group and Wyckoff sequence are identical, as is the case for the D03 (AlFe3) and the L21 (AlCu3Mn, Heusler) structures. Both structures have the same space group $\text{Fm}$3$m$ with the same Wyckoff sequence (a b c), which means that the two structures are not different at all. The only difference is that the D03 is a binary prototype while the L21 is a ternary prototype where the c and b positions in one case are occupied by the same elements and in the other case by different elements. Therefore, these two phases should be described as the same phase. Another case is where two crystal structures have the same space group but a continuous transition from one structure type to another structure type is possible. Many of these cases are the filling of interstitial sites. For example, many carbides and
nitrides have the same close packed structure as the pure metal with interstitial sites fully or partially filled. These phases should, therefore, be modelled as one phase. However, it may be useful to describe identical phases with independent descriptions if it is unlikely that they will form homogeneity ranges in a higher component system, such as a halide and a carbide, which both have the rocksalt structure.

4.4.3. Models of Composition Dependence

Ionic sublattice model

The ionic two-sublattice liquid (I2SL) model was developed to be used when there is a tendency for ionization in the liquid, which happens in liquid oxides and sulphides for example. The same model can be used both for metallic and oxide melts. At low levels of oxygen, the model becomes equivalent to a substitutional solution model between metallic atoms. Two sublattices are assumed, one containing charged cations and one containing charged anions, neutrals and vacancies. The

<table>
<thead>
<tr>
<th>Phase</th>
<th>Model</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fcc_A1</td>
<td>(A,B), (Va,C)</td>
<td>Substitutional (A,B) solution with C interstitials</td>
</tr>
<tr>
<td>Bcc_A2</td>
<td>(A,B), (Va,C)</td>
<td>Substitutional (A,B) solution with C interstitials</td>
</tr>
<tr>
<td>Hcp_A3</td>
<td>(A,B), (Va,C)</td>
<td>Substitutional (A,B) solution with C interstitials</td>
</tr>
<tr>
<td>Fcc_L10, Fcc_L12</td>
<td>(A,B), (Va,C)</td>
<td>4 sublattice, order/disorder formalism*</td>
</tr>
<tr>
<td>Bcc_B2, Bcc_D03</td>
<td>(A,B), (Va,C)</td>
<td>4 sublattice, order/disorder formalism*, (A,B,Va) includes structural vacancies</td>
</tr>
<tr>
<td>Hcp_D019</td>
<td>(A,B), (Va,C)</td>
<td>2 sublattice, order/disorder formalism</td>
</tr>
<tr>
<td>C14_Laves</td>
<td>(A,B), (A,B), (Va,C)</td>
<td>3 sublattices, constraint may be employed if there is no ordering between the second and third sublattice</td>
</tr>
<tr>
<td>C15_Laves</td>
<td>(A,B), (A,B)</td>
<td></td>
</tr>
<tr>
<td>Sigma</td>
<td>(A,B), (A,B), (A,B)</td>
<td>Also simplified to (A,B), (A,B), (A,B), (A,B)</td>
</tr>
<tr>
<td>Mu</td>
<td>(A,B), (A,B), (A,B)</td>
<td></td>
</tr>
<tr>
<td>Chi</td>
<td>(A,B), (A,B), (A,B)</td>
<td>Also simplified to (A,B), (A,B), (A,B)</td>
</tr>
</tbody>
</table>

* If only L12 or B2 ordering is described a 2 sublattice, order/disorder formalism can be used.

complication for an ionic liquid is that the number of sites on the cation sublattice and anion sublattice vary with the composition to preserve electroneutrality.

In I2SL, the number of sites on each sublattice is a function of composition in order to maintain electroneutrality. The sublattice description can be written as

$$\left(C_\gamma^\nu \right)_p \left(A_\gamma^\nu, Va, B_\gamma^\nu \right)_q$$
where $C_i^+$ are cations, $A_j^-$ are anions with charges $v_i^+$ and $v_j^-$, respectively, and $B_k^0$ are neutral species. It is assumed that the vacancies $V_a$ have an induced negative charge with a valency equal to the average valency on the cation sublattice. The number of sites on each sublattice, $P$ and $Q$, are given by the average charge on the other sublattice, i.e.

$$Q = \sum_i v_i^+ y_{C_i}$$

$$P = \sum_j v_j^- y_{A_j} + \left( \sum_i v_i^+ y_{C_i} \right) y_{V_a} = \sum_j v_j^- y_{A_j} + Q y_{V_a}$$

In the syntax of a commonly used thermodynamic database format the phase-type code $Y$ is attached to a phase name after a colon, e.g. LIQUID:$Y$, means that the phase is of this type.

**Associate model**

The associate model can be treated within the default framework. Use of the model implies that additional constituents are added such that a phase obtain additional internal degrees of freedom. This may be needed for describing experimental data for the liquid phase for example. The existence of molecules as constituents sometimes needs to be postulated, but the life-time of such a molecule may be so short that it cannot be found as an independent entity. The notion of *associate* has therefore been introduced to capture tendencies for ordering around certain compositions. The existence of associates is supported if there is a tendency for covalent bonding between the elements.

**Modified quasichemical model**

This model is similar to the associate model, but different with respect to the configurational entropy contribution.

### 4.4.4. Model of nano-size effect

As the size of a nano-scale system decreases, the surface effect increases in significance. This means that the contribution of surface Gibbs energy must be considered when calculations are done on nano-scale systems. The surface Gibbs energy of a nano-scale system is described as a function of the particle size.

Accordingly, the total Gibbs energy of an alloy system is composed of the bulk and surface terms.

$$G^{Total} = G^{Bulk} + G^{Surf}$$

For a nanoparticle (NP) with radius $r$, the surface Gibbs energy is given by

$$G^{Surf(NP)} = \frac{2\sigma V}{r}$$

For a nanowire (NW) with radius $r$ and length $l$ ($r<<l$), the surface Gibbs energy is expressed by

$$G^{Surf(NW)} = \frac{\sigma V}{r}$$
It is likely that the surface Gibbs energy of a nanofilm (NF) with thickness $t$ is

$$G_{\text{Surf}(\text{NF})} = \frac{(\sigma + \sigma^l)V}{t}$$

where $\sigma$ is the surface tension, $\sigma^l$ is the interface tension (including interface stress) and $V$ is the molar volume. The surface tension of liquid and solid alloy can be computed using Butler’s equation with known surface tension and density of pure metals as well as the bulk excess Gibbs energy from the scientific literature.

The expression of the Gibbs energy of a nano-scale system is not so different from that of bulk system. For example, the Gibbs energy of an alloy nanoparticle can be described by

$$G_{\text{Total}(\text{NP})} = \sum X_i G^{\alpha(\text{NP})}_i + RT \sum X_i \ln X_i + G^{\text{EX}(\text{NP})}$$

For simplicity, we may assume that the excess Gibbs energy has a Redlich-Kister type composition dependence:

$$G^{\text{EX}(\text{NP})} = \sum_{i < j} \sum_{v=0}^m L^{(v)}_{ij} (X_i - X_j)^v + \sum_{i < j} \sum_{k} X_i X_j X_k L_{ijk} + \cdots$$

Here, the parameter $L^{(v)}_{ij}$ is expressed by

$$L^{(v)}_{ij} = f_1 \left( \frac{1}{r} \right) + f_2 \left( \frac{1}{r} \right) T + f_3 \left( \frac{1}{r} \right) T \ln T + \cdots$$

The function $f_m$ ($m = 1, 2, 3, \ldots$) is simply given as a linear function of inverse of the particle’s radius.

$$f_m = a_m + \frac{b_m}{r}$$

Therefore, when the particle radius becomes infinite, the excess Gibbs energy becomes the same as the Gibbs energy of the bulk system.

The thermodynamic parameters of an alloy nanoparticle system can be re-optimised by following this procedure:

1. Collect measurements of thermo-physical properties such as surface tension and molar volume of pure liquids and solids as well as a thermodynamic dataset about the bulk system.
2. Determine the surface tension of pure solid phase from the melting behaviour of nanoparticles. (Note that a correction factor for the surface tension of pure solid due to surface orientation and edge/corner effect is needed.)
3. Determine the molar volume of the various pure solid phases and intermetallic compounds including hypothetical ones.
4. Calculate the surface tension of liquid and solid alloys using Butler’s equation.
5. Determine the standard Gibbs energy of pure elements as a function of the particle size.
6. Optimise the excess Gibbs energy as a function of the particle size.
Figure 4.1 compares the calculated bulk and nano phase diagrams of Ag-Sn alloy. The validity of the calculated phase diagrams may be confirmed by experimental data. In-situ TEM or DSC analyses are frequently used to determine the phase transformation of a small-scale system. For more details on modelling and experiments, the reader is referred to the references in Section 4.9.

4.4.5. CALPHAD databases

The utility of CALPHAD-based simulation tools depends on reliable databases being available for the kinds of material systems being investigated. A database is typically focused on a certain class of alloys or other materials. It is important to realise that a CALPHAD database is not a collection of tagged and interlinked data. Rather, it contains the parameter values of the Gibbs energy functions defined by the thermodynamic models of the phases that are included in the database. It can also contain additional information, such as the sources of different parameters, instructions for its use, limitations and so on. The database is stored in a plain text file format, although commercial databases are almost always encrypted before they are sent to the customer. The file size is relatively small; even a large multicomponent database rarely consists of more than one or two megabytes of data.

CALPHAD databases are available for a broad range of applications, including steels and Fe alloys, Al, Mg, Ni and Ti alloys, cemented carbides, solders, noble alloys, nuclear applications, salts, oxide ceramics, slags and aqueous solutions. However, there are still large uncharted areas for new materials and less extensively investigated materials. This even includes particular combinations of alloying elements in otherwise well-known alloy systems. If one considers that 80 elements could be of some practical use, then there are about 3000 possible binary systems and 80,000 possible ternary systems. Of the binary systems a large fraction have at least been tentatively investigated experimentally and a reasonable fraction have been extensively investigated and/or thermodynamically modelled. Of the ternary systems only a small fraction have been modelled thermodynamically and for a large fraction there is no knowledge at all.

Most databases have a particular application or group of applications in mind, such as steels. The database must then include all binary systems and several ternary systems involving Fe. The database should also contain all other binary systems, with the exception of impurity elements (such as S, P or O in steel) where the most important binary systems would be sufficient. The database should also contain further important ternary and higher order systems. The fraction of ternary...
systems included in the database can be used as a measure of the (potential) quality of the database. The database might not include all phases from the included datasets, but only the phases that are relevant for the application in mind. This can be helpful because the user is not confronted with a large number of irrelevant phases, but has the consequence that many phase diagrams from the included datasets will not be correctly reproduced. Also, it may not always be obvious which phases are relevant.

A CALPHAD database is “constructed” from datasets for the unary (elemental), most binary, important ternary and a few higher order systems. Most of the binary and ternary datasets are taken from the open literature where they are published as thermodynamic assessments (or evaluations). In a large database, datasets are compiled from a larger number of different sources. Creating a high-quality database is not just a matter of collecting these individual datasets, but requires adjustments and reoptimisation of some of the datasets, unification of incompatible models, identification of missing parameters and extensive checking. These issues are discussed in more detail in Section 4.4.6. The level of quality and scope of individual datasets can be very different. The quality of a database is strongly dependent on the quality of the datasets included, the fraction of ternary and higher order systems and on the care with which it has been constructed.

Since the Gibbs energy functions for the elements are used in several different datasets coming from different sources it is of utmost importance that everyone uses the same Gibbs energy functions. Otherwise it would not be possible to combine different datasets in databases. Today the SGTE unary database, originally published by Dinsdale [ref2] and regularly updated, is used almost universally as a source for the element datasets.

Although the pressure is a thermodynamic state variable, the Gibbs energy models used in CALPHAD databases usually do not include a pressure dependence except for the gas phase, which is modelled as an ideal gas. The ideal gas model is reasonable for ambient pressure (or lower), but ceases to be so at very moderate pressure. A few CALPHAD databases include molar volumes for the condensed phases. These molar volumes are modelled as temperature dependent, but not pressure dependent, and can be used to calculate the pressure dependence of phase equilibria between condensed phases at moderate pressure. Full pressure dependence requires the use of pressure dependent molar volumes, i.e. the use of an equation of state. This poses a number of modelling issues and, not least, a problem of a lack of experimental data. Full pressure modelling is, thus, very expensive and there is not much interest in the area of materials development and processing. So far, thermodynamic databases with full pressure modelling have only been developed in the geological community.

4.4.6. Database development and parameter optimisation
This section describes how datasets are derived and some of the issues encountered when they are used to develop a database. The description (i.e. the Gibbs energy functions with their determined parameter values) of a lower order system (binary, ternary, or, rarely, quaternary) that has been individually modelled is called a dataset. The process of deriving the Gibbs energy models and determining the parameter values is usually called a thermodynamic assessment or evaluation. This includes a critical review of all available experimental data and ab initio data relevant for the system, coding the data in a form that can be used by an optimisation program, performing the optimisation (or otherwise determine the parameter values) and documenting the results, typically in the form of a publication.
There are a few very specific circumstances that render the CALPHAD method its usefulness and it is important to be aware of those when modelling a system or building a database.

- The phase diagram is very sensitive to the relative Gibbs energies of the phases present, but not sensitive to the absolute values of the Gibbs energy (or rather the enthalpy and entropy). Therefore, a key point in the CALPHAD method is to model both phase diagram data and thermodynamic data at the same time. If one type of data is missing or inaccurate, the derived parameter values will not be reliable.
- Alloy thermodynamics is dominated by lattice stabilities and pair interactions. Therefore, (thermodynamic) extrapolation from binary to ternary and higher order systems for the included solution phases will be reasonable, provided that the binary parameters are reasonable. As a further result, there are rather few phases that are truly quaternary or higher order. A carefully constructed CALPHAD database will give reasonable results for e.g. a ten-component system that has never been investigated experimentally.
- The Gibbs energy for each phase is available for the complete concentration range for which its Gibbs energy model is defined, irrespective of whether the phase is stable for a specific composition. This means that the Gibbs energy can be calculated for any conceivable metastable (or even unstable) state. This is needed for the simulation of phase transformations.

The process of performing an assessment is described in some detail by Lukas et al. [ref10] and Schmid-Fetzer et al. [ref21]. Whereas, Lukas et al. [ref10] give a broad introduction to the basic machinery, Schmid-Fetzer et al. [ref21] concentrate on the many pitfalls that can be encountered. The latter also present a procedure to check datasets with respect to correctness, reasonability, accuracy and safety.

Starting with the modelling of a binary system the first step is to collect as much relevant information about the system as possible. This will mostly be publications from scientific journals, but will usually also include conference papers, reports, theses and further so called “grey” sources. Once sufficient information has been collected one has to decide which phases to include and which models to use. Terminal solution phases will usually be one (or more) of fcc, bcc and hcp (in addition to the liquid). These phases are always modelled as solid solutions and should, therefore, include both elements. For many common intermetallic phases, such as Laves, α and µ, models have been defined, but there is not always agreement on which of the suggested models should be used. There is a tendency to use more complex models with several sublattices to better reflect the crystal structure of the phase. Such models generate a large number of model compounds whose Gibbs energies cannot be determined from experiment, but have to be estimated, or, better, calculated by ab initio methods. For ordered phases based on fcc, bcc and hcp, order-disorder models have been defined. These models require particular care in their handling. Intermetallic phases with a narrow and uncertain composition range should be modelled as stoichiometric compounds. Then, the experimental data points must be coded in such a way that they can be used for the parameter optimisation. This means that it should be possible to calculate the corresponding equilibrium using the current set of parameter values. The difference between the calculated and measured value divided by an uncertainty is the error that will be used in a least square minimisation. The parameter values are varied using a minimisation algorithm until a minimum is found. This is what is called parameter optimisation.
Very often it will be found that data are in conflict. This means that one or the other sets of data can be correct, but not both and also not the mean. It is therefore important to discard one of them from the optimisation, but it can be difficult to determine which one should be discarded. In the end a dataset has been derived which reproduces the phase diagram and thermodynamic properties with sufficient accuracy and provides reliable extrapolations. The dataset and the modelling process then need to be carefully documented, ideally in such a way that someone else could improve the dataset when new data or better models become available.

In ternary systems, in contrast to many binary systems, there are rarely sufficient data available to optimise all relevant model parameters. Usually, only a partial optimisation is possible and some parameters have to be estimated and fixed beforehand. The general procedure for modelling a ternary system starts with the three binary datasets. These are combined and an extrapolation of the solution phases, typically liquid, fcc, bcc and/or hcp, is made. This will often give an indication of whether the binary interactions are reasonable. Missing binary interactions need to be identified and given reasonable values or included in the ternary optimisation. For example the Cr–Mo system does not contain an fcc phase, but the Cr–Mo–Ni system does. If a binary fcc interaction in the Cr–Mo system is not determined the Cr–Mo–Ni system can still be modelled (by including a ternary fcc interaction), but extrapolations to higher order systems will not be good. An early version of the Thermo-Calc steel database could not accurately reproduce fcc-bcc equilibria for duplex stainless steels, which contain Cr, Mo and Ni, until the missing fcc interaction in the Cr–Mo system had been identified. When binary intermetallic phases dissolve the third element, this information has to be added to the model of the intermetallic phase. This generates further model compounds whose Gibbs energies must be determined. As a last step any ternary phases should be added. If a ternary phase is modelled with a solution model it will most probably generate binary model compounds. It is then important to make sure that they do not become stable in a binary system. A calculated ternary phase diagram is also a very good guide for further experimental work.

The general procedure to construct a CALPHAD database is not so different from modelling a ternary system. Several of the steps are in common; such as adding missing binary interactions, unifying compounds that belong to a single phase into a single model and determining Gibbs energies for model compounds not previously included. In contrast to binary and ternary datasets which are determined once and often not changed further, a database is usually extended and improved over a longer period of time.

All databases need to be checked extensively. There are two types of checking to be done. The first type is to recalculate all included lower order systems (datasets) in order to ensure the integrity and formal correctness of the database. This is needed to catch any misprints and phases that might appear in systems where they do not belong. The second kind of testing is to verify the database against a set of selected alloys. This can also be used for improvement of the database. Any discrepancies found need to be traced back to the relevant low order (binary or ternary) systems. These systems should then be modified or remodelled accordingly. However, it can be very difficult to identify the low order systems actually causing a mismatch for a complex alloy, see the previous example of the Cr–Mo system and duplex stainless steels. When changing a low order system it is necessary to at least check all higher order systems where this system is included. If e.g. Fe–Cr is changed, then all ternary systems with Fe and Cr will have to be checked and possibly modified. When a change is made to an element, this will influence a large number of systems in the database.
Thus, developing a multicomponent CALPHAD database requires considerable care and extensive checking.

### 4.4.7. Phase names

Finding an appropriate schema for naming is important for associating data with the phases they are describing and for retrieving experimental and computational data from conventional databases. Finding an appropriate naming schema is challenging because a phase name can serve as an identifier in both types of databases, conventional and CALPHAD-type. Inside a thermodynamic database the entries are tied together by the names of the phases. Although an abstract identifier would serve for this purpose, the phase name is also important information for the user. One could follow the example of the International Chemical Identifier (InChI) by constructing a string describing the various aspects that are needed to unambiguously describe a phase. However, the InChI can be lengthy and includes more information than needed, for example, in CALPHAD databases. For the user it is important that the phase name is brief and unique and that the phase it describes can easily be identified.

In the early days of alloy phase diagrams, phases were named using Greek letters. In unary systems letters were assigned from lower temperatures to higher temperatures, and in binary systems from the left to the right hand side of the system. This cannot work for a database that has even 10 elements since it will contain the descriptions of 45 binary systems and all their phases. This is easily illustrated by looking at the use of the letter γ. It describes the austenitic phase in Fe-alloys, the Ni-phase in superalloys, as well as the TiAl phase in Ti-Al based alloys, the Mg17Al12 phase in light weight alloys and the CuZn phase in brass. On the other hand, the use of specific Greek letters has made those letters commonly recognized names for some of the topologically close packed phases, such as σ, μ or χ phases, that have large homogeneity ranges and rarely occur at ideal stoichiometries. The use of chemical formulae is also not practical because the same phase may occur in a number of the constituent binary subsystems of a multicomponent system, e.g. Laves phases with the ideal stoichiometry AB2 occur in many of the binary systems that are relevant for superalloys. It is obvious that the use of a generalised chemical formula such as AB2 is not feasible as there can be many different phases with the same ideal stoichiometry.

It would be convenient if a phase could be identified by a short name that is independent of the system. The identification of the crystal structure of phase could serve as a phase name, but the use of space group and Wyckoff sequence are not very intuitive. An early crystallographic data collection, Strukturbericht, devised a symbol system for crystal structures. This system uses letters for classes of compounds and numbers, with and without subscripts, to distinguish the different structures within the classes, for example, A for the elements, B for AB compounds, etc. It turned out that this system was not sustainable given the wide variety of different crystal structures, thus it was abandoned. However, the symbols for the simpler structures, such as A1 for fcc or A2 for bcc, are still popular and are used in many CALPHAD databases as phase names.

The IUPAC Redbook on Nomenclature of Inorganic Chemistry does not consider the use of Greek letters or the Strukturbericht designation as acceptable since they do not convey the necessary information and are not self-explanatory and recommends the use of the Pearson symbol for identification of the structure of a phase. However, the Pearson symbol is not unique, e.g. the symbol cF8 belongs to a number of different crystal structures. Although a crystal structure can be uniquely identified by its space group and its Wyckoff sequence, it gives no further information on
the character of a phase, for example, whether the phase belongs to the salt or carbide branch of a particular structure. In geo sciences it is customary to use the mineral name for phase identification. In a certain way one can view the CALPHAD practice of developing phase names using a mixture of Greek letters, Strukturbericht symbols, mineral names and stoichiometric formulae as a hybrid approach to provide phase names that are useful for the database developer and the user by being sufficiently intuitive to make it clear which phase is describe by the name.

It has become practice to use the term “fcc_A1” to describe disordered fcc solid solutions and the term “fcc_L12” for an ordered variant of this structure. A problem arises if these two phases are described as one phase that can be ordered or disordered, as this may result in the easy distinction of the two phases being lost to the user. In this case it is useful if the software determines the variant of the phase for the user. The same applies to compounds that are based on interstitial solutions in the phases of the pure elements, such as cubic and hexagonal nitrides. It should be noted that both structures must have the same space group to allow this continuous transition. For example, in the case of the fcc_A1 structure the filling of the interstitial octahedral site results in a continuous transition to a B1_carbide structure. Here again the software should determine which variant of the phase is encountered. It may be cumbersome to introduce all these provisions for the variants of a phase, but it enables the user to quickly recognize a phase without having to analyse the composition details of a phase. Table 4.3 presents suggestions for phase names and name variations for distinguishing different phase variants.

*Table 4.3: Suggestions for names of common crystalline phases in CALPHAD type databases*

<table>
<thead>
<tr>
<th>Phase name</th>
<th>Strukturbericht designation</th>
<th>Prototype</th>
<th>Chemical formulae</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fcc_A1</td>
<td>A1</td>
<td>Cu</td>
<td>Al, Ni, Cu, ...</td>
<td></td>
</tr>
<tr>
<td>Bcc_A2</td>
<td>A2</td>
<td>W</td>
<td>V, Cr, Mo, ...</td>
<td></td>
</tr>
<tr>
<td>Hcp_A3</td>
<td>A3</td>
<td>Mg</td>
<td>Be, Mg, Ti, ...</td>
<td></td>
</tr>
<tr>
<td>Fcc_B1</td>
<td>B1</td>
<td>NaCl</td>
<td>TiC, NbC, TaC, ...</td>
<td></td>
</tr>
<tr>
<td>B1_Oxide</td>
<td>B1</td>
<td>NaCl</td>
<td>CaO, FeO, TiO...</td>
<td></td>
</tr>
<tr>
<td>Bcc_B2</td>
<td>B2</td>
<td>CsCl</td>
<td>AlNi, AlFe, FeTi, ...</td>
<td>Ordered bcc</td>
</tr>
<tr>
<td>B2_Halide</td>
<td>B2</td>
<td>CsCl</td>
<td>CsCl, TiBr, KI</td>
<td>“Independent” B2</td>
</tr>
<tr>
<td>FCC_L10</td>
<td>L10</td>
<td>AuCu</td>
<td>AlTi, MnNi, FePt, ...</td>
<td>Ordered fcc</td>
</tr>
<tr>
<td>HCP_D019</td>
<td>D019</td>
<td>Ni3Sn</td>
<td>AlTi3, Co3W, Co3Zr, ...</td>
<td>Ordered hcp</td>
</tr>
<tr>
<td>C14_Laves</td>
<td>C14</td>
<td>MgZn2</td>
<td>Cr2Ti, HfMn2, Ni3U, ...</td>
<td>Ordered hcp</td>
</tr>
<tr>
<td>C15_Laves</td>
<td>C15</td>
<td>MgCu2</td>
<td>Cr2Ti, Co2Ti, Ni2Y, ...</td>
<td>Ordered hcp</td>
</tr>
<tr>
<td>Mu</td>
<td>D8o</td>
<td>Fe3W6</td>
<td>Co3Mo6, Fe3Nb6, Ni2Ta6, ...</td>
<td>Ordered hcp</td>
</tr>
<tr>
<td>Sigma</td>
<td>D8o</td>
<td>CrFe</td>
<td>AlNb2, Cr3Mn, Cr2Re3, ...</td>
<td>Ordered hcp</td>
</tr>
<tr>
<td>Me3Si</td>
<td>...</td>
<td>PTi3</td>
<td>AsNb3, GeZr3, SiTi3, ...</td>
<td>Limited to combination of transition metal with metalloid</td>
</tr>
<tr>
<td>Al3Fe</td>
<td>...</td>
<td>Al3Fe</td>
<td>Al3Fe, Al13Ru4</td>
<td>Only two compounds known with this structure</td>
</tr>
<tr>
<td>Al2Fe</td>
<td>...</td>
<td>Al2Fe</td>
<td>Al2Fe</td>
<td>No other chemistry known</td>
</tr>
<tr>
<td>Al3Co</td>
<td>...</td>
<td>...</td>
<td>Al3Co</td>
<td>Structure unknown</td>
</tr>
</tbody>
</table>

A short, easily recognisable phase name may be user friendly, but it has little value for linking the
phase to contents of non-CALPHAD databases. The challenge is that one phase in a CALPHAD database will likely be represented as a number of different phases in other databases. One solution to this problem would be to add identifier records for the phases that are described by this single description. This record could be constructed using the concept of the InChI and could contain records for formula, a general tag for the aggregate state, SOL, LIQ or GAS and tags with prototype (PT), Pearson symbol (PS), Strukturbericht designation (SD), space group (SG, using the number), Wyckoff sequence (WS) and site occupation (SO) of the Wyckoff positions and could look like one of the following examples:

TiC0.957/SOL/PT:NaCl/PS:cF8/SD:B1/SG:225/WS:ab/SO:a:Ti:b:C describes off-stoichiometric compound TiC, note that site b, in contrast to the previous examples, is almost filled;
Ni2In/SOL/PT:NaIIn/PS:hP6/SD:B82/SG:194/WS:acd/SO:a:Ni:c:In:d:Ni describes the prototype Ni2In, note that the difference to the NiAs structure is that and additional site (d) is filled;

For identifying the liquid, instead of describing the crystal structure, one would identify the type of liquid (LT) and whether special species (SP) are identified:
AgAu/LIQ/LT:regular/SP:Ag,Au;
MnO/LIQ/LT:ionic/SP:Mn+2,Mn+3,O-2,VA-q.

The description of the gas phase would be a simple list of the species occurring in it:
As:/GAS/SP:As,As2,As4.

It should be noted that these suggestions currently do not cover amorphous or quasi-crystalline phases.

4.4.8. Reference states

When interpreting the values of some thermodynamic variables it is important to know which reference states the variable values are expressed relative to. These properties include Gibbs and Helmholtz energy values as well as chemical potentials, and activities are always expressed relative to some reference state. If reference states have not been properly defined for the values of these conditions they will be meaningless.

In substance or alloy solution CALPHAD databases, the data for each phase are described by Gibbs energies relative to the "Standard Element Reference" (SER), i.e. enthalpies that the pure elements have in their most stable phase at a temperature 298.15 K and a pressure of 100 kPa (1 bar). The Gibbs energy of the SER state is referred to as G-HSER and is equal to H298. Note that while the Gibbs energy of a phase has both enthalpy and entropy contributions, the entropy of a phase in the SER state is set to the entropy at 0 K and, according to the third law of thermodynamics, is zero.

Using G-HSER as a reference state is convenient since all data in a database can be expressed and relative to G-HSER so that data can be combined in thermodynamic calculations. All thermodynamic functions can be calculated directly from one ore more derivatives of the Gibbs energy expression.
4.4.9. Database formats

A thermodynamic database, which stores the Gibbs energy function of every phase of interest in the system, is an essential part of CALPHAD-based thermodynamic calculations. The most widely used thermodynamic database format is the TDB format, which will be described here in some detail.

There are also other well-defined database formats. For instance, the Lukas program uses the DB format for phase diagram calculations. Details on this database format can be found in the book “Computational Thermodynamics: The Calphad method” [ref10]. FactSage has developed Compound databases and Solution databases on oxides, salts and other systems. The FactSage database format is described in [ref7][ref8].

A TDB database file is a plain text file that typically consists of four sections: Elements, Functions, Type_Definitions and Phases. Figure 4.2 illustrates the structure of a typical TDB file, this one describing the Al-Ni binary system with the key words highlighted in blue. Figure 4.2 is included for the purpose of illustration and is not a full database.

At the beginning of the file, the Elements section defines every component included in the database. Next to each element, the following information is listed: the stable structure at 298 K (for Al in the Figure 1, this is FCC_A1), the atomic weight (26.982 g/mol), the enthalpy (4577.3 J/mol) and the entropy (28.322 J/mol⋅K) of the element in its most stable state at 298K.

In the Function section, the Gibbs energies of each pure element in each of its crystal structures are listed. The Gibbs energy of an element with a certain crystal structure is typically represented as a segmental function of temperature. The lower and upper temperature limits of each segment are specified at the start and end of each function segment. The “Y” after the upper segment limit indicates that there is another temperature segment above this upper limit. An “N !” indicates the end of the segmental function specification. These Gibbs energies are specified relative to the element’s SER state (see section 4.4.8). In the Function section, database developers can also define functions that can be used directly in the Phase section.

The Type_Definitions section defines other features related to a particular phase. Simple characters are used to identify which Type_Definitions are used by a particular phase description. In Figure 4.2, “&” is used to define the magnetic parameters of the BCC_A2 phase and “N” specifies that L12_FCC has a disordered Gibbs energy contribution.

The major body of a TDB file consists of the Phase section. In this section, thermodynamic models are defined and model parameters are listed for each phase in the system. Some details are given below for the phases listed in Figure 4.2.
The description of each phase starts with the key word **Phase** followed by the phase name. The “%” separates the phase name from the phase description, that is, from information about sublattices. If the phase has other features than the sublattices that need to be described, such as magnetic or disordered contributions, then the symbol defined in the Type_Definition should directly follow % without any space in between (see the section that defines the L12_FCC phase in Figure 4.2). If this phase has no such additional feature, then there should be a space after %.

The LIQUID phase in Figure 4.2 is described as a substitutional solution phase. The first “1” after % indicates that the phase has one sublattice and the second “1” means the fraction of this sublattice is 1. The next line, which starts with the keyword **Constituent**, defines the constituents of each sublattice. After the phase name, the constituents in each sublattice are specified with a colon (”:”) separating the sublattices. A comma is used to separate species within the specification of a sublattice. A percent sign can be appended to the constituent symbol to indicate that it is a major constituent of this sublattice.

**Figure 4.2: Partial database of the Al-Ni binary system showing the typical TDB format.**
After the Constituent line, the model parameters follow.

The first two Parameter lines for the LIQUID phase represent the reference state. The next three lines define the excess Gibbs energy terms. For more information, see section 4.3.2. In Figure 4.2, the Gibbs energy of LIQUID (J/mol) is:

\[
G_{LIQUID} = x_{Al} \cdot GLIQAL + x_{Ni} \cdot GLIQNI + RT(x_{Al}lnx_{Al} + x_{Ni}lnx_{Ni}) + x_{Al}x_{Ni}((-197088 + 30.353 \cdot T) + 5450(x_{Al} - x_{Ni}) + (54624 - 11.383 \cdot T)(x_{Al} - x_{Ni})^2)
\]

Note that the functions GLIQAL and GLIQNI are defined in the Function section and can thus be directly used in the Gibbs energy expressions.

The phase following LIQUID in Figure 4.2 is AL3NI1. This phase has two sublattices. The fraction of the first sublattice is 0.75 and the fraction of the second is 0.25. The second line specifies that AL occupies the first sublattice and that NI occupies the second sublattice. The Parameter line gives the Gibbs energy of AL3NI1 (J/mole atoms) as:

\[
G_{AL3NI1} = 0.75 \cdot GHSERAL + 0.25 \cdot GHSERNI - 40463 + 5.312 \cdot T
\]

The third phase in Figure 4.2 is AL3NI2. For this phase, the stoichiometries (rather than the fractions) of its three sublattices are specified as 3, 2 and 1, respectively. These stoichiometries are given in moles, which means that the AL3NI2 definition concerns a phase with six moles of atoms. Hence, the Parameters listed below specify the Gibbs energy of six moles of atoms of this phase. The Constituent line specifies that AL occupies the first sublattice, AL and NI occupy the second sublattice and NI and vacancy (VA) occupy the third sublattice. AL3NI2 is an ordered intermetallic phase. Its Gibbs energy is described by the Compound-Energy Formalism. In the phase definition, a comma is used to separate species in the same sublattice, whilst a colon is used to separate species belonging to different sublattices. The following Parameter lines give the Gibbs energy of six mole atoms of AL3NI2 as:

\[
G_{AL3NI2} = y_{Al}^Iy_{Al}^{II}y_{Ni}^{III}(-41219 + 2.792 \cdot T + 5 \cdot GBCCAL + GBCCNI) + y_{Al}^Iy_{Ni}^{II}y_{Va}^{III}(-428055 + 71.808 \cdot T + 3 \cdot GBCCAL + 3 \cdot GBCCNI) + y_{Al}^Iy_{Ni}^{II}y_{Va}^{III}(30000 - 3 \cdot T + 5 \cdot GBCCAL) + y_{Al}^Iy_{Ni}^{II}y_{Va}^{III}(-356836 + 66.079 \cdot T + 3 \cdot GBCCAL + 3 \cdot GBCCNI) + y_{Al}^Iy_{Ni}^{II}y_{Va}^{III}(-38157) + y_{Al}^Iy_{Ni}^{II}y_{Va}^{III}(-38157) + RT[3 \cdot y_{Al}^Ilny_{Al}^I + 2 \cdot (y_{Ni}^IIlny_{Ni}^II + y_{Va}^IIIlny_{Va}^III)] + (y_{Ni}^{II}lny_{Ni}^{II} + y_{Va}^{III}lny_{Va}^{III})]
\]

Note that since AL is the only species that occupies the first sublattice, \(y_{Al}^I = 1\) in the previous equation.

The DISORDER phase definition is actually part of the definition of Phase L12_FCC. This is evident from the fact that the phase name L12_FCC is followed by %N. In the Type_Definition, “N” is defined so that it can be used to specify that L12_FCC has a disordered contribution from DISORDER. The Gibbs energy of L12_FCC (J/mole atoms) is written as:

\[
G_{L12_FCC} = [G_{L12Ord}(y_i^r) - G_{L12Ord}(y_i^x = x_i)] + G_{DISORDER}
\]

For the L12_FCC phase in Figure 4.2, we have:

\[
G_{L12Ord} = y_{Ni}^{II}y_{Al}^{III}(3 \cdot U1ALNI) + y_{Al}^{I}y_{Ni}^{II}(3 \cdot U1ALNI) + y_{Al}^{I}y_{Ni}^{II}(6 \cdot U1ALNI) + y_{Al}^{I}y_{Ni}^{II}(6 \cdot U1ALNI) + RT[0.75 \cdot (y_{Ni}^{II}lny_{Al}^I + y_{Ni}^{II}lny_{Ni}^I) + 0.25 \cdot (y_{Ni}^{II}lny_{Al}^I + y_{Ni}^{II}lny_{Ni}^I)] + RT(x_{Al}lnx_{Al} + x_{Ni}lnx_{Ni})
\]

\[
G_{DISORDER} = x_{Al}GHSERAL + x_{Ni}GHSERNI + x_{Al}^2x_{Ni}((-16367 + 12U1ALNI) + RT(x_{Al}lnx_{Al} + x_{Ni}lnx_{Ni})
\]
Other quantities, such as magnetic transition temperature, Bohr magnetons, molar volume or compressibility, can be described in a TDB file. However, while the TDB format can be used with several software packages, such as Thermo-Calc and PANDAT, there are minor differences in how the TDB files are interpreted by the different software. For example, PANDAT uses some additional key words and Property names in TDB files. Figure 4.3 shows an example of a TDB file that contains the PANDAT-specific key word Optimization to define a variable that is to be optimised. Following this key word is the variable’s name, its lower limit, initial value and upper limit. Additional property parameters, such as Molar Volume (VM), Activation Energy (ACTIVATIONENERGY) and Surface Tension (SURFACETENSION) can be defined in a PANDAT-specific TDB file:

```
Element   AL  FCC_AL  26.982  4590  28.3 !
Element   VA  VACUUM  0  0  0 !
Element   ZN  MCF_A3  65.39  8657  41.63 !
Optimization 5  0  10445.89;  20000 N !
Optimization 5T  -10  -3.39255;  0 N !
Phase  LIQUID %  1  1 !
Constituent  LIQUID :AL,ZN:!
Parameter  VM(LIQUID,AL:0)  298.14  1.02E-008+1.12E-005*T;  2000 N !
Parameter  VM(LIQUID,ZN:0)  298.14  1.92E-005+2.45E-005*T;  2000 N !
Parameter  VM(LIQUID,AL,ZN:0)  298.14  6347+25.8*T;  2000 N !
Parameter  ACTIVATIONENERGY(LIQUID,AL:0)  298.14  20540+22.5*T;  2000 N !
Parameter  ACTIVATIONENERGY(LIQUID,ZN:0)  298.14  64561+72.5*T;  2000 N !
Parameter  ACTIVATIONENERGY(LIQUID,AL,ZN:0)  298.14  41661+72.5*T;  2000 N !
```

Figure 4.3: A TDB file with PANDAT-specific key words

### 4.4.10. Extensions

Initially, the CALPHAD (Calculation of Phase Diagrams) method was established as a tool for treating thermodynamics and phase equilibria of multicomponent systems. Since then, the method has been successfully applied to diffusion mobilities in multicomponent systems, creating the foundation for simulation of diffusion processes in these systems. In principle it should be possible to describe temperature, pressure and composition dependence of any phase specific property using the CALPHAD approach. Recently, the CALPHAD method has been expanded to other phase-based properties, including molar volumes and elastic constants, and has the potential to treat electrical and thermal conductivity and even two-phase properties, such as interfacial energies. The calculation of some of these quantities has already been implemented in a number of software. The general challenge for describing these properties is that, unlike the thermochemical quantities, most of them can be anisotropic depending on the crystal system of the phase. Although it will be sufficient to use an average value for the specific property for treating the bulk, this not adequate for the treatment of textured or thin film materials.

The suitability of the CALPHAD method for modelling diffusion processes was recognized early on. The underlying hypothesis is that diffusion in a crystalline phase with an equilibrium vacancy concentration occurs by a vacancy exchange mechanism. The phenomenological diffusion coefficients are then expressed in terms of a diffusion mobility function and a thermodynamic factor. The thermodynamic factor is determined using an existing multicomponent thermodynamic CALPHAD database. The conjecture is that the thermodynamic factor has the strongest composition dependence and provides the correct behaviour of the multicomponent off-diagonal diffusion...
coefficients. Because of this linkage, it is imperative that the thermodynamic model reflects the phase as closely as possible. For example, ignoring the occurrence of structural vacancies of a phase will be detrimental to an accurate description of the diffusivities in this phase. This is illustrated in Figure 4.4 for the B2 phase of the Ni-Al system. In Figure 4.4(a) the phase is modelled as a simple substitutional solution [ref16] and in Figure 4.4(b) with the sublattice model taking into account the structural vacancies that occur on the Al-rich side of this phase [ref1]. Although both models reproduce the phase diagram, the effect on the thermochemical factor, Figure 4.4(c) and Figure 4.4(d), is pronounced. For the same reason, the composition dependence of the diffusion mobilities [ref5] are modelled with the same model as the thermodynamics. Results from calculations with both models are shown for the tracer and chemical diffusivities in Figure 4.4(e) and Figure 4.4(f), respectively.
Use of the CALPHAD method to develop diffusion mobility databases has become essential in numerical simulations of diffusion processes for multicomponent alloys where composition and temperature dependent diffusion coefficient matrices are needed for each point after each time step. These simulations are carried out using a finite difference method (FDM), finite element method (FEM) or the phase field method. The diffusion simulation codes are linked via software libraries or are directly linked to the thermodynamics code. For example, the FDM code DICTRA is built on top of the thermodynamics code Thermo-Calc while the FDM phase field code MICRESS is linked via a software library to the same thermodynamics code. Most of the thermodynamics CALPHAD software has a module for the assessment of the thermodynamic model parameters, however, only a few are available for the assessment of diffusion mobilities, namely DICTRA and Pandat.

Although molar volume and bulk modulus or the elastic constants are parameters needed for the description of the pressure dependence of the Gibbs energy, descriptions of these quantities have been added only fairly recently to CALPHAD type databases and are only available for a few base elements. Consistent description of these quantities will result in equation of state descriptions of a phase as function of composition.

In addition to thermodynamics and diffusion mobilities, the CALPHAD method can also be applied to the description of thermal conductivity, electrical conductivity, optical properties such as refraction and reflectivity, viscosity and plasticity including dislocation migration energies. In metallic phases, where the heat is conducted by electrons, thermal and electrical conductivity are connected via the Wiedemann-Franz law. In insulator phases, where the heat is conducted by phonons, the thermal conductivity is linked to heat capacity and density. However, models for the description of these properties within the framework of the CALPHAD method still need to be developed.

For realistic modelling of microstructure evolution and properties, inter-phase properties are needed in addition to the properties of the individual phases. Examples of the needed inter-phase quantities are surface tension, interfacial energies and grain boundary diffusion. The surface tension of liquid
alloys can be derived from the thermodynamic quantities of the liquid using Butler’s equation. Interfacial energies are important for the simulation of precipitation and coarsening processes. Currently most simulation tools for these processes use composition independent interfacial energies due to the lack of sufficient data collection. Although reasonable estimates can be obtained using thermodynamic approaches for composition dependent interfacial energies, it may be desirable to obtain these quantities from first principles approaches. Several models are available to evaluate nucleation rates from the thermodynamics and additional input parameters and have been implemented in precipitation calculation software. Grain boundary diffusion has been modelled using an approach similar to the one used for bulk diffusion.

Although the CALPHAD method has great potential for the description of properties beyond thermodynamics and diffusion mobilities, the development of models for use within the CALPHAD framework is still in its infancy.

4.4.11. Limitations and challenges
The CALPHAD method is well established for the modelling of the phase relationships and diffusion processes in multicomponent, multi-phase alloys and has been extensively used for alloy and process development. Although the method is powerful in predicting the properties of systems with more than three components, it is not a truly predictive method. The prediction of the properties of a multicomponent system is based on the extrapolation of the descriptions of the constituent binary and ternary systems. Information on the phases, phase boundaries and thermochemical quantities is needed for the development of the CALPHAD descriptions of these constituent systems. These data are mostly experimental data which are supplemented by data from first principles calculations (ab initio), especially where they are lacking or cannot be determined by experiments, such as the quantities of the hypothetical end-member phases needed for the CEF. If the occurrence of a phase is not known from experiments or predictions from first principles calculations, it cannot be predicted with the CALPHAD method. However, advances in first principles calculations and classic atomistic simulations have made it possible to obtain most of the needed information.

The two major challenges the CALPHAD method is facing are the development of models and databases for the description of other phase-based and inter-phase properties and the development of verification and validation methods.

Development of models and databases for other properties is essential for the application of the CALPHAD method beyond its initial use for evaluating whether a candidate alloy composition would produce the desired phases and avoid unwanted phases at the temperatures of interest and for selecting a temperature regime for processing. Combining results from CALPHAD calculations with models for other important alloy characteristics, such as creep resistance, castability and cost, allows for computational testing of thousands of candidate alloy compositions and the selection of a few promising candidate alloys for experimental evaluation. The CALPHAD calculations can be implemented in systematic searches using, for example, a genetic algorithm or mesh-adaptive direct search algorithm to find new candidate alloy compositions.

CALPHAD calculations using the same models and parameters and the same external conditions with different software should give the same results if the criteria for convergence are similar. It should be noted here that uncertainty of results from the CALPHAD calculations depend on the databases used and how reliably the original experimental data used in the development of these databases are reproduced. Currently, no method for uncertainty quantification of the results from a CALPHAD
database is available. The reliability of the results is most commonly expressed by plotting experimental data versus calculated results under the same conditions. If experimental information is lacking and data are supplemented with results for DFT calculations, differences of a few kJ/mol in these DFT energies can produce topologically different phase diagrams with phases that appear/disappear as stable ones depending on the input dataset used. Similar effects can be obtained if different sets of optimised CALPHAD parameters are obtained from experimental data after weighting individual data sets differently. Mathematical methodologies to better evaluate such uncertainties are desirable but challenging (if at all possible). The first logical step towards verification of CALPHAD descriptions is to perform a sensitivity analysis of the model parameters that are being adjusted during the optimisation of the thermodynamic description of a binary or ternary system. In addition to uncertainty quantification, it is desirable to develop a set of test cases to ensure that the results are consistent with accepted codes. Although the results from calculations should agree once the convergence criteria are fulfilled, it is not always guaranteed that the true set of equilibrium phases has been found. Development of protocols for the validation of CALPHAD software would provide additional assurance of the reliability of the results from CALPHAD calculations.

### 4.5. Deriving thermodynamics from *ab initio* calculations

*Ab initio* calculation of various thermodynamic data has developed impressively in recent years. More and more scientists are able to perform calculations and these calculations require less and less computing time. This means that an incredible number of calculated data have become widely available recently.

For thermodynamic modelling, in particular done in the frame of the CALPHAD method, calculated data can be used in the same way as experimental information. Among first-principles approaches, the Density Functional Theory (DFT) is able to find the ground state energy of a given compound with known structure and composition, which allows one to calculate its heat of formation at 0 K. Moreover, with additional statistically-derived approaches, the mixing enthalpy of disordered solid solution can be calculated. Furthermore, the phonon calculation yields vibrational contribution (entropy, heat capacity...) and allows one to estimate energetic stability at a finite temperature.

After a short introduction of the DFT methodology, the different thermodynamic properties that can be obtained by *ab initio* calculations will be detailed. More about DFT and other models at the electronic, atomistic and mesoscopic scales is found in chapter 5 of this book.

#### 4.5.1. DFT methodology

DFT is among the most widely used methods in condensed-matter physics and computational chemistry, and has played a significant role in the development of new materials. This is not only due to the increasing performance of supercomputers, but also, and perhaps mainly, due to the availability of relatively inexpensive high performance workstations.

Consider an ordered and periodic compound with a known crystallographic structure and element distribution in the lattice. Its electronic structure results from a many-electron problem (n ions, N electrons) which cannot be solved analytically. A first theorem states that the ground state properties of this system are uniquely determined by an electron density $\rho$ that in turn depends on only three spatial coordinates. Basically, the theorem reduces the many-body problem of N electrons...
with 3N spatial coordinates to only three variables. This is achieved through the use of functionals of the electron density. The ground state energy is then obtained by minimising $E[\rho]$:

$$E[\rho] = K[\rho] + U[\rho] + \int V_{\text{ext}}(r) \rho(r) \, dr$$

where $K[\rho]$ is the kinetic energy, $U[\rho]$ the electron-electron interaction and $V_{\text{ext}}$ the electron-ion interaction.

Because of the electron-electron interaction, $K[\rho]$ cannot be directly expressed. It has therefore been suggested that one should first, as an estimation, consider an auxiliary non-interacting system in order to solve the so-called mono-orbital Kohn–Sham equation:

$$-\frac{\hbar^2}{2m_e} \nabla + V_{\text{ext}} + V_H + V_{\text{XC}} \psi_i = \epsilon_i \psi_i,$$

where $V_H$ is the Hartree contribution describing the electron-electron Coulomb repulsion, and $V_{\text{XC}}$ is the so-called exchange-correlation potential. All the unknown many-body electron-electron interactions are now gathered in this latter term. This means that the accuracy of the DFT results heavily depends on the choice of the XC functional. $V_{\text{XC}}$ can be expressed by the LDA (local density approximation), where it is assimilated to the energy of a homogenous electron gas of a density $\rho(r)$. The GGA (generalized gradient approximation) which includes the density and its first derivative is considered to be better for systems including strong variation of electronic density.

The Kohn-Sham equations can be solved by a self-consistent resolution done automatically in many available codes. Some of these codes, such as WIEN2K for example, take an all-electron description into account. These are called “full-potential” codes. Other codes, such as VASP, Quantum-Expresso or Abinit, use “pseudo potentials”. The Kohn-Sham equations are solved using the only valence electrons in a pseudo potential generated by the frozen core electrons and the nucleus contributions. By using plane waves as the basis set, a pseudo-potential approach can be very efficient and fast.

**4.5.2. Heat of formation**

Enthalpies of formation of a given compound are easily obtained from the difference between its calculated total energy and the sum of the weighted energies of the constituting pure elements in their stable reference states. Where experimental data are lacking, these differences are of great interest for CALPHAD modelling and other computational techniques that depend on the availability of thermodynamic data. Besides carrying out one’s own calculations, it is also possible to use available databases with stored calculated results (see, for example, http://oqmd.org/, https://materialsproject.org/ or http://www.aflowlib.org/).

As an example, the experimental enthalpies of formation, the values assessed after thermodynamic modelling and the calculated heats of formation of ordered compounds in Mo-Pt system are compared in Figure 4.5. Note the tight fit between calculated values and experimental measurements, especially in the case of compounds close to their stoichiometric composition (MoPt$_2$, B19). But the figure also shows that the calculated values and the experimental measurements differ for compounds that have a significant non-stoichiometry accommodated by
substitution or vacancy mechanism \((A15, D0_{19})\). For these compounds, the high-throughput approach used with large databases should be considered with care. As an alternative, one can simulate defects in the structure to obtain both the right composition and the corresponding enthalpy for these compounds. This can be achieved using different approaches such as supercells or SQS. One advantage of the high throughput approach can also be illustrated with the figure, namely that one can obtain predictions of stable ordered structure at low temperature, here on the Pt rich side \((\text{MoNi}_4, \text{Pt}_8\text{Ti})\).

Note that if the Kopp-Neumann rule applies (the heat capacity of a compound is an average of the heat capacity of the constituting elements), the enthalpies of formation of compounds are temperature-independent and the enthalpies of formation calculated at 0 K are still valid at high temperatures.

Finally, one of the most interesting contributions of DFT to CALPHAD modelling is the possibility to estimate the enthalpy of formation of metastable compounds (end-members in the sublattice model) for which empirical values are missing.

![Figure 4.5: Experimental, thermodynamically assessed and DFT calculated enthalpies of formation in Mo-Pt system. (mole refers to one mole of atoms).](image)

### 4.5.3. Mixing enthalpy

Contrary to what has been described above, not only ordered compounds but also disordered solutions can be calculated using DFT. Useful data such as enthalpies of mixing can be estimated by the Cluster Expansion Method (CEM) or by Coherent Potential Approximation (CPA). A simpler and more efficient approach has been developed in recent years: the Special Quasi-random Structure method (SQS). This consists of generating supercells with a limited number of atoms presenting neighbour correlation functions as close as possible to the ones in a fully random structure. For given compositions in the simplest structures (\(\text{bcc}, \text{fcc}, \text{hcp}\)), binary (16 atoms) and ternary (24 or 32 atoms), structures have already been generated and are available in the literature. For other compositions or other structures, dedicated tools are available to generate the SQS supercells (MCSQS in ATAT package).

As an example, Figure 4.6 shows the calculated mixing enthalpies in the \(\text{bcc}\) phase for two different systems (Mo-Nb and Cr-Fe) by CPA and SQS compared to experimental data. Close agreement
between calculated values and experimental measurements can be observed in both cases whatever the sign of the mixing enthalpy.

4.5.4. Lattice vibrations

DFT also allows for the calculation of force matrix in distorted structures, after slight atom movements have been imposed (Hellmann–Feynman theorem). This may be applied to the calculation of elastic or vibrational properties.

The phonon calculation can be numerically performed using different approaches: by perturbation theory (DFPT)/linear response methods or the supercell approach/direct method.

Two kinds of approximation may be used. In the harmonic approximation, the free energy is estimated at a constant volume. Its first derivative gives the vibrational entropy and its second derivative the heat capacity at constant volume. Using the quasi-harmonic approximation, the free
energy is expressed as a function of volume and allows one to obtain the $C_p$, thermal expansion and all the elastic moduli as a function of temperature.

Different codes are available to perform phonon calculations: Phonon, Phonopy, Phon.

Figure 4.7 presents a comparison of calculated and experimental elastic constants and bulk modulus as a function of temperature. Both data are important for a number of applications in ICME, in particular the extrapolations to temperatures where no experimental data can be measured. On the other hand, both $C_p$ and vibrational entropy may be used in the frame of CALPHAD modelling.

![Figure 4.7: Experimental and calculated elastic constants and bulk modulus of Ni3Al as a function of temperature (redrawn from Wang et al., J. Phys. Condens. Matter (2010)).](image)

**4.6. Use of thermodynamics at larger scales**

Thermodynamics is the fundamental basis for essentially all phenomenological theories of materials, as well as mesoscale and continuum computational models of materials processes including phase transformations, chemical reactions, electronic and atomic/ionic transport and microstructure evolution. A complete thermodynamic description of a system, i.e. a fundamental equation of
thermodynamics, contains all the thermodynamic information of the system including not only the
energies or free energies of all possible thermodynamic states but also all the equations of states as
well as all the linear properties of the material such as heat capacity, thermal expansion coefficients,
compressibility, etc. An example is the internal energy as a function of all extensive parameters such
as entropy, volume or strain, number of moles of chemical species, surface-interface area,
polarization, charge, magnetization, etc., \( U(S, V \text{ or } e, N_1, N_2, \ldots, N_n, A, Q, P, M, \ldots) \). A fundamental
equation more often used in practice is the Gibbs free energy as a function of temperature, pressure
and/or stress, and extensive variables such as the number of moles of each species in the system,
amount of surface area and others, i.e. \( G(T, p, s, N_i, A, \ldots) \). However, essentially all existing
thermodynamic databases are mainly comprised of the Gibbs free energies of individual
homogeneous phases as a function of temperature and composition under ambient or zero pressure
while ignoring all other thermodynamic parameters. Therefore, the discussion on the use of
thermodynamics in this section will tacitly assume that thermodynamic information means \( G(T, x_1,
x_2, \ldots, x_n) \) for a multicomponent single-phase system. Although the main application of such
thermodynamic functions is to obtain the phase equilibria of a given materials system, i.e. the
equilibrium states of the system at different temperatures and compositions, this section will be
focused on how such thermodynamic information can be used in theory and modelling of
microstructure development. In addition to the Gibbs free energy function, this section will also
outline what additional thermodynamic properties will be needed for a more complete description of
microstructure stability and evolution, e.g. in computational microstructure models.

A microstructure refers to an inhomogeneous distribution of structural features that include phases
of different compositions and/or crystal structures, grains of different orientations, domains of
different structural variants or magnetizations, as well as structural defects such as interphase
boundaries, grain boundaries, domain walls, cracks, surfaces and dislocations. For a more detailed
discussion of the term microstructure please refer to chapter 3. The thermodynamic stability of a
microstructure is determined by the total Gibbs free energy of a system, \( G \), which may include the
bulk chemical free energy density of each individual phase, the energies of defects, such as grain
boundaries, surfaces, interfaces and dislocations, as well as the electrostatic, elastic and magnetic
interaction energies. In a sharp-interface description, i.e. assuming the interfaces separating different
phases or different domains within the same phase are mathematically sharp, a microstructure may
be considered as a composite of individual single crystallites of different crystal
structures/orientations/compositions and the interfaces between them. The total Gibbs free energy
of a microstructure in this sharp-interface description can be written as

\[
G = \sum_{i=1}^{p} V_i g_i + \sum_{i=1}^{d} S_i \gamma_i + \sum_{i=1}^{m} L_i E_i^d + E_{\text{elec}} + E_{\text{elast}} + E_{\text{mag}}
\]

where \( g_i \) is the bulk chemical free energy density of \( i \)th phase with volume \( V_i \), \( \gamma_i \) is the specific
interfacial energy of \( i \)th interface (grain boundary, surface or interphase boundary) with interfacial
area \( S_i \), \( E_i^d \) is the dislocation core energy per unit length of \( i \)th dislocation with length \( L_i \), and \( E_{\text{elec}}, E_{\text{elast}} \)
and \( E_{\text{mag}} \) are the total electrostatic, elastic and magnetic energies, respectively. The molar Gibbs
free energy (or chemical potential) as a function of temperature and composition for a phase from
CALPHAD-types of databases can be directly converted to the free energy per unit volume.

In a diffuse-interface or phase-field description, the total free energy of an inhomogeneous
microstructure in Eq. -4.17 is replaced by
where \( f_l^0 \) and \( f_l \) is the equilibrium and nonequilibrium local bulk chemical free energy densities that are functions of composition or phase-field variables, \( f_g \) is the gradient energy density and \( f_e \) represents the total energy due to elastic, electrostatic and magnetic long-range interactions.

Microstructure evolution takes place to reduce its total Gibbs free energy. The driving force could be the reduction in the bulk chemical free energy (the first term in Eq. 4-17), leading to the phase changes or transformations or chemical reactions. A phase transformation may lead to a change in the number of phases, e.g. a phase separation or decomposition reaction, or to a simple change of crystal structure for one of the phases to another with lower bulk chemical free energy density. A chemical reaction results in a change in chemical components and thus compositions. Therefore, the Gibbs free energies from thermodynamic databases can be used to determine the relative stability of possible thermodynamic states of a material system, and thus can be used quantify the thermodynamic driving forces for material processes such as phase transformations or chemical reactions under a given set of processing conditions.

The driving force for microstructure evolution can also be the reduction in the total interfacial energy (the second term in Eq. 4-17), leading to microstructure coarsening, i.e. the average spatial scale of domains, particles or grains in a microstructure increases as a function of time. In this case, the thermodynamic data necessary to model microstructure coarsening is the interfacial energy – grain boundary energy or interphase boundary energy or surface energy. Interfacial energy and its anisotropy are not only important in determining the morphologies of a particle, but also the driving force for microstructure coarsening. At finite temperatures, the change in grain boundary energy with temperature and the entropy contribution, mainly the vibrational entropy contribution, has to be included to obtain the interfacial free energy as a function of temperature. One useful approach to estimate interfacial energy is to use Gibbs free energy of a homogeneous system through the following expression,

\[
\text{Eq. 4-19} \quad \sigma = \frac{1}{2} l \Delta f_{\text{max}}
\]

where \( l \) is the interfacial width and \( \Delta f_{\text{max}} \) is the maximum difference between the nonequilibrium free energy as a function of composition and the equilibrium free energy of a two-phase mixture Figure 4. 8.
In a solid microstructure, there can be local stresses generated which arise from strains produced due to thermal expansion coefficient mismatch between different phases in a microstructure or the lattice mismatch between new phases of a phase transformation and the parent phase or the lattice match among the different domains of the new phase. Different regions in a solid microstructure impose mechanical constraint on each other, and thus when the lattice parameters change in any region due to temperature or composition variations or due to a structural phase transformation, local elastic strains and stresses will develop. Microstructure will evolve to relax the total elastic strain energy and thus the total Gibbs free energy. The microstructure will also evolve under an applied stress field. For example, a ferroelastic domain wall, also called a twin wall, can be moved by an applied stress. Under a mechanical load, dislocations may also be generated and moved, i.e. a system may undergo plastic deformation, to release the strain or strain energy in a crystal. To model the strain- or stress-field microstructure evolution, the lattice parameters of individual phases as a function of temperature and composition is an important piece of information. Similar to the temperature dependence of lattice parameter of a material characterized by its thermal expansion coefficient, the composition dependence of lattice parameter is typically described by a composition expansion coefficient, \( e_c = 1/a(\partial a/\partial c) \). A constant or composition-independent \( e_c \) is typically referred to as the Vegard’s law.

Microstructure changes can be driven by the reduction in electrostatic or magnetostatic interaction energies and the corresponding electric and magnetic fields. To incorporate these electric and magnetic contributions, the electric and magnetic properties will be necessary to compute the corresponding thermodynamic contributions, i.e. the electrostatic energy and the magnetic energy.

In summary, in order to predict the microstructure evolution of a materials system, it requires the information on the thermodynamic driving forces (Eq. 4.17) determined from the bulk free energy density for an individual phase, the interfacial (grain boundary, surface and interphase boundary) energies and lattice parameters and elastic constants of individual phases for obtaining the elastic energy density, as well as electrical and magnetic properties if electrostatics and magnetic materials are involved.
4.7. Applications and success stories

Until about the end of the first half of the 20th century, process and materials development had been based mostly on the knowledge of trends, basic concepts and extensive experimental programs. This route, as previously discussed elsewhere in this book, involves some intuition on the outcome of the process. However, several processes and materials defy, to some extent, the “extrapolations” based on intuition. The development of the argon–oxygen decarburisation (AOD) process in the 1970’s [app1][app2] and the development of the Sandvik-owned SAF 2507 duplex stainless steel in 1983 [app3] can be considered milestones in the use of modelling to support material and process development. Since then, computational thermodynamics has been an essential part of the toolbox in the design of stainless and specialty steel [app4][app5][app6][app7][app8]. Considerable progress has been made in process development by coupling thermodynamic models for liquid oxide slags and metal.

So-called “inclusion engineering” – engineered control of non-metallic inclusions in alloys – has emerged as a success story of the application of computational thermodynamics in steel processing by making it possible to design a proper slag for processing a given steel. For example, computational thermodynamics has been used to eliminate aluminates and spinel inclusions, and to minimize the content of alumina inclusions in bearing steels (such as 52100 or 100Cr6)[app9]. This involves simulating processing with slags of varying basicity (CaO/SiO2), alumina and MgO contents, and evaluating the effects on the steel content of Ca, Mg, Al and O, for a given basic composition of Cr, C, Si and Mn. Figure 9 shows the calculated effect of varying the MgO content of a slag of constant basicity on the content of Al, O and Mg present in the steel. After performing equilibrium calculations for a range of compositions, a slag was selected and the actual results were compared with the calculated values. The agreement with respect to Al and O content is shown in Figure 4.10. Similar calculations are now routine for spring steel and tire cord steels [app10][app11]. The counterintuitive result that the basicity should be kept at lower values than usual for ladle metallurgy is an important result.

Similarly, the calculations of the amount of calcium to be added to liquid steel to prevent valve clogging and guarantee inclusion modification are now widely used [app12][app13][app14], eliminating the trial-and-error approach that was used until the end of the last century. Many reviews of various aspects of the application of the technique in steelmaking are available [app15][app16][app17]. Since many variables influence the clogging phenomena, various two-dimensional views are used to visualize the so-called “castability window”, i.e. the range of compositions in which low melting inclusions will be formed. Figure 4.11 is a particularly interesting way of presenting the data, since it strongly resembles the topology of the CaO-Al2O3 pseudo-binary diagram, classically used in the qualitative interpretation of clogging and inclusion modification. Currently, one of the challenges in inclusion modification and clogging prevention is the control of the process effectiveness during actual steelmaking so that corrections and process changes can be immediately performed. It was recently shown that by measuring soluble oxygen (which is an easy and rapid measurement on the shop floor with the use of disposable electrolytic cells), one can check the effectiveness of the process, even for Al killed steels [app18]. Figure 4.12 shows the results of several heats controlled in this way compared to the castability window calculated for the steel in question. The good agreement is evident.
Alloy design has also greatly benefited from the use of computational thermodynamics. This is true also in the case of the development and manufacture of “standard” products. The benefits of using microalloying in various steels have been optimised by computational thermodynamic techniques [app19][app20][app21], including simulations of precipitation in non-equilibrium conditions [app22]. For example, while designing a multi-phase flat steel for automotive applications, Murari, Costa e Silva and Avillez [app23] first simulated the possible effects of the main substitutional elements and of the interstitials carbon and nitrogen on the volume fraction and carbon content in the austenite present during intercritical treatment. To optimize the mechanical properties, the effects of boron additions were then studied.

Figure 4.13 shows the effect of the boron content on the austenite volume fraction at the intercritical temperature treatment of 820°C. The effect is shown as it was obtained by the three methods of computational thermodynamics, dilatometry and metallography of quenched specimens. The agreement of the results obtained by these methods is promising from the point of view of alloy design.

These and other examples of applications of computational thermodynamics can be found in the reports of the Ringberg meetings [app10][app24][app25]. They provide clear proof of the maturity of computational thermodynamics as a part of the ICME toolbox.

![Figure 4.9: Effect of MgO in slag with constant Al2O3 and B=CaO/SiO2 content on Al, O and Mg content in bearing steel in equilibrium with slag. Calculated with Thermo-Calc® and SLAG2 database at 1540°C.](image)
Figure 4.10: Comparison of calculated and measured Al and O content in bearing steel after ladle furnace processing. Calculated with Thermo-Calc® and SLAG2 database.

Figure 4.11: Temperature versus calcium content (mass fraction) diagram for a steel with the composition listed on the right top. The region where liquid inclusions are formed (the so called “castability window”) is clearly visible. The resemblance to the CaO-Al2O3 diagram makes it easier for the user to understand the results. Calculated with Thermo-Calc® and SLAG3 database.
Figure 4.12: Calculated soluble oxygen in steel containing mass fraction of 0.025%Al, 0.01%S, and various values of O (15 mg/kg, 20 mg/kg and 30 mg/kg, left to right) as a function of Ca content at 1540°C, compared with experimental measurements. Non-metallic phases present indicated for each region of composition. Calculated with Thermo-Calc® and SLAG3 database.

Figure 4.13: Comparison of the effect of Boron content on the volume fraction of austenite at intercritical heat treatment temperature of 820°C obtained by three different methods for a commercial multi-phase C, Mn, Si, Al, Nb, Ti, N, B steel. Calculations (TC) performed with Thermo-Calc® and TCFE6 database.
4.8. Software Tools

Table 4.4: Software tools and applications available for thermodynamic modelling

<table>
<thead>
<tr>
<th>Name of code</th>
<th>Website</th>
<th>Type of code</th>
<th>Short description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CaTCalc</td>
<td><a href="https://staff.aist.go.jp/k.shobu/CaTCalc/">https://staff.aist.go.jp/k.shobu/CaTCalc/</a></td>
<td>Commercial</td>
<td>Software that determines chemical thermodynamic equilibrium by the Gibbs Energy minimisation.</td>
</tr>
<tr>
<td>Chemical Equilibrium with</td>
<td><a href="http://www.grc.nasa.gov/WWW/CEAWeb">www.grc.nasa.gov/WWW/CEAWeb</a></td>
<td>Public domain</td>
<td>Calculates chemical equilibrium product concentrations from any set of reactants and determines thermodynamic and</td>
</tr>
<tr>
<td>Applications (CEA)</td>
<td></td>
<td>transport properties for the product mixture.</td>
<td></td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CHETAH</td>
<td><a href="http://www.astm.org/BOOKSTORE/PUBS/DS51F.htm">www.astm.org/BOOKSTORE/PUBS/DS51F.htm</a></td>
<td>Commercial</td>
<td>A resource for predicting both thermochemical properties and certain reactive chemical hazards associated with a pure chemical, a mixture of chemicals or a chemical reaction.</td>
</tr>
<tr>
<td>CP2K</td>
<td><a href="http://www.cp2k.org/">http://www.cp2k.org/</a></td>
<td>Open Source</td>
<td>A program to perform atomististic and molecular simulations of solid state, liquid, molecular and biological systems.</td>
</tr>
<tr>
<td>CULGI</td>
<td><a href="http://www.culgi.com">www.culgi.com</a></td>
<td>Commercial</td>
<td>A general purpose modelling platform including all relevant chemical modelling tools, from molecular representation to continuum level.</td>
</tr>
<tr>
<td>FactSage</td>
<td><a href="http://www.factsage.com">www.factsage.com</a></td>
<td>Commercial</td>
<td>A fully integrated database computing system in chemical thermodynamics.</td>
</tr>
<tr>
<td>FluidProp</td>
<td><a href="http://www.asimptote.nl">www.asimptote.nl</a></td>
<td>Commercial</td>
<td>A package for the calculation of fluid properties implementing advanced thermodynamic and transport models giving accurate and fast predictions.</td>
</tr>
<tr>
<td>Gemini</td>
<td><a href="http://thermodata.online.fr/">http://thermodata.online.fr/</a></td>
<td>Commercial</td>
<td>Software for thermochemical equilibria calculation by minimisation of the total Gibbs energy of the system under either constant pressure or volume conditions.</td>
</tr>
<tr>
<td>GEMS</td>
<td><a href="http://gems.web.psi.ch/">http://gems.web.psi.ch/</a></td>
<td>Free for academia and research</td>
<td>Gibbs energy minimisation software for geochemical modelling.</td>
</tr>
<tr>
<td>gPROMS</td>
<td><a href="http://www.psenterprise.com/gproms.html">http://www.psenterprise.com/gproms.html</a></td>
<td>Commercial</td>
<td>Platform technology for process modelling with a link to thermodynamic libraries.</td>
</tr>
<tr>
<td>HSC CHEMISTRY</td>
<td><a href="http://www.outotec.com/en/Products--services/HSC-Chemistry">www.outotec.com/en/Products--services/HSC-Chemistry</a></td>
<td>Commercial</td>
<td>Software designed for various kinds of chemical reactions and equilibria calculations as well as process simulation.</td>
</tr>
<tr>
<td>JMatPro</td>
<td><a href="http://www.sentesoftware.co.uk">www.sentesoftware.co.uk</a></td>
<td>Commercial</td>
<td>Simulation software which calculates a wide range of materials properties for alloys and is particularly aimed at multi-component alloys used in industrial</td>
</tr>
<tr>
<td>Name</td>
<td>Website</td>
<td>Ownership</td>
<td>Description</td>
</tr>
<tr>
<td>-----------------------</td>
<td>--------------------------------------------------------------</td>
<td>-----------</td>
<td>------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Dynamics Simulator</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MatCalc</td>
<td><a href="http://matcalc.tuwien.ac.at/">http://matcalc.tuwien.ac.at/</a></td>
<td>Commercial</td>
<td>A software project for computer simulation of phase transformations in metallic systems.</td>
</tr>
<tr>
<td>MegaWatSoft</td>
<td><a href="http://www.megawatsoft.com">www.megawatsoft.com</a></td>
<td>Commercial</td>
<td>Calculation of thermodynamic and transport properties of water and steam, carbon dioxide, ammonia and humid air.</td>
</tr>
<tr>
<td>MELTS</td>
<td><a href="http://melts.ofm-research.org/">http://melts.ofm-research.org/</a></td>
<td>A software package designed to model phase (mineral, rock and liquid) relations during melting and crystallization.</td>
<td></td>
</tr>
<tr>
<td>MODELICA</td>
<td><a href="https://www.modelica.org/">https://www.modelica.org/</a></td>
<td>A non-proprietary, object-oriented, equation based language to conveniently model complex physical systems that may link to thermodynamic libraries.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>simulation/mtdata</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multiflash</td>
<td><a href="http://www.kbcat.com/infochem-software/flow-assurance-">http://www.kbcat.com/infochem-software/flow-assurance-</a></td>
<td>Commercial</td>
<td>Multiflash is a comprehensive PVT and physical properties package that allows for modelling and solving the phase behaviour of complex mixtures and pure substances.</td>
</tr>
<tr>
<td></td>
<td>software-multiflash</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OpenCalphad</td>
<td><a href="http://www.opencalphad.com">www.opencalphad.com</a></td>
<td>Open Source</td>
<td>An informal international collaboration of scientists and researchers interested in the development of high quality software and databases for thermodynamic calculations for all kinds of applications.</td>
</tr>
<tr>
<td>Pandat</td>
<td><a href="http://www.computherm.com">www.computherm.com</a></td>
<td>Commercial</td>
<td>An integrated computational tool developed on the basis of the CALPHAD (CALculation of PHAse Diagram) approach for multi-component phase diagram calculation and materials property</td>
</tr>
<tr>
<td>Software</td>
<td>Website/Link</td>
<td>Category</td>
<td>Description</td>
</tr>
<tr>
<td>-------------------</td>
<td>------------------------------------</td>
<td>--------------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Perple_X</td>
<td><a href="http://www.perplex.ethz.ch">www.perplex.ethz.ch</a></td>
<td></td>
<td>A thermodynamic calculation package suitable for rapidly creating phase diagrams of all types.</td>
</tr>
<tr>
<td>Simulis Thermodynamics</td>
<td><a href="http://www.prosim.net">www.prosim.net</a></td>
<td>Commercial</td>
<td>A calculation server for thermophysical properties and phase equilibria calculations on pure components and mixtures.</td>
</tr>
<tr>
<td>THERMOCALC</td>
<td><a href="http://www.metamorph.geo.uni-mainz.de/thermocalc">www.metamorph.geo.uni-mainz.de/thermocalc</a></td>
<td></td>
<td>A thermodynamic calculation program that uses an internally-consistent thermodynamic dataset to undertake thermobarometry and phase diagram calculations for metamorphic rocks.</td>
</tr>
<tr>
<td>Thermo-Calc</td>
<td><a href="http://www.thermocalc.com">www.thermocalc.com</a></td>
<td>Commercial</td>
<td>A powerful software package for the calculation of thermodynamic and phase equilibria. In conjunction with suitable thermodynamic databases, assessed using the CALPHAD approach, Thermo-Calc can be used for a wide variety of applications.</td>
</tr>
<tr>
<td>ThermoDataEngine (TDE)</td>
<td><a href="http://trc.nist.gov/">http://trc.nist.gov/</a></td>
<td>Commercial</td>
<td>Provides critically evaluated thermodynamic and transport property data on demand using an expert system to extract data from the TRC Source data archive.</td>
</tr>
</tbody>
</table>
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