Design of MEMS vision tracking system based on a micro fiducial marker
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A B S T R A C T
Many microelectromechanical systems (MEMS) devices require considerable design effort to embed their own sensors to monitor themselves. In this study, a MEMS-based vision tracking system is developed based on micro fiducial markers. The vision tracking system recognizes the predetermined patterns of the micro-scale fiducial markers and calculates the position and rotation of the MEMS elements. Due to its good accessibility, the presented system can be applied to MEMS devices without significant effort or modification. This tracking system and three micro vision markers are applied to a MEMS nanopositioner as a linear displacement sensor. With three fiducial markers printed on a nanopositioner, the presented system can monitor the linear displacement of the nanopositioner with the error less than 1% of an intended motion and the jitter error less than 1 μm. The presented MEMS vision tracking system also demonstrated its capabilities to track multiple MEMS elements simultaneously in MEMS-based micro-manipulation.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

The small footprint, nanometer level resolution and low cost of microelectromechanical systems (MEMS) extended the capabilities of the traditional motion stages to newer areas, including scanning probe for data storage scanning [1] and micro-manipulation inside a vacuum chamber [2]. Due the small form factor of MEMS elements, the macroscopic sensing techniques are of limited applicability. Therefore, how to sense and control the moving MEMS elements has been an issue. In order to solve this issue, many researchers attempted to develop motion sensing mechanisms which have similar or smaller form factor to combine them with the moving MEMS elements [3–16]. These efforts have led to the development of capacitive sensors, piezoelectric sensors, and optical sensors based on MEMS technologies that are widely used.

Capacitive sensors have been commonly used as linear displacement sensors [3,4], accelerometers [5], and a force sensor [6]. Capacitive sensors convert the gap change between two electrodes into a change in capacitance providing nanometer level resolution and intuitive design. Although popular in MEMS, capacitive sensors are vulnerable to other electrical noise and tend to occupy large area for better accuracy [7]. Therefore, in order to have meaningful results, considerable areas are required to monitor multiple objects or two or more degrees-of-freedom (DOF) motions.

Another popular sensor in MEMS is a piezoresistive sensor. Piezoresistive sensors are based on the resistance change of silicon under a stress [8]. Compared to a geometric change, the piezoresistive property of silicon has a large change in its resistance. The advantages of piezoresistive sensors are its relatively small size than capacitive sensors, high bandwidth, and nanometer level resolution [9]. But, in order to implement this sensor, selective ion implantation or diffusion doping is required, and that may change the whole fabrication process of MEMS elements [10]. Thermal drift or flickering noise from piezoresistive sensors also require additional post-processing to eliminate them [8,10].

Contrary to capacitive and piezoresistive sensors, optical sensors can minimize additional design effort to embed the sensor on MEMS elements, because the monolithic design of MEMS provides reasonable field of view to an optical microscope installed on top of it. In addition to this advantage, optical sensors are immune against any noise related to electric or magnetic fields [11]. Intensity-based optical sensor measures the intensity of the light reflected on the surface of MEMS devices [12]. When MEMS devices move away from the irradiated light, the intensity of the reflected light will decrease. This can be measured quantitatively to extract the displacement information [13]. But, the intensity based sensors are
sensitive to ambient light intensity and vulnerable to its neighboring noise, therefore interferometric algorithms should be added to eliminate optical noise and improve its sensing performance [14–16].

Taking these backgrounds into consideration, it is rare to find MEMS-based sensors to monitor multiple objects at a same time without a lot of design efforts. Thus it is beneficial to develop a position sensor to monitor multiple MEMS elements simultaneously and also provide the similar performance to previous MEMS-based sensors without considerable design modification. Among the various sensing principles, a vision tracking system with micro fiducial markers can monitor multiple objects simultaneously and also provides reasonable performance [11,17]. A fiducial marker is a predetermined pattern mounted in the environment or on a target and is designed to be automatically detected by a vision tracking system based on an accompanying detection algorithm. They have been widely used in Augmented Reality (AR) [18], robot navigation [19], indoor localization [20]. In most cases, a fiducial marker is a 2D planar pattern, thus this can be transferred onto monolithic MEMS structures without significant effort. A charge-coupled device (CCD) camera is attached to an optical microscope to detect micro-scale fiducial markers and to get their images. Once the image of a fiducial marker is obtained, 3D positional information of a MEMS object can be monitored in real time with its own ID number.

In this study, a vision based tracking system is developed to monitor the position of MEMS elements based on micro fiducial markers. This vision tracking system is implemented with Microsoft Visual C++ 10.0 compiler and an open computer vision library OpenCV1 [21,22]. A PointGrey1 Scorpion camera with its FlyCapture1 software is utilized to access images. In order to demonstrate its capabilities, the present vision tracking system monitored the positions of three to five MEMS elements in real time. In addition to this, this vision tracking system is adopted as a linear displacement sensor for a MEMS-based nanopositioner where two micro fiducial markers are placed on the nanopositioner and one fiducial marker is on a fixed ground surrounding the nanopositioner. The relative position information among them can calibrate current optical set-up and also calculate the displacement of the movable part of the MEMS nanopositioner.

2. Design of the micro fiducial marker

The micro fiducial marker is introduced to provide information on translational and rotational information of MEMS elements in real time. It is a square border of white on black or black on white pattern and its interior is divided by a 4 × 4 square grid as shown in Fig. 1 [19]. The whole micro fiducial marker is 6 × 6 units including its border and has 16 cells to deliver its information. Each cell carries one bit of digital data with black or white color, so the information of 216 can be stored in the micro fiducial marker. The cell at the corner A in Fig. 1 has the same color as its exterior border and the three cells at corner B, C, and D have different color from its border. This relationship determines the origin of the micro fiducial marker. In this case, we set up a rule that the origin will be the adjacent corner nearest to the cell at the corner A. The two edges adjacent to the origin will be assigned as an X-axis and a Y-axis and a Z-axis will be determined based on right-handed Cartesian Coordinates as shown in Fig. 1. The following position information will be expressed based on this origin.

Once the origin was determined, the information will be extracted from the interior cells, especially identity information to differentiate one from multiple micro fiducial markers. Twelve cells except the four at the corners are utilized to contain its ID. Based on its position relative to the origin, each cell was designated to its own number as shown in Fig. 1. When a cell has the same color as the wall, it will be counted to calculate its ID. When the total number of n is counted, its ID will be calculated based on Eq. (1).

\[ ID = 2^{a} + 2^{b} + 2^{c} + \ldots + 2^{n} \]  

(1)

where, superscript represents the number shown in Fig. 1 corresponding to the cell included in this calculation. For example, if the blocks with numbers 2 and 4 have the same color with the wall, the ID of this marker will be 2^2 + 2^4 = 20. With this method, a total of 2^11 or 2048 distinct IDs are available. In addition to this, one block close to C, shown in Fig. 1, is reserved for checking parity to avoid any incorrect recognition.

Fig. 2 is the capture of a micro fiducial marker once it is recognized by the vision tracking system. This marker has two blocks of a same color with its wall. In this case, the upper right corner will be designated as an origin and its ID will be 2 according to Fig. 1. Once it is recognized as a fiducial marker, its corresponding coordinate will display on the origin of the fiducial marker, where the green bar represents the X-axis, the red is the Y-axis, and the blue is the Z-axis.

This micro fiducial marker can be implemented by MEMS fabrication methods which can transfer a micro fiducial marker image onto a surface of MEMS elements. In this study, the fiducial markers are located at predetermined locations on the MEMS surfaces.
by depositing a thin metal layer made of chromium of 100 nm thick and gold of 200 nm thick with a lift-off process [23]. Since gold can be clearly detected on the surface of silicon, this metal pattern can be utilized as a fiducial marker. This can be replaced by any etching process if the process can change the surface color partially to transfer a fiducial marker image.

3. Design of the vision tracking system

The vision tracking system is designed to process and analyze captured image to extract meaningful information. The image processing procedure is described in Fig. 3, where the process consists of pre-processing, extracting fiducial markers, verifying fiducial markers, and calculating position information. A series of the recognition process for fiducial markers was implemented in a C++ programming environment (Visual Studio 10) based on the image processing libraries (OpenCV1). The communication with a CCD camera is implemented with application programming interface (API) provided by PointGrey1 camera.

![Image Processing Flowchart](Fig_3.png)

**Fig. 3.** Image processing procedure.

3.1. Pre-process of a captured image

The pre-processing filters out useless portions of image data and selects only the useful portions in a captured raw image for fast processing and better detection. For this, a captured image is converted into a grey one to reduce its total image size for quick processing with cvCvtColor function in OpenCV. Then, the converted grey image is filtered out again to eliminate noises with cvSmooth function in OpenCV. This image is then converted into a binary image with cvAdaptiveThreshold function in OpenCV. The adaptive threshold method converts a law image into a binary one by determining a threshold value based on its neighboring pixels. After this process, the candidates for micro fiducial markers become clearer, which is shown in Fig. 4(a) and Fig. 4(b). The fiducial markers made of gold are brighter than silicon itself, so the binary image has white fiducial markers and black background. Here, both gold and silicon are shiny, so the starting threshold value for a binary conversion was determined after multiple manual tests Fig. 5.

Most MEMS elements are very clean and well protected from dust and also hard to have any metal structures similar to the micro fiducial markers. Therefore a converted binary image tends to be clearer than normal environment and detected well by the presented vision tracking system without serious problems.

3.2. Search candidates for micro fiducial markers

After the pre-processing, the converted image is ready to find fiducial markers. The vision tracking system start looking for contours as candidates with the cvFindContours function in OpenCV. Once contours are found from the converted binary image, they will be simplified to a piece of lines if some points in a contour are on a same line. After all candidates are found and simplified, a contour having more than four points is selected as candidates from the fact that a fiducial marker is in a rectangular shape. If a selected contour

![Pre-processing Images](Fig_4.png)

**Fig. 4.** Pre-processing of a captured image: (a) an original raw image with recognized fiducial markers, (b) a converted binary image of (a).

![Extraction of ID Information](Fig_5.png)

**Fig. 5.** Extraction of ID information: (a) a raw micro fiducial markers, (b) a recognized 6 × 6 grid information based on (a).
has a possibility to be a rectangle, its area will be compared with an imaginary rectangle fitting well with that contour. If this difference is acceptable or small enough and the middle point among four points of the imaginary rectangle is in the middle of the contour, this contour will be regarded as a fiducial marker candidate and be handed over the following process to extract its ID and 3D position information.

3.3. Extract ID information and position information from the candidates

The contour set selected in a previous section will be inspected to extract its ID number and position information. First, the four corners of a candidate will be recalculated to get more accurate results with cvFindCornerSubPix function in OpenCV. The image of the candidate then will be copied and mapped onto a square, which is divided by 6 × 6 grids. In order to have accurate results, each grid has 2 × 2 pixels for its data. This means the fiducial marker should be larger than 12 × 12 pixels from captured images. After this mapping process, an average pixel value of all grids is calculated and a maximum value will be set as 1 and a minimum value will be set as 0. All the remaining values will be normalized between these maximum and minimum values. If the normalized value of a grid is higher than an average value, that grid will be given a value of 0. If not, it will be given a value of 1. This value comes from the fact that golden patterns are brighter than silicon in MEMS. After the values for the entire grids are determined, these 6 × 6 grids are used to calculate its ID information based on Eq. (1) and Fig. 1. With this, a micro fiducial marker will be verified again by checking its parity which will keep the total number of 1 in the 6 × 6 grids even.

After a series of detection and verification, the 3-dimensional position information can be extracted by transforming the four corners of a micro fiducial marker in 3D space onto those on 2D captured image. For this, it is necessary to get the intrinsic matrix and distortion coefficients of a camera with the cvFindExtrinsicCameraParams2 function in OpenCV. This matrix and the coefficients are obtained through the calibration process of a camera used to capture fiducial markers.

3.4. Calibration of a camera

In order to calculate accurate 3D position information, it is necessary to calibrate the camera attached to an optical microscope precisely. Since most cameras create their own minor distortions to images, it is necessary to calibrate a camera first to achieve accuracy. In this study, the camera calibration is done using Zhang’s flexible camera calibration method [24] which is utilized with a checker board pattern. The checker board pattern in this calibration is in micro-scale and fabricated with MEMS fabrication methods. When 24 positions in the checker board are well recognized, imaginary lines are displayed as shown in Fig. 6 and that area is calibrated. This process was repeated several times at different positions to calibrate a full field of view of the camera.

4. Application: a linear displacement sensor for a MEMS-based nanopositioner

4.1. Installation of three micro fiducial markers onto a MEMS-based nanopositioner

In order to demonstrate the usability of the presented vision tracking system, the presented system is installed on a MEMS-based nanopositioner as a linear displacement sensor. For this, a MEMS based 1-degree of freedom (DOF) nanopositioner shown in Fig. 7(a) is utilized, which is composed of a bent-beam type electrothermal actuator, two mechanical levers, two mechanical links, and a moving platform. When the electric current flows into the electrothermal actuator, the beams in the actuator will be expanded due to resistive heating. This expansion is converted into a linear displacement or a force along the central shaft and actuates the moving platform [2,12].

Four groups of fiducial markers are deposited on the surface of the nanopositioner as shown in Fig. 7(a). Each group is composed of three fiducial markers, whose close-up view is in Fig. 7(b), where the fiducial markers A, B, and C are located with their own ID numbers. The fiducial markers B and C are placed on a stationary boundary and the distance between them is 244.29 μm. This value is used as reference to calibrate the dimensions measured by the presented vision tracking system with different magnification ratios. The fiducial marker A is deposited on a movable component or a moving platform of the nanopositioner, so the displacement of the nanopositioner can be calculated by measuring the relative distance between the fiducial markers A and B and calibrating based on the fiducial markers B and C. Here, the three fiducial markers should be in a sight for its calibration and measurement. Since the distance between the fiducial markers B and C is 244.29 μm, the vision-tracking system can measure at least 244 μm with its current fiducial marker positions.

The fabrication of the nanopositioner shown in Fig. 7(a) with the fiducial markers in Fig. 7(b) follows standards Silicon-On-Insulator Multi-User Multi-Process (SOI-MUMPs) [25]. This process is composed of a metallization, with top side etching by Bosch process [26], and bottom side etching by same Bosch process. The first metallization process is to deposit metal pads for the electric connection of the nanopositioner, which is also utilized to transfer the fiducial markers on the surface of the nanopositioner.

4.2. Measurement of the displacement of the nanopositioner by the presented vision-tracking system

The nanopositioner is connected to a direct current (DC) power supply (Agilent1 3322A) generating a triangular or a rectangular waveform outputs with the amplitude of 5 V DC and a frequency of 0.1 Hz. The motions of the nano-positioner are measured by the presented vision-tracking system and their results are plotted in Fig. 8(a) with a triangular input and Fig. 8(b) with a rectangular one, respectively. Fig. 8(a) matches well with the fact that the displacement of the nanopositioner is proportional to the square of driving
Fig. 7. The experimental set-up for the accuracy test: (a) a nanopositioner with four sets of the fiducial markers, (b) a close-up view of the recognized fiducial markers.

Fig. 8. The displacements of a MEMS nano-positioner platform measured by the vision-tracking system; (a) a triangular waveform input, (b) a square waveform input.
4.3. Reliability and stability of the vision-tracking system

The stability of the vision-tracking system is also numerically estimated by monitoring the position of stationary fiducial markers or a jitter test. The same nano-panioner with multiple fiducial markers is utilized for this test and its result is plotted in Fig. 9, where one to four fiducial markers are engaged for this test. With a single fiducial marker, the presented system has a standard deviation of about 1.6–1.8 μm for 115 s. When two fiducial markers are used for this test, the standard deviation decreases to 1–0.9 μm. This standard deviation tends to converge around 0.8 μm with three or more fiducial markers. Based on this observation, the presented vision tracking system can provide a stability error of approximately 1 μm for 115 s with two fiducial markers, because it is not practical to involve more than two fiducial markers on a small MEMS device.

5. Application: monitoring a multiple elements in micro-manipulation

5.1. The micro-manipulation system layout

Another relevant application with the presented vision tracking system is a micro-manipulation, which requires monitoring multiple objects at the same time. The basic elements for the micro-manipulation system are shown in Fig. 10, which shows the micro-gripper (ID 0), the micro-scale object to move (ID 16), and the reference (ID 1). The three components have their own fiducial markers with unique IDs to distinguish them from one another. The presented vision tracking system is used to identify the positions and orientations of the three components by detecting the three fiducial markers. The whole process is a pick-move-and-place operation; the micro-gripper (ID 0) picks a micro-scale object (ID 16), and moves it (ID 16) near the reference (ID 1). These operations are monitored by the presented vision tracking system and the latest position information is sent to manipulation control software for proper operations. With this vision tracking system, the micro-manipulation can be implemented in an automatic method.

The micro-gripper (ID 0) consists of two thermally actuated gripping arms and is designed to pick up a target (ID 16) and release it. The picking up and relocation of the object is performed by a conventional 3 DOF micromanipulator. The location information of the target and the micro-gripper are monitored in real time and repre-
Fig. 11. Experimental set-ups for a micro-manipulation; (a) a full view, (b) a close-up view near the workspace.

Fig. 12. Captured optical images of automated micro-manipulation operations; (a) the micro-gripper gripping a target, (b) the gripped target moving horizontally toward a target position, (c) the target stopped after the horizontal movement, and (d) the target moving down to a new position.

sented based on the position of the reference (ID 1) by the presented vision tracking system.

5.2. Demonstration of micro-manipulation

Based on the design of the micro-gripper and the vision-tracking system, the micro-manipulation system is set-up and shown in Fig. 11(a). The micro-gripper is fixed under the optical microscope and the workspace is installed on the conventional 3D manipulator. The target is placed on the workspace randomly within the field of view of the microscope, as shown in Fig. 11(b).

Some optical images captured during the micro-manipulation test are shown in Fig. 12. This manipulation is planned to pick a target on a workspace and move it to the left side of the reference. At an initial stage, the vision tracking system starts scanning to find all fiducial markers within its field of view. All motions are monitored by the vision-tracking system in real time and the fiducial marker with ID 1 on the workspace is used as a reference. After obtaining the current position of the micro-gripper, the target, and a reference based on the detected ID information, the conventional 3D manipulator moves the workspace in a horizontal direction first and in a vertical direction later. The target is gripped by the two jaws of the micro-gripper as shown in Fig. 12(a). The vision tracking system detects the next position which is the lower left corner and recommends moving the target toward that direction. The movement is composed of horizontal first movement and vertical second movement. Next, the micro-gripper moves horizontally toward its subsequent position by measuring the relative distance between
the target and the reference on the workspace as seen in Fig. 12(b). When the vision tracking system determines that the horizontal distance is within an acceptable range, this horizontal movement stops as shown in Fig. 12(c). After this, the 3D manipulator starts moving vertically toward its future position right next to the reference fiducial marker in Fig. 12(d). This motion is stopped when the micro-gripper reaches its target position. The micro-gripper then will open its jaws to release the target object. With these operations, automated micro-manipulation based MEMS elements was demonstrated based on the presented vision tracking system and three fiducial markers.

6. Conclusion

The vision tracking system for MEMS devices or micro-scale objects was designed and tested to monitor the positions of micro-scale objects in real time. This presented system is composed of fiducial markers and corresponding detection algorithms. The predefined shape, called a fiducial marker, is utilized for fast motion tracking and good performance and implemented in MEMS with a metalization process. The accompanying detection algorithm is implemented based on an open computer vision library, OpenCV and geometric information of predetermined fiducial markers. From multiple experiments, the presented vision tracking system can recognize fiducial markers with an accuracy error less than 1%, a stability error less than 1 μm. Also, it is able to detect motions of a distance larger than 200 μm.

The presented vision tracking system is applied to a MEMS-based nanopositioner as a linear displacement sensor. With three fiducial markers, the presented system can calculate the self-calibrated displacement information. Another application to apply for is a micro-manipulation system as a position sensor. With presented system, multiple objects can be monitored in real time, so an automated micro-manipulation system is possible without serious design modification.

This vision tracking system has several advantages: (1) it requires no considerable design modification for MEMS devices, (2) it is cable-free and non-contact sensing, and (3) it is strong against any electric or thermal related noise. With these features, the presented system can be applied to various applications including micro-scale Augmented Reality (AR), 3D position measurement in MEMS devices, or multi-DOF sensing in MEMS motion stages.
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