Measurement-induced decoherence and information in double-slit interference
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The double-slit experiment provides a classic example of both interference and the effect of observation in quantum physics. When particles are sent individually through a pair of slits, a wave-like interference pattern develops, but no such interference is found when one observes which “path” the particles take. We present a model of interference, dephasing, and measurement-induced decoherence in a one-dimensional version of the double-slit experiment. Using this model, we demonstrate how the loss of interference in the system is correlated with the information gain by the measuring apparatus/observer. In doing so, we give a modern account of measurement in this paradigmatic example of quantum physics that is accessible to students taking quantum mechanics at the graduate or senior undergraduate levels.

I. INTRODUCTION

There has been continual interest in the double slit experiment for over two centuries, from its original incarnation for light1 to its reincarnation after the advent of quantum mechanics.2,3 More generally, interference in quantum systems continues to be an active area of research, as experimentalists endeavor to coax ever larger objects to interfere,4–6 to see interference in ion-trap and cold atom systems,7,8 and to understand interference in exotic situations such as Bose-Einstein condensates9 or with topological defects.10

The double-slit experiment is the paradigmatic example of quantum mechanical “weirdness.” According to Feynman, it contains “the only mystery [of quantum mechanics]” where the particles—whatever they may be, electrons, photons, etc.—behave “sometimes like a particle and sometimes like a wave.”11 In the conceptually simplest set-up, a stream of particles is incident on a barrier in which two slits have been made to allow passage. On the far side of the barrier is a detection screen, which is ultimately examined to determine the outcome of the experiment. As is well known, the detection screen will reveal an interference pattern if no attempt—by an observer or otherwise, e.g., the environment—was made to determine which path was taken by the particles, even when the particles are sufficiently separated in time that only one is ever in the region containing the barrier and the screen. The interference pattern disappears if a detection apparatus is placed to determine which path is taken by each particle. In other words, acquiring a particle’s “which-path” information prevents it from exhibiting interference. A schematic is shown in Fig. 1.

If however, one is willing to forgo perfect determination of the path, partial interference can be preserved. This relationship has previously been demonstrated in theoretical analyses and proposed experimental realizations of the double-slit experiment for light,12,13 and a general treatment of imperfect two-state discrimination from basic quantum mechanical principles can be found in textbooks.14 In short, when the apparatus/observer acquires information about the system the interference pattern disappears.

FIG. 1. Schematic representation of the one dimensional version of the double slit experiment. In this setup, a coherent superposition of two Gaussian wavepackets of width Δ emerge from the two slits separated by a distance 2L. (a) When no measurement is made and coherence is otherwise preserved, the probability density $P(x)$ shows that as time progresses the two packets begin to interfere, ultimately resulting in a well-defined interference pattern. (b) In the case of a perfect measurement, each particle takes either the left or the right path. In this case $P(x)$ observed at the detection screen will be an incoherent sum of the two spreading Gaussian wavepackets, i.e., no interference will be present.
This deep relationship between interference and information can be understood in the context of decoherence and entanglement, and plays a significant role in understanding the quantum-to-classical transition. While there exist a multitude of papers and books on the more general subjects of quantum information and decoherence, the explicit application of these ideas to specific physical systems at a level suitable for students is lacking. To that end, we examine a model of double-slit interference in the presence of measurement. The model allows the measurement precision to be tuned, and thus to examine the interplay between path information gained and the loss of interference: When one distinguishes between a particle at the left and right slits, then the interference is destroyed; when no information is gained, then interference is manifest. This is done in an example that is approachable by senior undergraduate and first year graduate students, and thus should help make the core concepts of interference, measurement, distinguishability, decoherence, and dephasing more concrete in the classroom.

In order to keep the discussion concise, we assume that the reader is familiar with certain mathematical and conceptual tools not necessarily presented in introductory courses, the foremost of which are density operators, the evaluation of Gaussian integrals, and the partial trace. We also provide only a brief introduction to quantum entropy and mutual information. Students who have not had prior exposure to these concepts may require a brief overview before pursuing a detailed understanding of the model. It is also convenient to work with dimensionless parameters, but we wish to retain the traditional symbols for readability. To that end, we fix a length scale \( \Delta \) (the slit width) and denote physical quantities that carry a dimension with an overbar. The unbarred version is then the natural dimensionless parameter determined by \( \Delta \) and physical constants. Hence we have dimensionless position \( \bar{x} = x/\Delta \), time \( t = \hbar /m\Delta^2 \), momentum \( \bar{p} = p\Delta/h \), and so on. Similarly, we use a dimensionless Hamiltonian, \( \bar{H} = (m\Delta^2/h^2)H \), momentum operator, \( \bar{P} = (\Delta/h)P \), and position operator, \( \bar{X} = \bar{x}/\Delta \).

II. INTERFERENCE WITHOUT MEASUREMENT

We first consider the case where no measurement is attempted. The prototypical version of the double slit experiment is to have particles impinge on a barrier one by one. The barrier has two slits that let particles through, where they then continue to travel until striking the detection screen. The latter will reveal the interference pattern—or lack thereof—that emerges after many repetitions of the experiment. We will consider a simplified version of this scenario where, as indicated in Fig. 1, there is just one spatial dimension and the evolution starts after the single particle exits the double slit.

When the particle—the system \( S \)—exits the slits in a superposition of two Gaussian states, i.e., its state \( |\Psi\rangle_S \) is given by the wavefunction

\[
\langle x|\Psi\rangle_S = \Psi(x) = A \left[ e^{-(x+L)^2/2} + e^{-(x-L)^2/2} \right],
\]

the two Gaussian components will begin to spread. Here, as throughout, \( x \) and \( L \) are dimensionless parameters that correspond to position and slit-spacing \( (2L) \), respectively, and which depend implicitly on the slit-width. The normalization is

\[
A = \sqrt{\frac{1}{2\sqrt{\pi}\left[1 + \exp(-L^2)\right]}}.
\]

Note that time also represents the role of a second spatial dimension—the one in which the source, barrier, and screen are separated. As time moves on, one can imagine the particle moving from the barrier to the detection screen. More formally, one could include the additional spatial dimensions and integrate them out, as they do not play an important role.

Making use of the free-particle Hamiltonian \( H = P^2/2 \), we find the time-evolved state by integrating

\[
\Psi(x,t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-i\bar{p}\cdot\bar{x}/2} e^{i\bar{p}(x-x')} \Psi(x') \, dx' \, dp.
\]

Using the initial wavefunction and evaluating the resulting Gaussian integral, one finds that the time-dependent wavefunction is given by

\[
\Psi(x,t) = \frac{A}{\sqrt{1+it}} \left\{ \exp \left[ \frac{(x+L)^2}{2(1+it)} \right] + \exp \left[ \frac{(x-L)^2}{2(1+it)} \right] \right\}.
\]

The associated probability density is then

\[
P(x,t) = \Gamma^{xt} \left[ \cosh \left( \frac{2xL}{1+t^2} \right) + \cos \left( \frac{2txL}{1+t^2} \right) \right],
\]

where the factor

\[
\Gamma^{xt} = \frac{2A^2}{\sqrt{1+t^2}} \exp \left( \frac{-x^2-L^2}{1+t^2} \right)
\]

has been introduced for readability. The first term in Eq. (5), the one with the hyperbolic cosine, is just a sum of two Gaussian wavepackets, which represent particles coming from the left or right slit, respectively. The second term, the one with the cosine, describes the interference between these two sources. Figure 2 shows the probability density, Eq. (5), for various times—i.e., the separation between the slits and detection screen—for a slit spacing \( 2L \gg 1 \).
FIG. 2. Probability density of a free particle with \( L = 5 \) at different times after passing through two slits. Note that this corresponds to the time of flight from the slit to the detection screen. (a) Initially, the two packets are well separated. (b) As they spread, they will start to interfere. (c) Eventually, a well-defined interference pattern develops, which (d) begins to spread out.

III. THE EFFECT OF MEASUREMENT

We now want to consider how measurement affects the appearance of interference. Specifically, we are interested in how the interference pattern is lost as the amount of information gained increases. In an introductory quantum course, one would discuss, for example, double-slit interference of electrons and measurement via photons. In this case, the observation is performed by measuring scattered light, which, with a suitably short wavelength, distinguishes the position of the electron. As the wavelength is increased, the scattered light no longer is imprinted with the left/right position of the electron. Calculating this scattering process, however, requires a large amount of background material, unsuitable for introductory courses.

Instead, we consider an idealized measurement process that nevertheless admits variable precision ranging continuously from perfect measurement to no measurement at all. Following the idea of a von Neumann chain, this process will make use of an auxiliary quantum system, the apparatus \( \mathcal{A} \). When the apparatus, in an appropriately initialized state \(|0\rangle_{\mathcal{A}}\), interacts with a particle in the state \(|\psi^L\rangle_S\) with wavefunction \(\psi^L(x)\) that is completely localized around the left slit (where we use the less strict condition, \(\psi^L(x) = 0\) for \(x > 0\)), a perfect measurement would bring the composite state \(|\psi^L, 0\rangle_{\mathcal{SA}}\) to \(|\psi^L, L\rangle_{\mathcal{SA}}\). Similarly, when the apparatus interacts with a particle in a state \(|\psi^R\rangle_S\) with a wavefunction \(\psi^R(x)\) that is completely localized around the right slit, a perfect measurement would bring the state \(|\psi^R, 0\rangle_{\mathcal{SA}}\) to \(|\psi^R, R\rangle_{\mathcal{SA}}\). This process transfers information about the particle’s state into \(\mathcal{A}\), encoding the outcome of the left/right-measurement in a subspace of dimension two spanned by the basis states \(|L\rangle_{\mathcal{A}}\) and \(|R\rangle_{\mathcal{A}}\). This left/right information is accessible to observers who can “read” the apparatus state. If one has a limited resolution measurement, or wavefunctions \(\psi^L(x)\) and \(\psi^R(x)\) that have overlap, then this information transfer cannot be perfect.

A. The measurement interaction

In general, after a measuring apparatus \(\mathcal{A}\) interacts with a system \(\mathcal{S}\), observers can infer the state of the system by interacting with (and amplifying information from) the apparatus through the standard measurement process; i.e., by measuring a non-degenerate observable of \(\mathcal{A}\) corresponding to the possible measurement outcomes. Of course, such a subsequent measurement could be treated similarly, requiring yet another measuring apparatus, and so on, leading one ultimately to the von Neumann chain. We are here concerned only with the first step in such a chain, considering only the interaction between \(\mathcal{S}\) and \(\mathcal{A}\). Later on, we briefly discuss the observer as an additional link in the von Neumann chain.

In our case, the relevant (non-degenerate) eigenstates of \(\mathcal{A}\) are \(|L\rangle_{\mathcal{A}}\) and \(|R\rangle_{\mathcal{A}}\). We assume that the apparatus and system interact immediately after the particle passes through the slit, so that the particle wavefunction, Eq. (1), does not have time to evolve on its own before the measurement is made. As usual, the interaction between the apparatus and the system results in a unitary transformation of the joint state. Specifically, in keeping with the above discussion, we require that during the measurement process the joint state, initially \(|\Psi, 0\rangle_{\mathcal{SA}}\), evolves as

\[
|\Psi, 0\rangle_{\mathcal{SA}} \rightarrow |M^L_\Psi, L\rangle_{\mathcal{SA}} + |M^R_\Psi, R\rangle_{\mathcal{SA}} \equiv |\Phi\rangle_{\mathcal{SA}} \tag{7}
\]
Equation (7) can then be extended to a unitary transformation defined on the whole joint Hilbert space. We note that, while Eq. (7) does not uniquely determine this unitary transformation on the whole space, it suffices as a description of the interaction when the apparatus is initialized to \(|0\rangle_A\).

While the composite state evolves unitarily, we are also interested in the states of the system and apparatus separately. In particular, we are interested in whether the system state exhibits interference and how the apparatus state encodes information about the system. For this reason we will examine the density operator \(\rho_{S,A} = \langle \Phi \rangle_{S,A} |\Phi\rangle\) and the reduced states of the system and apparatus. Taking the partial trace gives

\[
\rho_S = \text{tr}_A \rho_{S,A} = \langle L | \rho_{S,A} | L \rangle_A + \langle R | \rho_{S,A} | R \rangle_A,
\]

which is a mixture of the states corresponding to distinct detection outcomes. Note that the degree of overlap between the states \(\langle \Psi^L \rangle\) and \(\langle \Psi^R \rangle\) depends on the measurement precision; they are orthogonal when the measurement perfectly distinguishes left from right (\(\sigma = 0\)) but identical in the opposite limit of \(\sigma \to \infty\) (in which case \(M_L^L = M_R^R = 1/\sqrt{2}\) and no actual measurement is made). Hence, except in this latter case, the system transitions from a coherent superposition or pure state (i.e., one representable by a ket) to a mixed state (one which cannot be represented by a ket); it has been *decohered*, to an extent that depends on the measurement precision, through its interaction with the apparatus.

The partial trace over the system can be evaluated in the position basis with the help of Eq. (8), leading to the apparatus state

\[
\rho_A = \left( \int |m_{L^2}^L|^2 \langle \Psi |^2 d \chi \int m_L^R m_R^L |\Psi|^2 d \chi \int |m_{R^2}^R|^2 |\Psi|^2 d \chi \right),
\]

when represented in the \(\{|L\rangle_A, |R\rangle_A\}\) subspace.

Further evaluation requires a definite choice of \(m_{L/R}^L(x)\). While there are many possibilities, a physically meaningful choice can be made by considering first a continuous position measurement, out of which we can build a coarse-grained, binary measurement. To that end, consider the position-indexed, commuting set of operators \(F_\sigma(x')\), defined by

\[
F_\sigma(x') |x\rangle = \frac{1}{\sigma \sqrt{2\pi}} \exp \left( -\frac{(x - x')^2}{2\sigma^2} \right) |x\rangle,
\]

which represent a smooth analog of the projection operator \(|x\rangle \langle x'|\) (to which \(F_\sigma(x')\) tends as \(\sigma \to 0\)).

By integrating separately over the positive and negative domains of \(F_\sigma\), we arrive at a pair of coarse-grained

---

**FIG. 3**. The effect of measurement. (a) The initial wavefunction \(\Psi\) with peaks at \(L = \pm 5\) and the conditional states of the post-measurement wavefunction with \(\sigma = 4\), \(\Psi^L = m_L^L \Psi\) (dashed) and \(\Psi^R = m_R^R \Psi\) (solid). (b) The measurement functions squared, \((m_L^L)^2\) (dashed) and \((m_R^R)^2\) (solid), versus position. As \(\sigma\) increases and the measurement becomes less precise, they tend toward a common constant value; in the opposite limit, they become complementary step-functions.

The operators \(M_{L/R}^L\) appearing in Eq. (7) are called “measurement operators” and are written inside the ket in order to make clear the fact that they act only on the system \(S\). As noted, these operators determine the state of the particle after the measurement. Since the left/right measurement distinguishes the position of the particle, it suffices to take \(M_{L/R}^L\) diagonal in the position basis, giving rise to a pair of “measurement functions”

\[
M_L^L |x\rangle = m_L^L(x) |x\rangle, \\
M_R^R |x\rangle = m_R^R(x) |x\rangle.
\]

With this choice, the action of \(M_{L/R}^L\) on the system wavefunction is purely multiplicative, \(|x\rangle M_{L/R}^L \langle \Psi| = m_{L/R}^L(x) \Psi(x)\). Since the apparatus states \(|L\rangle_A\) and \(|R\rangle_A\) are orthogonal, the requirement that Eq. (7) constitutes a unitary transformation will be satisfied whenever

\[
M_L^L M_L^L + M_R^R M_R^R = I,
\]

which, from Eq. (8), is equivalent to

\[
|m_L^L(x)|^2 + |m_R^R(x)|^2 = 1.
\]
operators acting on the position basis as
\[
F^L_\sigma |x\rangle = \int_0^\infty F_\sigma(x') |x\rangle dx' = \left( \frac{1}{\sqrt\pi} \int_{x/\sqrt{2}\sigma^2}^{\infty} e^{-u^2} du \right) |x\rangle,
\]
\[
= \frac{1}{2} \text{Erfc} \left( \frac{x}{\sigma \sqrt{2}} \right) |x\rangle,
\]
where we made use of the complementary error function Erfc. These operators correspond to left and right positions with precision \(\sigma\).

Comparing to Eqs. (9) and (10), we see that taking
\[
m_\sigma(x) = m_\sigma(-x) \equiv m_\sigma(x) = \left[ \frac{1}{2} \text{Erfc} \left( \frac{-x}{\sigma \sqrt{2}} \right) \right]^{1/2}
\]
yields measurement operators satisfying \(M_\sigma^L/R \equiv M_\sigma^L/R = F^L_\sigma/R\). One can check directly that the pair of operators \(F^L_\sigma/R\) satisfy \(F^L_\sigma + F^R_\sigma = I\), so we conclude that Eqs. (16) provides a physically meaningful function that satisfies our criteria. Figure 3 shows how the function \(m_\sigma^2\) changes as one varies \(\sigma\).

Returning to Eq. (12) and inserting Eq. (16), one finds that the diagonal terms evaluate to Gaussian integrals, which can be computed exactly. The off-diagonal terms contain the product \(m_\sigma^L m_\sigma^R\), which does not result in a simple closed-form expression (although it is easily evaluated numerically for specific values of \(\sigma\)). In order to obtain an analytic expression for arbitrary \(\sigma\), some approximation will be necessary. To that end, recall that \(\Psi\) is a superposition of two Gaussians centered at \(L\) and \(-L\), respectively. For \(L \gg 1\), the value of \(m_\sigma\) changes little over the regions in which \(\Psi\) is non-negligible. This can be seen qualitatively by considering the curves in Fig. 3 or analytically by expanding \(m_\sigma\) in a Taylor series about \(x = \pm L\). For example, expanding around \(x = L\), we find
\[
m_\sigma(x) \approx m_\sigma(L) + \frac{e^{-L^2/2\sigma^2}}{\sigma \sqrt{8\pi m_\sigma(L)}} (x - L).
\]

Then for \(\sigma > 0\), \(m_\sigma(L)\) is bounded below by \(1/\sqrt{2}\). Substituting this lower bound for \(m\) and the maximizing the derivative with respect to \(\sigma\) shows that, for fixed \(L\),
\[
\frac{e^{-L^2/2\sigma^2}}{\sigma \sqrt{8\pi m_\sigma(L)}} \leq \frac{1}{2L \sqrt{\pi} e} \leq \frac{1}{5L}.
\]

Hence, the linear coefficient here is certainly smaller than \(0.2/L\) for all \(\sigma\), i.e., over the width of the Gaussian (1 in the dimensionless units employed here). The first-order change to \(m_\sigma(x)\) near \(L\) is at most \(0.2/L\) (this is a worst case estimate, and for \(L = 5\) gives a bound of 0.04). Higher order terms are likewise suppressed. Similarly, the first-order term near \(x = -L\) is bounded by \(0.4/L\). We therefore consider \(m_\sigma(x) e^{-(|x|+L)^2/2} \approx m_\sigma(|L|) e^{-(|x|+L)^2/2}\) and \(m_\sigma(-x) e^{-(x+L)^2/2} \approx m_\sigma(L) e^{-(x+L)^2/2}\); i.e., the functions \(m_\sigma(x)\) are approximated, but not the Gaussian envelopes. This results in the approximations
\[
\Psi^L(x) = <x|\Psi^L> = \sqrt{2} m_\sigma^L(x) \Psi(x)
\]
\[
= A \sqrt{2}[m_\sigma(x) e^{-(x+L)^2/2} + m_\sigma(-x) e^{-(x-L)^2/2}]
\]
\[
\approx B[m_\sigma(L) e^{-(x+L)^2/2} + m_\sigma(-L) e^{-(x-L)^2/2}],
\]
\[
(19)
\]
and
\[
\Psi^R(x) = <x|\Psi^R> = \sqrt{2} m_\sigma^R(x) \Psi(x)
\]
\[
= A \sqrt{2}[m_\sigma(x) e^{-(x+L)^2/2} + m_\sigma(-x) e^{-(x-L)^2/2}]
\]
\[
\approx B[m_\sigma(L) e^{-(x+L)^2/2} + m_\sigma(-L) e^{-(x-L)^2/2}],
\]
\[
(20)
\]
Note that in both \(\Psi^L(x)\) and \(\Psi^R(x)\), each term in the superposition is approximated separately.

A straightforward integration shows that the normalization constant of the approximate states should be
\[
B^{-2} = \sqrt{\pi} \left( 1 + \beta_\sigma e^{-L^2} \right) \approx \sqrt{\pi},
\]
\[
(21)
\]
where the approximation is for \(L \gg 1\) (i.e., \(e^{-L^2} \ll 1\)), and
\[
\beta_\sigma = 2 m_\sigma(-L) m_\sigma(L).
\]
\[
(22)
\]
As we will show, \(\beta_\sigma\), which ultimately depends on both \(\sigma\) and \(L\) through the ratio \(\sigma/L\), is the parameter that relates the measurement precision to the visibility of interference fringes and the information acquired by the measurement apparatus. In some sense, one can think of \(\beta_\sigma\) as the relevant quantification of the overlap between the left and right measurements.

Returning again to Eq. (12), it is clear that the approximation of Eqs. (19) and (20), does not affect the diagonal terms. It does, however, allow us to evaluate the off-diagonal terms as intended, which are now also just Gaussian integrals. Doing so, we find
\[
\rho_A = \frac{1}{2} \left( \begin{array}{cc} 1 & \frac{\beta_\sigma + e^{-L^2}}{1 + \beta_\sigma e^{-L^2}} \\ \frac{\beta_\sigma + e^{-L^2}}{1 + \beta_\sigma e^{-L^2}} & 1 \end{array} \right) \approx \frac{1}{2} \left( \begin{array}{cc} 1 & \beta_\sigma \\ \beta_\sigma & 1 \end{array} \right).
\]
\[
(23)
\]
This has trace 1, as expected, and the eigenvalues are
\[
\lambda_\pm = \frac{1}{2} \left( 1 \pm \frac{\beta_\sigma + e^{-L^2}}{1 + \beta_\sigma e^{-L^2}} \right) \approx \frac{1}{2} (1 \pm \beta_\sigma).
\]
\[
(24)
\]
As in Eq. (21), the approximate expressions are for \(\exp(-L^2) \ll 1\), but we retain a finite \(\sigma/L\) in \(\beta_\sigma\) in order to investigate the full range of measurement precision.
B. Post-measurement evolution

It is well known that the act of measuring exactly which path a particle takes in passing through the slits prevents the appearance of interference effects. Having determined the immediate effect of measurement on the particle’s state, we must now evaluate the subsequent evolution in order to determine how the interference is affected.

After the measurement, the system evolves as a free particle while the apparatus remains unchanged. The joint evolution is

\[
|\Psi, 0\rangle \mapsto \left| \mathbf{M}_{\sigma}^L \Psi, L \right\rangle_{S_A} + \left| \mathbf{M}_{\sigma}^R \Psi, R \right\rangle_{S_A}
\]

\[
\mapsto \frac{1}{\sqrt{2}} \left[ \mathcal{U}_t \left| \Psi^L, L \right\rangle + \frac{1}{\sqrt{2}} \left| \mathcal{U}_t \left| \Psi^R, R \right\rangle \right. \right.
\]

with \( \mathcal{U}_t = e^{-iP^2t/2} \) and \( \left| \Psi^{L/R} \right\rangle \) given in Eq. (11). We thus have a system state comprising an equal mixture of the wavefunctions

\[
\Psi^{L/R}(x, t) = \langle x | \mathcal{U}_t \left| \Psi^{L/R} \right\rangle
\]

\[
= \int e^{-i\sigma^2 x^2} \langle x | p \rangle \int \langle p | y \rangle \left| \Psi^{L/R} \right\rangle dy dp.
\]

Evaluation of the inner integral can be done with approximations (19) and (20) and \( \langle x | p \rangle = e^{ixp/\sqrt{2\pi}} \), which reduces the integrals appearing in Eq. (26) to a sum of Gaussian integrals. These give

\[
\Psi^L(x, t) = \left( \frac{B^2}{1 + i t} \right)^{1/2} \left\{ m_\sigma(-L) \exp \left[ -\frac{(x + L)^2}{2(1 + i t)} \right] 
\right.
\]

\[
\left. + m_\sigma(L) \exp \left[ -\frac{(x - L)^2}{2(1 + i t)} \right] \right\},
\]

and

\[
\Psi^R(x, t) = \left( \frac{B^2}{1 + i t} \right)^{1/2} \left\{ m_\sigma(L) \exp \left[ -\frac{(x + L)^2}{2(1 + i t)} \right] 
\right.
\]

\[
\left. + m_\sigma(-L) \exp \left[ -\frac{(x - L)^2}{2(1 + i t)} \right] \right\}.
\]

Recalling that our particle is in an equal mixture of these two states, the probability density associated with detecting the particle at position \( x \) is given by

\[
P_\sigma(x, t) = \frac{1}{2} \left| \Psi^L(x, t) \right|^2 + \frac{1}{2} \left| \Psi^R(x, t) \right|^2
\]

\[
= \Gamma_{\sigma}^{xt} \left[ \cosh \left( \frac{2txL}{1 + t^2} \right) + \beta_\sigma \cos \left( \frac{2txL}{1 + t^2} \right) \right],
\]

where we have reintroduced and generalized

\[
\Gamma_{\sigma}^{xt} = \exp \left( \frac{-x^2 - t^2}{1 + t^2} \right)
\]

\[
\approx \frac{\exp \left( \frac{-x^2 - t^2}{1 + t^2} \right)}{\sqrt{\pi \pi t^2 (1 + \beta_\sigma e^{-L^2})}}
\]

for readability. As for the unmeasured free particle, the first term in the brackets (the hyperbolic cosine) describes the spread of the two incoherent Gaussian wavepackets with time. The second term (with the cosine) gives rise to the interference pattern and is also the same as in Eq. (5), except for a factor of \( \beta_\sigma \). Hence, we recover the unmeasured case in the limit where the measurement is not at all precise, for \( \sigma \to \infty \left( \beta_\sigma \to 1 \right) \), and the interference is suppressed for smaller values of \( \sigma \).

In the limit of a perfectly precise measurement, \( \sigma \to 0 \left( \beta_\sigma \to 0 \right) \), the interference term vanishes and we find

\[
P_0(x, t) = \Gamma_{0}^{xt} \cosh \left( \frac{2txL}{1 + t^2} \right)
\]

\[
\propto \exp \left[ \frac{-(x + L)^2}{1 + t^2} \right] + \exp \left[ \frac{-(x - L)^2}{1 + t^2} \right],
\]

which describes an incoherent sum of the particle coming either from the left or right slit as shown in Fig. 1b.

FIG. 4. Probability density with \( L = 5 \) at \( t = 30 \) for various values of \( \sigma \). Insets show simulated detection screens. (a) At \( \sigma = 0 \), a perfect measurement has been made; only a single, broad fringe appears. (b) As \( \sigma \) passes \( \sigma^* \approx 3L/10 \), interference begins to appear. Increasing \( \sigma \) further, (c) the difference between constructively and destructively interfering regions is clearly visible, so that (d) by \( \sigma = 3L \) the interference is nearly total.

Figure 4 demonstrates how the distribution varies as \( \sigma \) increases.42 Beyond this qualitative demonstration, a quantitative description is provided by the interferometric visibility, which relates the amplitude of a wave to its average value. At sufficiently late times, when a maximum appears at \( x = 0 \), this visibility may be expressed
a positive-operator valued measure (POVM). In the case of an imperfect measurement) the state of the system is associated with information acquisition about the state of the apparatus immediately after the measurement. This measurement-induced decoher-
ence from the state of the apparatus.

In our case, for example, the particles passing through the slits evolve as free particles after the interaction, while the apparatus state remains unchanged. Hence, we may compute the mutual information from the state of the apparatus immediately after the measurement, without involving the more complicated time-dependent state of the particle.

We have previously already found the eigenvalues of the state $\rho_A$ after measurement has occurred, which are given in Eq. (24). These eigenvalues give the mutual information

$$I(S : A) = 2H(\rho_A) = 2(-\lambda_+ \log_2 \lambda_+ - \lambda_- \log_2 \lambda_-).$$

In the limit of no measurement, $\sigma \to \infty$, the eigenvalues are 1 and 0, so the mutual information is zero: the apparatus stores no information about the state of the system. This limit is precisely that in which the standard interference pattern is observed. On the other hand, $\sigma \to 0$ corresponds to the complete absence of interference and the eigenvalues monotonically approach $(1 \pm e^{-L^2})/2 \approx 1/2$, in which case the mutual information approaches $I(S : A) = 2$. The dependence of the mutual information and visibility on the precision $\sigma$ is shown in Fig. 5, demonstrating that as the information gained by the apparatus increases.
quantum interference begins to emerge. The ability to distinguish between the two paths, and interferences are so hard to detect. In a measuring environment, e.g., photons, is why quantum correlations (entanglement) between the apparatus and observer, but also the large surrounding environment, e.g., photons, is why quantum correlations are so hard to detect. Indeed, the apparatus fails to decohere the system state. Hence, less information is transferred into the apparatus and the interference becomes significant. Visibility is calculated according to the exact expression in Eq. (34) with $L = 5$. The vertical dashed line at $\sigma^* \approx 3L/10$ indicates the approximate precision at which this transition begins to become apparent. Dots indicate values calculated from the exact apparatus state, Eq. (12), for $L = 5$. Triangles correspond to $\sigma$ values considered in Fig. 4.

The apparatus decreases, the visibility of the interference increases.

As is shown in Fig. 5, both $I(S : A)$ and $V$ are initially flat as $\sigma$ increases from 0, as at small $\sigma$ the measurement is extremely precise and the particle at the left and right slits can be effectively distinguished. Beyond a threshold value, $\sigma = \sigma^* \approx 3L/10$, the apparatus rapidly loses the ability to distinguish between the two paths, and interference begins to emerge.

Considering the above discussion, one notes that the quantum mutual information indicates that, in the case of perfect measurement, we get two bits of information, despite the fact that the information in which we are interested appears to be a simple binary statement regarding the particle’s path, or one bit. This is a peculiarity of quantum information, corresponding to the existence of non-classical correlations (entanglement) between the apparatus and the system. If there is a third link in the von Neumann chain—e.g., an observer making measurements on the apparatus—we will find that there is only one bit of information between the system and apparatus or between the system and observer. Indeed, that there are many links in the von Neumann chain, including not just the apparatus and observer, but also the large surrounding environment, e.g., photons, is why quantum correlations are so hard to detect. The presence of many such links is reflected in the redundant acquisition of information by the environment, which is the quantum Darwinian process responsible for the emergence of the classical, objective world. To see this, consider an observer $O$ that perfectly measures the apparatus immediately after the particle has been measured. In other words, if the observer is initially in the state $|0\rangle_O$, the observer and the apparatus evolve according to

$$
|L, 0\rangle_{AO} \rightarrow |L, L\rangle_{AO},
$$

$$
|R, 0\rangle_{AO} \rightarrow |R, R\rangle_{AO}.
$$

Then we should replace Eq. (7) with

$$
|\Psi, 0, 0\rangle_{SO} \rightarrow \frac{1}{2} |\Psi^L, L\rangle_{SO} + \frac{1}{2} |\Psi^R, R\rangle_{SO},
$$

where for a perfect measurement the system states $|\Psi^L\rangle$ and $|\Psi^R\rangle$ would be orthogonal.

If we now compute the partial trace over the apparatus as done in Eq. (11), we find that the joint system-observer state is

$$
\rho_{SO} = \frac{1}{2} |\Psi^L, L\rangle_{SO} \langle \Psi^L, L| + \frac{1}{2} |\Psi^R, R\rangle_{SO} \langle \Psi^R, R|.
$$

A second partial trace over the observer will recover Eq. (11), showing that the entropy of the particle is unaffected by the observer’s measurement of the apparatus. The entropy of the observer, though, is $H(\rho_O) = 1$. In contrast to the previous discussion, the joint state $\rho_{SO}$ is not pure, so its entropy does not vanish. Rather, the orthogonality of $|\Psi^L, L\rangle_{SO}$ and $|\Psi^R, R\rangle_{SO}$ due to the presence of the left/right record in the observer’s state, indicate that this, too, has $H(\rho_{SO}) = 1$. Hence, the mutual information is

$$
I(S : O) = H(\rho_S) + H(\rho_O) - H(\rho_{SO})
$$

indicating that the observer acquires an amount of information equal to what is available about the path of the particle, $H(\rho_S)$. If path information is present, or the measurement precision is $\sigma \rightarrow 0$ yielding $H(\rho_{SO}) \rightarrow 1$, then the observer will acquire 1 bit of information. If not, $H(\rho_{SO}) \approx 0$, the observer will learn nothing about the path of the particle and interference will be observed at the screen. When the observer is present and the global state is Eq. (41), the apparatus will also have mutual information given by Eq. (44), as entanglement with $\mathcal{S}$ is “locked up” in joint correlations between $\mathcal{S}$ and $\mathcal{A}O$.

Finally, we note that in the large $L$ approximation, Eqs. (24) and (34) together allow us to write

$$
I(S : O) = H_{\text{bin}} \left( \frac{1 + V}{2} \right).
$$

This explicitly connects the information gain by the observer with the loss of visibility of the interference fringes through the binary entropy

$$
H_{\text{bin}}(x) = -x \log_2 x - (1 - x) \log_2 (1 - x).
$$
which characterizes the uncertainty regarding the outcome of a classical event that could result in one of two outcomes with probabilities $x$ and $1 - x$, respectively. When the fringes are readily apparent $\mathcal{V} \approx 1$ and the information acquired by the observer (or apparatus) is $I(\mathcal{S} : \mathcal{O}) \approx 0$. On the other extreme, when the fringes are not visible $\mathcal{V} \approx 0$ and the information gain is $I(\mathcal{S} : \mathcal{O}) \approx 1$. Note also that in the intermediate regime one can have quite high visibilities even for $I(\mathcal{S} : \mathcal{O}) \approx 0$, but for $\sigma \approx L/2$ there are still visible interference fringes despite gaining nearly complete information about the system’s path. This was also noted in the case of interference of photons.\textsuperscript{12}

V. CONCLUSION

By considering a specific model of double-slit interference, we have shown how the precision with which one determines the path of particles passing through the slit is directly correlated with the loss of observed interference effects in the subsequent evolution of the particles. In particular, we have shown how the absence of interference can be attributed to an apparatus gaining maximal information gaining maximal information, while a measurement that acquires no information about the system has no effect on the interference (note that the apparatus may be a physical device, an observer, or the environment).

It bears mentioning that while we have focused exclusively on how the act of measurement can cause a loss of interference, this is by no means the only reason interference may not be observed. Another cause for interference loss is dephasing, which occurs when, for example, the relative phase between the two Gaussians in the superposition varies from trial to trial. In this case, the absence of interference is a statistical result arising from the oscillation term acquiring a different phase in each trial, which causes the probability density to be shifted. If the phase is Gaussian distributed with a width $\gamma$ (and mean 0), then the expected probability density for a free particle ($\beta_\sigma = 1$) becomes

$$
\langle P \rangle \approx \Gamma_{xt} \left[ \cosh \left( \frac{2xL}{1 + t^2} \right) + e^{-\frac{1}{2} \gamma^2} \cos \left( \frac{2xLt}{1 + t^2} \right) \right],
$$

when $L \gg 1$ (this calculation is similar to that in Sect. II). Hence, a sharply-peaked distribution of phases will exhibit interference that becomes washed out as the distribution widens. While this “dephasing” process produces a similar experimental outcome (namely, the loss of interference), it is important to note that the physical process is quite different than that of measurement-induced decoherence.\textsuperscript{31} In particular, decoherence removes interference from the wavefunction for every trial, whereas the loss of interference due to dephasing is found only as a result of averaging over many different trials.

The model we have examined serves as a concrete example of the relationship between information and interference in quantum systems. It is approachable by students in the latter portion of introductory courses (such as the second or third course in a year-long sequence), including those at the upper-undergraduate level in many programs. It can serve as a basis for homework problems and projects by considering, for example, small $L$ rather than large $L$ approximations, different amplitudes in the initial superposition, more general measurement schemes, application of numerical and approximation techniques, or a double-well preparation of the initial state (e.g., using two delta function potentials), among other things. It will thus provide a link between the usual conceptual discussion surrounding the double slit experiment and actual calculations, as well as bring a modern account of measurement into the classroom.
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\[ \text{Erfc} \left( \frac{x}{\sqrt{2}} \right) > \frac{2}{\pi} (\sqrt{2 \pi} (x^2 + 1)) e^{-x^2/2} \]
The estimate for $\sigma^*$ is found by observing that small values of $\sigma$ correspond to large values in the argument of Erfc. Hence, the small-$\sigma$ case can be analyzed using an asymptotic expansion, leading to

$$
\beta_\sigma \approx \sqrt{\frac{2\sigma}{L}} \sqrt{\frac{2}{\pi}} \exp\left(-\frac{L^2}{4\sigma^2}\right).
$$

Further expanding this expression as a Taylor series about $\sigma = L/2$ and locating the $x$-intercept then gives

$$
\beta_{\sigma^*} \approx \left(\frac{2}{\pi}\right)^{1/4} e^{-1} \left[1 + \frac{5}{L} \left(\sigma^* - \frac{L}{2}\right)\right] = 0,
$$

so we find

$$
\sigma^* \approx 3L/10,
$$

which is the value stated in the main text.