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Abstract—We present a method to predict the coherence bandwidth, delay spread, and power transfer function of a reverberation chamber. With an S-parameter measurement of an unloaded chamber and a measurement of one loading condition, the characteristics for other loading conditions can be predicted. The method is based on the absorption cross section of the absorbing material that is added to the chamber. We tested this method in two different reverberation chambers and for different types, shapes, and orientations of absorbing material. For all evaluated cases, the differences between the predicted and measured characteristics were below 6.2%.

Index Terms—Absorption cross section, coherence bandwidth, delay spread, over-the-air (OTA) test, power transfer function, reverberation chamber (RC), wireless system.

I. INTRODUCTION

REVERBERATION chambers (RCs) are becoming popular for testing the performance of wireless devices and can be used to simulate different multipath environments [1]–[10]. RCs are very popular measurement environments in the wireless community due to their adaptive nature. By loading the RC with different amounts of RF absorber we can replicate various real-world environments.

The coherence bandwidth (CBW) and the root-mean-square (RMS) delay spread $\tau_{\text{RMS}}$ are important characteristics of the RC and are related to each other by an inverse relationship [2], [3], [6]. The CBW is the bandwidth over which the frequencies are correlated. If a signal has a bandwidth narrower than the CBW, the channel is expected to be frequency flat. If the signal bandwidth is higher than the CBW, the channel is frequency selective and this may cause errors in demodulation of the received signal [2], [3], [5], [9]. By a channel, we mean the medium used to transmit a signal [11]. The CBW of the RC needs to be wider than the signal bandwidth of the device under test (DUT). The time-domain equivalent of a narrow CBW is a long $\tau_{\text{RMS}}$ resulting in intersymbol interference.

The CBW and $\tau_{\text{RMS}}$ of the RC can be changed by adding RF absorbing material to the chamber. Adding RF absorber will lower the $Q$ factor [4], [8], [10], widen the CBW [3], [10], [12], and shorten $\tau_{\text{RMS}}$ [2], [4]. Loading the RC reduces the spatial uniformity and increases the measurement uncertainties [7], [8], [10], [12].

For power-related DUT measurements such as total radiated power and total isotropic sensitivity (TIS), the chamber reference power transfer function $G_{\text{ref}}$ is an important quantity. $G_{\text{ref}}$ is similar to the range path loss of an anechoic chamber [10]. For calculations of the actual sent or received power by the DUT, the path loss in the RC is needed.

In past research work [10], RCs were iteratively loaded with RF absorbers. For every loading case, the CBW was calculated from measured S-parameters. If the CBW was too narrow, a piece of absorber was added and the CBW was measured again. This process was repeated until the desired CBW was reached. These measurements were time consuming. Time can be saved by predicting the CBW for a given amount of RF absorber with known properties and for known properties of the unloaded RC.

Previous research work [13] focused on predicting the CBW from the dimensions of the absorbing surface and from the permittivity of the absorbing material. From the absorption cross section (ACS) of the absorbers, the change in CBW versus the number of absorbers was estimated. Amador et al. [14] used the ACS of one object to deduce the effect of $N$ absorbing objects on the $Q$ factor and time response of the RC. For this prediction, a three-dimensional model of the absorber was needed.

This paper will focus on the prediction of the CBW, $\tau_{\text{RMS}}$, and $G_{\text{ref}}$ without knowing the electrical parameters of the RF absorber in advance. We have developed a method to predict these metrics of the RC setup with a measurement of the unloaded chamber and a measurement of a single loading case. We will consider different types of absorbing material and different setups to evaluate the method.

The systematic overview of the paper is as follows: Section II describes theoretical background needed for the prediction of RC characteristics. We use ACS as a metric to predict the chamber characteristic, so we relate ACS to CBW, $\tau_{\text{RMS}}$, and $G_{\text{ref}}$ in this section. In Section III, we describe the setups...
we measured and procedures we used to acquire data needed to show the prediction method. Section IV is divided in three parts. The first part shows the influence of the vector network analyzer (VNA) setup on the resulting chamber characteristics. The second part gives the results of the chamber characteristics predicted from multiple loading measurements. The last part uses the results of the second part to predict chamber characteristics from a single loading measurement. We draw conclusion in Section V.

II. THEORY

The ACS provides the effective absorbing quality of an absorbing object and is an important metric of lossy objects. The ACS of different objects was studied in [15] and [16]. The ACS in m² of an absorbing object can be determined from its contribution to the Q factor of the RC, as discussed in [17, Sec. 10.4]

\[
\langle \text{ACS} \rangle_{N,M,f} = \frac{2\pi V}{\lambda} Q_{\text{abs}}^{-1} \left( \text{m}^2 \right).
\]  

(1)

In (1), \( V \) is the volume of the RC in m³, \( \lambda \) is the free space wavelength in m, and \( Q_{\text{abs}} \) is the Q factor contribution of the absorbing object. The chevrons denote the average over the paddle stirring positions \( N \), antenna stirring positions \( M \), and frequency points \( f \). The inverse Q factor of the loaded RC can be written as the Q factor of the unloaded RC added in inverse with the Q factor contribution of the absorbing object

\[
\bar{Q}_{U}^{-1} = \bar{Q}_{L}^{-1} + \bar{Q}_{\text{abs}}^{-1}.
\]  

(2)

By combining (1) and (2), we can write the ACS as a function of the Q factor of the loaded and unloaded RC

\[
\langle \text{ACS} \rangle_{N,M,f} = \frac{2\pi V}{\lambda} \left( \bar{Q}_{L}^{-1} - \bar{Q}_{U}^{-1} \right) \left( \text{m}^2 \right).
\]  

(3)

We can relate \( \tau_{\text{rms}} \) to \( Q \) by [4], [6], [17]

\[
Q_L = \omega \langle \tau_{\text{rms}}^L \rangle_{N,M,f} \quad \text{and} \quad Q_U = \omega \langle \tau_{\text{rms}}^U \rangle_{N,M,f},
\]  

(4)

where \( \langle \tau_{\text{rms}}^L \rangle_{N,M,f} \) and \( \langle \tau_{\text{rms}}^U \rangle_{N,M,f} \) are the chamber time constants for the loaded and unloaded RC, respectively. We found \( \tau_{\text{rms}} \) from the square root of the second-central moment of the power delay profile (PDP), described in [4]; Values of the PDP reaching the noise floor were removed. We also calculated \( \tau_{\text{rms}} \) using different methods. \( \tau_{\text{rms}} \) determined by removing early time response and from an exponential fit to the PDP gave similar results. By combining (3) and (4) and using \( \omega = 2\pi c/\lambda \), we can write the ACS as a function of the time constant of the loaded and unloaded RC

\[
\langle \text{ACS} \rangle_{N,M,f} = \frac{V}{c} \left( \frac{1}{\langle \tau_{\text{rms}}^L \rangle_{N,M,f}} - \frac{1}{\langle \tau_{\text{rms}}^U \rangle_{N,M,f}} \right) \left( \text{m}^2 \right).
\]  

(5)

where \( c \) is the speed of light in free space in m/s. If we change the order of the variables in (5), we can calculate \( \tau_{\text{rms}}^L \) as an inverse function of ACS and \( \tau_{\text{rms}}^U \)

\[
\langle \tau_{\text{rms}}^L \rangle_{N,M,f} = \left( \frac{\langle \text{ACS} \rangle_{N,M,f} c}{V} + \frac{1}{\langle \tau_{\text{rms}}^U \rangle_{N,M,f}} \right)^{-1} \left( \text{s} \right).
\]  

(6)

Using (6), we can predict \( \tau_{\text{rms}}^L \) if we know \( \tau_{\text{rms}}^U \) and the ACS of an absorbing object placed in the RC. \( \tau_{\text{rms}}^U \) can be determined by calculating the PDP from S-parameters, described in [4] and [6].

Equations (1) and (6) were derived for an RC with good spatial uniformity. This paper empirically shows that these relationships hold even for heavily loaded RCs. Now we replace \( \tau_{\text{rms}} \) in (5) with CBW for both the loaded and unloaded chamber, where \( \tau_{\text{rms}} \) can be calculated from CBW following [2], [3], [6]

\[
\tau_{\text{rms}} = \frac{\sqrt{3}}{\text{CBW} \pi} \left( \text{s} \right),
\]  

(7)

which was originally calculated for an ideal RC. The CBW can be determined from S-parameters applying an autocorrelation function [5]

\[
R(\Delta f, n) = \int_0^\infty S_{21}(f, n)S_{21}^*(f + \Delta f, n)\,df.
\]  

(8)

The CBW is defined as the frequency band for which the autocorrelation lies above a certain threshold. A higher threshold results in a flatter channel. The choice of the threshold depends on the receiver to be tested [18]. In this study, we use a threshold of 0.5 because the devices we intend to test have error correction.

By combining (5) and (7), we obtain the ACS as a function of the CBW of the loaded and unloaded RC

\[
\langle \text{ACS} \rangle_{N,M,f} = \frac{V}{\sqrt{8\pi c}} \left( \text{CBW}^L - \text{CBW}^U \right) \left( \text{m}^2 \right).
\]  

(9)

Rearranging (9), we can calculate CBW as a function of the ACS and CBW

\[
\text{CBW}^L = \left( \frac{\langle \text{ACS} \rangle_{N,M,f}}{V} \right) \frac{3}{2c} + \text{CBW}^U \left( \text{Hz} \right).
\]  

(10)

With (10), CBW can be predicted from the ACS of the RF absorber and CBW.

From [19] and [20], it follows that the ACS can also be calculated from the \( G_{\text{ref}} \) of the RC. The Q factor of the unloaded and loaded RC can be written as [17]

\[
Q_U = \frac{16\pi^2 V}{\lambda^3} \left( \frac{P_{U}}{P_{U}} \right)_{N,M,f} \quad \text{and} \quad Q_L = \frac{16\pi^2 V}{\lambda^3} \left( \frac{P_{U}}{P_{U}} \right)_{N,M,f},
\]  

(11)

where \( P_{U} \) is the transmitted power, \( \langle P_{U} \rangle_{N,M,f} \) is the average received power of the unloaded RC, and \( \langle P_{U} \rangle_{N,M,f} \) is the average received power of the loaded RC. Following [17, eq. 10.28], we can combine (3) and (11), giving the ACS as

\[
\langle \text{ACS} \rangle_{N,M,f} = 2\pi \left( \frac{1}{\langle P_{U} \rangle_{N,M,f}} - \frac{1}{\langle P_{U} \rangle_{N,M,f}} \right) \left( \text{m}^2 \right).
\]  

(12)

Characterization of an RC is often carried out with a VNA that measures S-parameters. For perfectly matched antennas, a measurement of the forward transmission coefficient \( S_{21} \) is sufficient. The square of \( S_{21} \) is equal to the ratio of the received power and the transmitted power. However, the antennas are not perfectly matched which causes reflections at the antenna ports.
We can correct the reflections by using the transfer function $G$

$$G = \frac{\langle |S_{21}|^2 \rangle_{N,M,f}}{\left(1 - \langle |S_{11}|^2 \rangle_{N,M,f}\right) \left(1 - \langle |S_{22}|^2 \rangle_{N,M,f}\right)},$$  

(13)

where $S_{11}$ is the reflection coefficient of the transmit antenna and $S_{22}$ is the reflection coefficient of the receive antenna.

Also, the efficiencies of the transmit and receive antennas are not perfect. By correcting (13) with the transmit antenna radiation efficiency $e_t$ and the receive antenna radiation efficiency $e_r$, we get

$$G_{\text{ref}} = \frac{\langle |S_{21}|^2 \rangle_{N,M,f}}{\left(1 - \langle |S_{11}|^2 \rangle_{N,M,f}\right) \left(1 - \langle |S_{22}|^2 \rangle_{N,M,f}\right)} e_t e_r.$$  

(14)

For the DUT measurements, we correct only for the efficiency of the transmit antenna because the receive antenna will be the same in VNA and DUT measurements and $e_r$ will cancel out [10]. Using (12) and (14), we get

$$\langle \text{ACS} \rangle_{N,M,f} = \frac{\lambda^2}{8\pi} \left(\frac{1}{G^\text{L}_{\text{ref}}} - \frac{1}{G^\text{U}_{\text{ref}}}\right) \text{ (m}^2\text{)}.$$  

(15)

By rearranging (15), we can calculate $G^\text{L}_{\text{ref}}$ as an inverse function of the ACS and $G^\text{U}_{\text{ref}}$

$$G^\text{L}_{\text{ref}} = \left(\frac{\langle \text{ACS} \rangle_{N,M,f} \cdot 8\pi}{\lambda^2} + \frac{1}{G^\text{U}_{\text{ref}}}\right)^{-1}.$$  

(16)

In (16), $G^\text{L}_{\text{ref}}$ can be predicted if we know the ACS of the RF absorber and $G^\text{U}_{\text{ref}}$. We can calculate $G^\text{U}_{\text{ref}}$ from $S$-parameters and by knowing the efficiencies of the transmit and receive antennas with (14).

In the following sections, we evaluate the predictive ability of (6), (10), and (16) for a number of RC setups.

III. Measurement Setup

The measurements were made inside two different RCs located at the National Institute of Standards and Technology, Boulder, CO, USA. The dimensions of the large RC are 4.6 m (l) × 3.1 m (w) × 2.8 m (h). The RC contains one mechanical metal mode stirrer tracing out a cylinder with radius 0.5 m and height 2.1 m mounted between the floor and ceiling of the chamber. The dimensions of the small RC are 1.5 m (l) × 1.2 m (w) × 1.5 m (h), and it contains a single mechanical metal mode stirrer tracing out a cylinder with radius 0.3 m and height 1.1 m mounted between the floor and ceiling of the chamber.

For both RCs, a double-ridged horn antenna (DRHA) and a discone antenna were placed inside (see Fig. 1). The DRHA was pointed away from the omnidirectional discone antenna so no large line-of-sight component was created. The DRHA and the discone antenna had operating frequency ranges of 1 GHz–18 GHz and 0.65 GHz–3.5 GHz, respectively. The discone antenna was connected to port 1 of a VNA and served as the transmit antenna. The DRHA was connected to port 2 of the VNA and served as the receive antenna. The antennas were placed at least a half wavelength away from the walls and metal objects and at an enough distance away from absorbing materials to prevent the proximity effect [18]. The positions of the receiver antenna were chosen such that there is no spatial correlation between them. $S$-parameters were measured from 800 MHz to 900 MHz (cell band) and 1850 MHz to 2000 MHz (personal communications service (PCS) band) with a frequency spacing of 50 kHz; hence, 2001 and 3001 points were measured in these frequency bands, respectively. For the small RC, we only measured the PCS band because based on our previous measurements, the lowest usable frequency for this RC is approximately 900 MHz. For all setups, $S$-parameters were collected for 72 stepped positions of the mechanical stirrer with $5^\circ$ spacing, so one complete revolution of the stirrer was measured.

We used four setups with different types, shapes, and placement of absorbers inside the two different RCs. Fig. 2 shows a photograph of Setup A loaded with seven RF absorber blocks. As described in Table I, we used two different sets of layered RF absorber blocks of size 0.61 m × 0.61 m × 0.15 m in two different loading configurations. The overall exposed surface area of a configuration is a reasonable metric to use for predicting ACS and other characteristics [21]. We also used one set of small RF absorbers blocks with size 0.30 m × 0.30 m × 0.15 m and one set of pyramidal absorbers. The size of the base of the pyramidal absorber was 0.60 m × 0.60 m × 0.10 m and contained 3 × 3 pyramids with height 0.49 m and a base of 0.20 m × 0.20 m. The total exposed surface of one pyramidal absorber was 2.0 m$^2$ (the bottom of the absorber is not visible because it lies on the metal floor). Table I summarizes the measurement setups.
Fig. 2. Picture of Setup A. The antenna in the left back of the RC is the receive antenna and in the left front is the transmit antenna. The mechanical stirrer is located in the left back of the chamber and the absorbers are placed in the right back of the chamber.

<table>
<thead>
<tr>
<th>TABLE I</th>
</tr>
</thead>
<tbody>
<tr>
<td>SUMMARY OF MEASUREMENT SETUPS</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RC</th>
<th>Setup A</th>
<th>Setup B</th>
<th>Setup C</th>
<th>Setup D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absorber type</td>
<td>Block set 1</td>
<td>Block set 2</td>
<td>Pyramid</td>
<td>Small block</td>
</tr>
<tr>
<td>Number of absorbers</td>
<td>1 to 7</td>
<td>1 to 5</td>
<td>1 to 4</td>
<td>1 to 5</td>
</tr>
<tr>
<td>Absorber placement</td>
<td>In a stack</td>
<td>On the side</td>
<td>On the floor</td>
<td>In a stack</td>
</tr>
<tr>
<td>Antenna positions</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Antenna orientations per position</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Exposed surface</td>
<td>0.74 m²</td>
<td>1.0 m²</td>
<td>2.0 m²</td>
<td>0.27 m²</td>
</tr>
</tbody>
</table>

Exposed surface area of one absorber placed in the RC. Adding absorber in a stack will not add the same amount of surface area.

<table>
<thead>
<tr>
<th>TABLE II</th>
</tr>
</thead>
<tbody>
<tr>
<td>RELATIONSHIP BETWEEN NUMBER OF POINTS PER MHz AND FREQUENCY SPACING</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Frequency points per MHz</th>
<th>Frequency spacing Δf (kHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>2000</td>
</tr>
<tr>
<td>1</td>
<td>1000</td>
</tr>
<tr>
<td>2</td>
<td>500</td>
</tr>
<tr>
<td>2.5</td>
<td>400</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
</tr>
<tr>
<td>20</td>
<td>50</td>
</tr>
</tbody>
</table>

IV. MEASUREMENT RESULTS

A. VNA Setup for CBW, $\tau_{\mathrm{RMS}}$, and $G_{\text{ref}}$ Measurements

The ACS can be calculated from $\tau_{\mathrm{RMS}}$ with (5), from $G_{\text{ref}}$ with (15), or from CBW with (9). However, we must ensure that these values are computed from a sufficient number of frequency points for a given RC setup in order to obtain a reliable result. We calculated $\tau_{\mathrm{RMS}}$, $G_{\text{ref}}$, and CBW for Setup A using different numbers of frequency points per MHz by decimating the collected data, as shown in Table II.

Fig. 3 shows $\tau_{\mathrm{RMS}}$ and CBW as a function of the number of measured frequency points for the unloaded large RC (Setup A) calculated for the cell and PCS bands.

Fig. 4. Convergence of $\tau_{\mathrm{RMS}}$, $G_{\text{ref}}$, and CBW for the unloaded large RC (Setup A). The graph shows the percent difference between the current point and the next point calculated for the cell and PCS bands.

Fig. 3 shows $\tau_{\mathrm{RMS}}$ and CBW for different numbers of frequency points. Fig. 4 shows the convergence of $\tau_{\mathrm{RMS}}$, CBW, and $G_{\text{ref}}$. By convergence, we mean the percent difference between two consecutive points. We say that a value is converged when the convergence is less than 5% per frequency point. The calculations for these figures were made for the cell and PCS bands. We show measurements made in an unloaded RC, because in an unloaded RC, the convergence is slowest. The CBW converges faster than $\tau_{\mathrm{RMS}}$, to within 5%, at 5 points per MHz for this RC setup. For the calculation of $G_{\text{ref}}$, the number of points needed is not large and $G_{\text{ref}}$ has already converged at 0.5 points per MHz.

We also studied the number of frequency points needed for the calculation of $\tau_{\mathrm{RMS}}$, $G_{\text{ref}}$, and CBW for the small RC (Setup D). Fig. 5 shows the convergence with increasing number of frequency points per MHz for the unloaded small RC for the PCS band. For this RC setup, the CBW again converges faster
than the \( \tau_{\text{RMS}} \) and the \( G_{\text{ref}} \) has again converged at 0.5 points per MHz. The CBW has converged to within 5\% at two frequency points per MHz.

We see that the number of frequency points needed for the calculation of \( \tau_{\text{RMS}} \) and CBW depends on the RC. Also, the CBW is dependent on the RC. For the PCS band, CBW\(^{\text{ref}}\) of the large RC is about 0.5 MHz and CBW\(^{\text{ref}}\) of the small RC is about 1.7 MHz. So, for an RC with a smaller CBW, a smaller frequency spacing is needed than for an RC with a larger CBW. The difference in CBW between the two RCs can be explained by the \( Q \) factor. From (11), the \( Q \) factor is proportional to the volume of the RC, so a larger RC has a larger \( Q \) factor. Equation (4) shows that the \( Q \) factor is proportional to \( \tau_{\text{RMS}} \), and from (7) \( \tau_{\text{RMS}} \) is inversely proportional to CBW. Hence, the large RC has a lower CBW than the small RC.

B. Predicting CBW, \( \tau_{\text{RMS}} \), and \( G_{\text{ref}} \) From Multiple Loading Conditions

In this section, we focus on calculating the ACS with the CBW using (9) and predicting the CBW from (10). The results for \( \tau_{\text{RMS}} \) and \( G_{\text{ref}} \) can be found in Table III. For \( G_{\text{ref}} \) we only use Setup A because for \( G_{\text{ref}} \) measurements, nine antenna positions are needed for results to converge [7].

Fig. 6 shows the ACS as a function of the number of absorbers stacked in the large RC (Setup A) for the PCS band. The squares show the actual exposed surface area of the absorbers. The stars show the ACS calculated from (9). If the absorbers were ideal, the calculated ACS would be equal to the actual exposed surface area divided by four [22], [23]. The plus markers show the ratio of the ACS to the exposed absorber surface area. We define this ratio as a correction factor \( \eta \) that accounts for the limited efficiency of the RF absorber

\[
\eta = \frac{\text{ACS}}{A} = \frac{A}{A} = 0.25
\]

(17)

where \( A \) is the exposed surface area of the absorber. ACS and \( A \) have the same units. The circles show the exposed surface area of the absorbers times the mean of \( \eta \), where \( \eta \) was calculated for each loading case. From Fig. 6, we see that \( \eta \) is approximately constant (the maximum difference in \( \eta \) is 0.66\%). We define \( \bar{\eta} \) as the average of \( \eta \) for all loading conditions. Multiplying \( \bar{\eta} \) with the actual exposed surface area of the absorbers agrees to within 2\% of the calculated ACS. Therefore, we conclude that the ACS is a linear function of the exposed surface area of the absorber.

We can predict the CBW of the RC setup for other loading cases from (10) by knowing CBW\(^{\text{ref}}\), the speed of light, the volume of the RC, and the ACS of the new load. In Fig. 7, the predicted CBW and the CBW obtained from (8) for various loading conditions are compared for the PCS band. Measurements were conducted at multiple transmit antenna locations to account for the reduction in spatial uniformity with loading [10], [12] as shown in Table I. The stars show the measured CBW (calculated from (8)). The squares show the CBW calculated from (10) with the actual exposed surface area of the absorbers and ACS. A discussion of the effects of exposing various amounts of surface area may be found in [24]. There is a significant difference between the measured and calculated CBW when we use the actual exposed surface area as ACS. The circles show the CBW calculated from (10) for the actual exposed surface area of the absorbers multiplied by the \( \bar{\eta} \) from Fig. 6, as ACS.

---

**TABLE III**

\[ \bar{\eta} \text{ and Maximum Difference Between Measured and Predicted CBW, } \tau_{\text{RMS}} \text{, and } G_{\text{ref}} \text{ Predicted From Multiple Loading Conditions} \]

<table>
<thead>
<tr>
<th>Setup</th>
<th>( \bar{\eta}_{\text{CBW}} )</th>
<th>( \Delta_{\text{max}} \text{ CBW (%)} )</th>
<th>( \bar{\eta}_{\text{RMS}} )</th>
<th>( \Delta_{\text{max}} \tau_{\text{RMS}} (%) )</th>
<th>( \bar{\eta}_{\text{ref}} )</th>
<th>( \Delta_{\text{max}} G_{\text{ref}} (\text{dB}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A Cell</td>
<td>0.25</td>
<td>1.9</td>
<td>0.24</td>
<td>2.9</td>
<td>0.25</td>
<td>0.067</td>
</tr>
<tr>
<td>A PCS</td>
<td>0.23</td>
<td>1.2</td>
<td>0.23</td>
<td>3.2</td>
<td>0.25</td>
<td>0.037</td>
</tr>
<tr>
<td>B Cell</td>
<td>0.21</td>
<td>1.9</td>
<td>0.20</td>
<td>2.8</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>B PCS</td>
<td>0.20</td>
<td>3.2</td>
<td>0.20</td>
<td>2.4</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>C Cell</td>
<td>0.15</td>
<td>3.1</td>
<td>0.15</td>
<td>2.3</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>C PCS</td>
<td>0.15</td>
<td>1.7</td>
<td>0.14</td>
<td>2.2</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>D PCS</td>
<td>0.24</td>
<td>3.2</td>
<td>0.23</td>
<td>3.0</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>

---

Fig. 5. Convergence of \( \tau_{\text{RMS}} \), \( G_{\text{ref}} \), and CBW for the unloaded small RC (Setup D). The graph shows the percent difference between the current point and the next point calculated for the PCS band.

Fig. 6. ACS calculated for the PCS band from (9) (stars), exposed absorber surface area (squares), \( \bar{\eta} \) (plusses), and exposed absorber surface area times \( \bar{\eta} \) (0.23) for different loadings of the RC (circles).
In Fig. 7, we see that the predicted and measured CBWs match well, implying that the CBW for a different loading case can be predicted if the ratio between the ACS and the exposed surface area of the new RF absorber is known, i.e., if the average absorber’s efficiency \( \bar{\eta} \) is known. Note that \( \eta \) can be experimentally determined or sometimes be obtained from the manufacturer’s datasheets. It generally depends on used materials, shape, and placement in the RC. In this study we focus on \( \eta \) determined experimentally.

Table III gives the \( \bar{\eta} \) calculated from (17) with \( \langle \text{ACS} \rangle \) from (9) \( \langle \bar{\eta}_{\text{CBW}} \rangle \), \( \langle \text{ACS} \rangle \) from (5) \( \langle \bar{\eta}_{\text{RMS}} \rangle \), and \( \langle \text{ACS} \rangle \) from (15) \( \langle \bar{\eta}_{G_{\text{ref}}} \rangle \) for all setups used. This table also includes the maximum difference \( \Delta_{\text{max}} \) between the measured and predicted CBW, \( \tau_{\text{RMS}} \), and \( G_{\text{ref}} \) for all loading conditions with the prediction based on (10) (CBW), (6) \( \tau_{\text{RMS}} \), or (16) \( G_{\text{ref}} \). Some values of \( \bar{\eta} \) round to 0.25, which suggests ideal absorbers. In practice, the absorbers were not ideal, but uncertainties in the absorbers dimensions and RC measurements can cause \( \eta \) to round to 0.25.

In this section, we showed that measured ratio between the ACS and the lossy object’s surface area \( \eta \) is nearly constant. Because \( \eta \) is nearly constant, a determination of \( \bar{\eta} \) from any single loading condition is sufficient. Therefore, we can predict the total ACS by knowing the total surface area of all absorbers used inside the chamber and correction factor \( \eta \) determined from a single loading condition. In the next section, we will illustrate that this idea can save enormous amount of time when setting-up the chamber for various wireless measurements.

C. Predicting CBW, \( \tau_{\text{RMS}} \), and \( G_{\text{ref}} \) From a Single Loading Condition

For over-the-air (OTA) tests of wireless devices, measuring the S-parameters for all loading cases can be very time intensive and the procedure described here can reduce this time. The approach is based on well-known linear relationship between the ACS and surface area [21]. Assuming this linear model, we can predict the ACS by knowing \( \eta \) and the absorbers surface area. We can now study the predictability of our method when \( \eta \) is derived from a single loading case for various setups.

Tables V–VIII show the percent difference between the predicted value of the CBW and the CBW calculated from S-parameters from (8) for Setup A to Setup D, respectively. We predicted the CBW for all loading cases using \( \eta \) calculated from one loading case and using (10). \( \bar{\eta} \) was determined from (17) using (9) to calculate \( \langle \text{ACS} \rangle \). The rows in the tables indicate different loading conditions used to calculate \( \eta \). The columns indicate the predicted loading conditions. For Setup A, the maximum difference between the measured and predicted CBW is below 3.5% for every loading case used for the calculation.

In Table IV, we give the comparison in terms of maximum difference \( \Delta_{\text{max}} \) between predicted and measured metrics (CBW, \( \tau_{\text{RMS}} \), and \( G_{\text{ref}} \)) for different measurement setups, when \( \eta \) is derived from a single loading case. The maximum observed difference between measured and predicted CBW was below 5%. On the other hand, maximum difference between measured and predicted \( \tau_{\text{RMS}} \) was below 6.2%, while predicted \( G_{\text{ref}} \) was in consistency with measured one within 3.2%, which corresponds to an uncertainty of 0.14 dB. This uncertainty is sometimes smaller than the measured uncertainty due to lack of spatial uniformity [10].

---

**Table IV**

<table>
<thead>
<tr>
<th>Setup</th>
<th>( \Delta_{\text{max}} ) CBW (%)</th>
<th>( \Delta_{\text{max}} ) ( \tau_{\text{RMS}} ) (%)</th>
<th>( \Delta_{\text{max}} ) ( G_{\text{ref}} ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A Cell</td>
<td>3.5</td>
<td>5.7</td>
<td>3.2</td>
</tr>
<tr>
<td>A PCS</td>
<td>2.0</td>
<td>5.6</td>
<td>2.5</td>
</tr>
<tr>
<td>B Cell</td>
<td>3.5</td>
<td>5.8</td>
<td>–</td>
</tr>
<tr>
<td>B PCS</td>
<td>5.0</td>
<td>5.2</td>
<td>–</td>
</tr>
<tr>
<td>C Cell</td>
<td>4.8</td>
<td>4.5</td>
<td>–</td>
</tr>
<tr>
<td>C PCS</td>
<td>3.1</td>
<td>3.5</td>
<td>–</td>
</tr>
<tr>
<td>D PCS</td>
<td>5.0</td>
<td>6.2</td>
<td>–</td>
</tr>
</tbody>
</table>

**Table V**

<table>
<thead>
<tr>
<th>Loading condition</th>
<th>Predicted loading condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell 1</td>
<td>Cell 2</td>
</tr>
<tr>
<td>PCS</td>
<td>PCS</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Setup</th>
<th>( \tau_{\text{RMS}} ) (%)</th>
<th>( G_{\text{ref}} ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A Cell</td>
<td>0.22</td>
<td>0.025</td>
</tr>
<tr>
<td>A PCS</td>
<td>0.25</td>
<td>0.025</td>
</tr>
<tr>
<td>B Cell</td>
<td>0.24</td>
<td>0.0013</td>
</tr>
<tr>
<td>B PCS</td>
<td>0.24</td>
<td>0.0026</td>
</tr>
<tr>
<td>C Cell</td>
<td>0.24</td>
<td>0.0013</td>
</tr>
<tr>
<td>C PCS</td>
<td>0.24</td>
<td>0.0026</td>
</tr>
<tr>
<td>D PCS</td>
<td>0.24</td>
<td>0.0013</td>
</tr>
</tbody>
</table>

---

**Table VI**

<table>
<thead>
<tr>
<th>Loading condition</th>
<th>Predicted loading condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell 1</td>
<td>Cell 2</td>
</tr>
<tr>
<td>PCS</td>
<td>PCS</td>
</tr>
</tbody>
</table>

---

**Table VII**

<table>
<thead>
<tr>
<th>Loading condition</th>
<th>Predicted loading condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell 1</td>
<td>Cell 2</td>
</tr>
<tr>
<td>PCS</td>
<td>PCS</td>
</tr>
</tbody>
</table>

---

**Table VIII**

<table>
<thead>
<tr>
<th>Loading condition</th>
<th>Predicted loading condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell 1</td>
<td>Cell 2</td>
</tr>
<tr>
<td>PCS</td>
<td>PCS</td>
</tr>
</tbody>
</table>

---

**Fig. 7.** CBW calculated for the PCS band from (8) (stars), CBW calculated from the exposed absorber surface area as ACS in (10) (squares), and CBW calculated from the exposed absorber surface area times \( \bar{\eta} \) (0.23) from Fig. 6 as ACS in (10) (circles). CBWs are calculated for different loadings of the RC.
To illustrate that the 5% difference in CBW is not significant compared to other factors, such as the choice of the autocorrelation threshold, we calculated the CBW for a single loading condition and setup with two different threshold values. For the calculation of the CBW from the autocorrelation, we used a threshold of 0.5. This threshold is not the only threshold that can be used. Values like 0.7 and \( \frac{1}{e} \) can also be used as a threshold [18]. We calculated the percent difference of the CBW calculated with a threshold of 0.5 and 0.7 for Setup A with seven RF absorbers. The difference between the calculated CBWs with different threshold values is 42.5%. We conclude that the difference between the predicted and measured CBW, \( \tau_{\text{RMS}} \), and \( G_{\text{ref}} \) is not significant, relative to the difference caused by a different threshold.

In Setup B, the absorbers are placed individually on their sides, resulting in a much heavier loading condition than the absorber stack used in Setup A because of the increased exposed surface area \( A \). The difference between the prediction and measurement of the CBW for the cell and PCS bands can be found in Table VI. This table shows that for this setup, the maximum difference between the prediction and measurement of CBW is below 5.0%.

The previous measurements were made with square absorber blocks. We also measured absorbers having a pyramidal shape (Setup C). Table VII shows that the maximum difference between the predicted and measured CBW stays below 4.8%.

To investigate if the CBW prediction also works for other RCs, we measured a stack of absorbers in the small RC (Setup D). The RCs used in these experiments are representative for determining CBW, \( \tau_{\text{RMS}} \), and \( G_{\text{ref}} \). Tanahardja et al. [9], [10], [18] used these RCs before to determine chamber characteristics. The resulting difference between the predicted and measured CBW based on a measurement of the unloaded RC and one loading case is shown in Table VIII for the PCS band. For this RC, the maximum difference between the predicted and measured CBW stays below 5.0%.

V. Conclusion

In this paper, we developed a method to predict the CBW, \( \tau_{\text{RMS}} \), and \( G_{\text{ref}} \) of a loaded RC based on a measurement of an unloaded RC and a measurement of a single loading case whose exposed surface area is known. Note that we restricted our study on RF absorber blocks as loading material. Common DUTs and real RC fixtures can also load the chamber and consequently change CBW, \( \tau_{\text{RMS}} \), and \( G_{\text{ref}} \). However, this is beyond the scope of this study. We relate the ACS of a single loading case to the actual exposed surface area of the RF absorber to predict the ACS of other loading cases. The maximum difference between the predicted and measured CBW, \( \tau_{\text{RMS}} \), and \( G_{\text{ref}} \) stays below 6.2% for different types of absorbing materials, different shapes and placements of the absorber and different RCs.

We also looked at the frequency spacing of the VNA measurements that is needed for the calculation of the CBW, \( \tau_{\text{RMS}} \), and \( G_{\text{ref}} \). For the setups we studied, a smaller frequency spacing is needed for the calculation of \( \tau_{\text{RMS}} \) than for the calculation of CBW. For the calculation of \( G_{\text{ref}} \), the frequency spacing is not strict. We also saw that RCs that provide a narrower CBW when unloaded (e.g., larger chambers) require a smaller frequency spacing than RCs with a wider unloaded CBW.

The method developed here can reduce the test time for OTA testing of cellular devices in RCs. In particular, this refers to tests such as TIS, where it is necessary to load the chamber to widen the CBW. To set up the RC, first measure \( S \)-parameters of an unloaded RC. Measure the RC loaded with RF absorbers with a known amount of exposed surface area after that. Finally,
calculate the amount of absorbers needed to obtain the desired CBW, $\tau_{\text{RMS}}$ or $G_{\text{eff}}$.

Possible future work includes research on the restrictions of this method and on the range of the maximum difference between predicted and measured RC characteristics.
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