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Abstract

The calculation of the critical points for a mixture of fluids is of practical interest as the calculated critical points can be used to more reliably and efficiently construct phase envelopes. The number of stable critical points found can also provide insight into whether the mixture has an open or closed phase envelope.

In this work we have developed a reliable method for determining all the critical points for a mixture that is modeled with Helmholtz-energy-explicit equations of state. This method extends the algorithms developed in the literature for simpler equations of state to these more complex mixture models. These Helmholtz-energy-explicit equations of state could be either multi-fluid models or transformations of simple cubic equations of state to Helmholtz-energy-explicit forms. This algorithm locks onto the first criticality contour (the spinodal) and traces it to high density, thereby locating all relevant critical points. The necessary analytic derivatives of the residual Helmholtz energy, numerically validated values of the derivatives for validation, sample code, and additional figures and information are provided in the supplemental material.

1 Introduction

The study of the calculation of the critical points (and critical lines) of mixtures forms a small subset of the broader field of phase equilibria of pure fluids and mixtures. If to begin we restrict ourselves to pure fluids, several phase equilibria are possible - vapor-liquid equilibria, solid-vapor equilibria, solid-solid-vapor triple points, and the like. Mixtures, on the other hand, involve all the complexities of pure fluid phase equilibria, and add another dimension to the problem - the consideration of the mixture composition. The addition of the mixture composition introduces a number of more complex phase equilibria, including critical lines, critical end points, liquid-liquid equilibria, and equilibria with solid phases [1].

The primary goal of this paper is to bring together the work related to the calculation of critical points of mixtures of fluids, and that of the developments in recent years of the high-accuracy Helmholtz-energy-explicit mixture models. Much of the existing literature on the calculation of mixture critical points focuses on well-behaved equations of state (cubics, cubics + excess Gibbs energy, etc.), which simplified the analysis somewhat. In this case we extend the previous models to more complex mixture models, which introduces some numerical challenges, as will be shown below.

The critical line, formed of the critical points, forms an important part of the global phase diagram constituting the vapor pressure curves of the pure components, multi-phase equilibria curves, azeotropic curves, and so on. Global phase diagrams are briefly described in the following section.
1.1 Critical Points and Curves

The majority of the scientific literature on the calculation of critical points of multi-component mixtures dates back to the 1970s. In fact, the history starts much earlier, with the work of Gibbs in 1876, and his establishment of the critical point conditions for a binary mixture [2]:

\[
\left( \frac{\partial^2 G_m}{\partial x_1^2} \right)_{T,p} = 0 \quad \text{and} \quad \left( \frac{\partial^3 G_m}{\partial x_1^3} \right)_{T,p} = 0,
\]

where \( G_m \) is the molar Gibbs energy, \( T \) is the temperature, \( p \) is the pressure, and \( x_1 \) and \( x_2 \) are the mole fractions of the first and second components, respectively.

Since 1970, a sizable body of literature has built up related to the calculation of critical points and critical lines for mixtures with two or more components. As a result, the literature survey presented here is intended to give the reader a sense of the more important advances in this field.

Beegle et al. [3] provide a general description of the mathematics involved in assessing the stability of a pure fluid or a mixture at a given state through the use of Legendre transformations applied to the internal energy.

Hicks and Young [4] provide a discussion of the calculation of critical points. They also provide a large body of experimental critical point data collected from their work and curation of other critical point data in literature.

Reid and Beegle [5] subsequently expressed the critical conditions in terms of Legendre transforms, which allows for a straightforward application of the mixture model to calculate the critical point. In this formulation, two matrix determinants (arising from Legendre transforms) must be simultaneously equated with zero, and this is the method further described and implemented in the analysis below.

Gubbins and Twu [6] studied some mixtures based on the combination of model inter-molecular interactions, from which they calculate both phase equilibria and critical loci. They are able to demonstrate a wide range of phase equilibrium behaviors through the use of these simple models.

Heidemann and Khalil [7] applied the criticality conditions and gave practical applications of the calculation of critical points through the use of cubic equations of state. Their work remains one of the most-cited contributions in this field.

Michelsen et al. [8] provided a novel algorithm for calculating critical points, as well as a discussion of the shape of the saturation curves in the vicinity of the critical point. Furthermore, extensive discussions of stability of the critical points and tangent plane distance analyses are provided.

Sadus [9] provided a review of literature on critical point evaluation and a description of some more complex critical point behavior, as well as a discussion of critical point transitions.

Kolár [10] applied the Predictive Soave-Redlich-Kwong (PSRK) model to several mixtures and calculated critical values with a method similar to that of Heidemann and Khalil [7]. They provide critical loci for a range of mixtures of technical interest.

Michelsen’s book [11] provides an overview of the state-of-the-art of calculation of critical points, though as usual, the analysis is focused on cubic equations of state.

In the work of Deiters and Kraska [12], methods are presented to express the derivatives along the critical line, which can then be used to trace the critical line in a computationally efficient manner.

1.2 Global phase diagrams

Some of the work described above (e.g., Heidemann and Khalil) emphasized the calculation of the lowest density critical point for a given mixture composition, but there could be additional critical points. Methods that can find all critical points are useful from the standpoint of constructing global phase diagrams.

van Konynenburg and Scott [13] and Scott and van Konynenburg [14] developed much of the fundamental literature on mixture phase type classification. This scheme of classification of mixtures from Type I to Type V describes the critical curves found in phase diagrams. Type I is the simplest case, a continuous critical line between the critical points of the pure fluids in a binary mixture. More complex mixture classifications have been discovered; see for instance the book of Deiters and Kraska [12], and additional works in the field of global phase diagrams [15, 16].

Hicks and Young [17] propose an algorithm for finding the critical points that is similar to the algorithm presented here, both in form and description. Their analysis is focused on cubic equations of state, but here we extend their analysis to multi-fluid models.

Cismondi and Michelsen [18] consider global phase diagrams for mixtures. They investigate a wide range of phase behaviors, and develop an algorithm that can automatically generate the phase diagrams for mixtures from Type I to Type V.

The extension of phase diagrams into three, four, and multi-phase equilibria (including solid phases) has been carried out in the work of Patel [19, 20]. This simulation work involved the calculation of critical points and critical lines, as well as complex multi-phase equilibria, through the use of the homotopy continuation method.
van Pelt [21] applied the Hicks and Young algorithm [17] to systems modeled through the use of the perturbed hard chain model.

Hoteit et al. [22] propose a new and more reliable algorithm for the calculation of critical points (from the Peng-Robinson equation of state) that is based on nested and bounded iterations of Brent’s method. It is compared with the method of Stradi et al. [23] and found to be more than a thousand times faster while they claim similar ability to locate critical points.

1.3 Helmholtz-energy-explicit mixture models

Cubic equations were the most-common formulation used to model the thermodynamic properties of mixtures prior to the advent of multi-fluid Helmholtz-energy-explicit mixture models, and even now are still in wide use. The majority of the literature dealing with the calculation of critical points described above is thus centered around cubic equation of state models, though much of the analysis can be used for multi-fluid Helmholtz-energy-explicit models as well.

Over the last few decades, multi-fluid Helmholtz-energy-explicit mixture models have been developed, the best known example being the GERG-2004 [24] and GERG-2008 [25] equations of state. These models are based on a framework that had been previously developed in parallel efforts by researchers in Germany and the USA [26, 27, 28].

As there is already a large body of scientific literature on the use of these multi-fluid Helmholtz-energy-explicit mixture models, and the models themselves are quite complex, it is incumbent on those who would extend these models to continue to use the same or functionally similar nomenclature. As much as possible, we have endeavored to ensure consistency with the nomenclature used in the existing literature. Furthermore, it is beyond the scope of this work to provide a complete description of the decades of work that has been carried out in this field. We therefore direct the reader to the relevant literature where possible and provide here a high-level discussion of the multi-fluid Helmholtz-energy-explicit mixture models.

The specific Helmholtz energy $a$ is a fundamental thermodynamic potential; other properties of interest can be obtained through derivatives of the Helmholtz energy. The Helmholtz energy $a$ is expressed as the sum of the ideal-gas contribution $a^0$ and the residual contribution $a^r$. In practice the non-dimensionalized Helmholtz energy is used rather than the specific Helmholtz energy, given by

$$a = \frac{a}{RT} = a^0 + a^r.$$  (2)

In the analysis considered here, the ideal-gas contribution $a^0$ is not required, and will not be discussed further.

The non-dimensionalized residual Helmholtz energy $a^r$ can be obtained as a combination of the equations of state of the pure fluids, through the sum of a linear mixing contribution $\alpha_{LM}^r$ and a departure contribution $\alpha_D^r$. Algebraically, this yields

$$a^r(\tau, \delta, x) = \alpha_{LM}^r(\tau, \delta, x) + \alpha_D^r(\tau, \delta, x).$$  (3)

The term $\alpha_{LM}^r$ is a linear mixing contribution and is given by

$$\alpha_{LM}^r(\tau, \delta, x) = \sum_{i=1}^{N} x_i \alpha_{oi}^r(\tau, \delta),$$  (4)

where $\alpha_{oi}^r$ is the residual part of the non-dimensionalized Helmholtz energy of pure component $i$. The contribution $\alpha_{ij}^r$ expresses the departure from ideal corresponding states behavior:

$$\alpha_D^r(\tau, \delta, x) = \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} x_i x_j F_{ij} \alpha_{ij}^r(\tau, \delta),$$  (5)

with $\alpha_{ij}^r(\tau, \delta)$ being the binary specific departure functions and $F_{ij}$ being a binary specific factor.

While the departure term of the multi-fluid model is commonly referred to as an “excess” contribution, there is a strong case in the literature [29] against referring to it as the excess contribution and instead referring to it as the residual contribution. Unfortunately, here we already are using the term “residual” to refer to the non-ideal contribution, and, due to its prevalence in the existing literature, we therefore refer to $\alpha_D^r$ as the departure term.

The independent variables of Eq. 3 are the mole fractions $x$, the reciprocal reduced temperature $\tau$, and the reduced density $\delta$. $\tau$ and $\delta$ are defined according to:

$$\delta = \frac{\rho}{\rho_i(x)}$$  and $$\tau = \frac{T_i(x)}{T}.$$  (6)

$T_i(x)$ and $\rho_i(x)$ are reducing functions for the temperature and density, respectively. These functions solely depend on the composition and not on temperature or density. A more detailed treatment of multi-fluid Helmholtz-energy-explicit mixture models is given, for example, in the publications of GERG 2004 [24] and GERG 2008 [25].
While the multi-fluid Helmholtz-energy-explicit mixture model has great flexibility and offers the promise of high accuracy, equations of state that are also of high-accuracy are only available for a relatively small number of fluids (approximately 125 of the most technically important fluids). Furthermore, the complexity of the multi-parameter equations of state often yield non-physical behavior, as is described in Deiters and Kraska [12], and is demonstrated below. Therefore, it is appealing to use simpler, more well-behaved equations of state to model fluids for which no multi-parameter equation of state exists and/or to replace the entire \( \alpha^r \) contribution from Eq. 3.

The work of Bell and Jäger [30] can be used to transform cubic equations of state explicit in pressure (for instance the popular Peng and Robinson [31, 32] and Soave-Redlich-Kwong [33] equations of state) into a form that is explicit in the residual Helmholtz energy \( \alpha^r \), with all derivatives with respect to \( \tau, \delta, \) and composition given by analytic derivatives. This transformation can take one of two forms:

- A one-fluid transformation: the transformed cubic equation of state replaces entirely the multi-fluid \( \alpha^r \) from Eq. 3. The binary interaction parameters \( k_{ij} \) are taken from tabulated values. The high-accuracy equations of state are not employed.

- One (or more) of the fluids in the multi-fluid model is replaced by a cubic equation of state transformation. The \( k_{ij} \) interaction parameters for the equation of state are not considered, and the binary interaction parameters are those of the multi-fluid model.

This section expresses the criticality conditions in a form that can be readily implemented into libraries based on a Helmholtz-energy-explicit mixture modeling framework, notably, NIST REFPROP [35], CoolProp [36], and TREND [37]. The analysis in this section is based on the analysis presented in the GERG model [24, 25] and its recent extensions to carbon capture and sequestration applications [38, 39].

2 Critical point derivatives

As described by Reid and Beegle[5] and Akasaka[34], the criticality conditions defining the location of the critical point can be expressed through the use of Legendre transforms. The advantage of the Legendre transform is that it allows the user to straightforwardly express the critical conditions as determinants of matrices. There are several equivalent sets of independent variables in the transformation, and as demonstrated by Akasaka[34], the use of the amount of substance (number of moles) of the components (as opposed to other more readily handled independent variables) as independent variables yields a more well-scaled set of matrices. This in turn allows for a more reliable solution method.

In order to evaluate the determinants in Eqs. 7 and 9, the entries in the matrices must be scaled by the total number of moles, which allows for evaluation of the contributions from Helmholtz-energy-explicit models. The equality of the critical determinants \( L_1 \) and \( M_1 \) with zero are not impacted if we multiply a row by a non-zero constant does not impact the equality of the determinant with zero.

2.1 First and second criticality conditions

In the Legendre-transformed form, the first criticality condition that must be fulfilled at the critical point is \( L_1 = 0 \), where \( L_1 \) can be given by

\[
L_1 = \det \mathbf{L} = \begin{vmatrix} L_{11} & \ldots & L_{1N} \\ L_{21} & \ldots & L_{2N} \\ \vdots & \ddots & \vdots \\ L_{N1} & \ldots & L_{NN} \end{vmatrix} = 0 \tag{7}
\]

where the entries in the \( \mathbf{L} \) matrix are given by

\[
L_{ij} = \frac{1}{RT} \left( \frac{\partial^2 A}{\partial n_i \partial n_j} \right)_{T,V} = \left( \frac{\partial \ln f_i}{\partial n_j} \right)_{T,V,n_i} \tag{8}
\]

where \( f_i \) is the fugacity of the \( i \)-th component, as described by Hiedemann and Khalil [7]. Here we use the modified matrix as proposed by Michelsen [11]; that is, we divide the entries in the matrix by the product \( RT \), which is a valid operation because multiplying (or dividing) a row by a non-zero constant does not impact the equality of the determinant with zero.

The second criticality condition \( M_1 = 0 \) can be given by

\[
M_1 = \det \mathbf{M} = \begin{vmatrix} \frac{\partial L_1}{\partial n_1} & \ldots & \frac{\partial L_1}{\partial n_N} \\ \vdots & \ddots & \vdots \\ \frac{\partial (N-1) L_1}{\partial n_1} & \ldots & \frac{\partial (N-1) L_1}{\partial n_N} \end{vmatrix} = 0 \tag{9}
\]

In order to evaluate the determinants in Eqs. 7 and 9, the entries in the matrices must be scaled by the total number of moles, which allows for evaluation of the contributions from Helmholtz-energy-explicit models. The equality of the critical determinants \( L_1 \) and \( M_1 \) with zero are not impacted if we multiply a row by a non-zero constant, in this case powers of the total number of moles \( n \). Thus we can write

\[
L_1^* = \det \mathbf{L}^* = \begin{vmatrix} n L_{11} & \ldots & n L_{1N} \\ n L_{21} & \ldots & n L_{2N} \\ \vdots & \ddots & \vdots \\ n L_{N1} & \ldots & n L_{NN} \end{vmatrix} = 0 \tag{10}
\]
and

\[ M^*_1 = \det M^* = \begin{vmatrix} nL_{11} & \ldots & nL_{1N} \\ nL_{21} & \ldots & nL_{2N} \\ \vdots & \ddots & \vdots \\ nL_{(N-1)1} & \ldots & nL_{(N-1)N} \\ n^2 \frac{\partial L_1}{\partial n_1} & \ldots & n^3 \frac{\partial L_1}{\partial n_N} \end{vmatrix} = 0 \]  

where the entries in \( L^*_1 \) are now given by

\[ nL_{ij} = n \left( \frac{\partial \ln f_i}{\partial n_j} \right)_{T,V,n_i}, \]  

and where the analytic form of Eq. 12 can be directly evaluated from the mixture model and is given in the supplemental material. The \( L^* \) matrix is symmetric because \( \left( \frac{\partial \ln f_i}{\partial n_j} \right)_{T,V} = \left( \frac{\partial \ln f_j}{\partial n_i} \right)_{T,V} \), which allows for efficient calculation of the entries in the matrix by calculating the upper triangular part of the matrix and mirroring the data into the lower part of the matrix.

In order to obtain the derivatives of the determinant of the unscaled matrix \( L \) with respect to \( n_i \) that are required to construct the matrix \( M \), Jacobi’s formula (see for instance Magnus and Neudecker [40] [section 8.3]) for the derivative of the determinant of a matrix is applied. Jacobi’s formula for a matrix \( U \) whose entries are each exclusively a function of the variable \( t \) is given by

\[ \frac{d}{dt} \det U(t) = \text{tr} \left( \text{adj}(U(t)) \frac{dU(t)}{dt} \right). \]  

The function \( \text{tr}() \) is the trace of its argument, and \( \text{adj}() \) is the adjugate matrix (the transpose of the cofactor matrix) of its argument. Thus the partial derivatives in the matrix \( M \) are each of the form like \( \frac{\partial L_1}{\partial n_i} \). Distributing \( n^3 \) into the equation yields

\[ n^3 \left( \frac{\partial L_1}{\partial n_i} \right)_{T,V,n_j} = \text{tr} \left( [n \cdot \text{adj}(L)] \cdot n^2 \frac{\partial L}{\partial n_i} \right). \]  

Unfortunately, the \( L \) matrix cannot be directly constructed, and thus we must re-introduce the powers of the amount of substance (number of moles) into Eq. 14 in order to express the equation in terms of \( L^* \). Distributing \( n^3 \) into the equation yields

\[ n^3 \left( \frac{\partial L_1}{\partial n_i} \right)_{T,V,n_j} = \text{tr} \left( [n \cdot \text{adj}(L^*)] \cdot n^2 \frac{\partial L}{\partial n_i} \right). \]  

which yields

\[ n^3 \left( \frac{\partial L_1}{\partial n_i} \right)_{T,V,n_j} = \text{tr} \left( \text{adj}(L^*) \cdot n^2 \frac{\partial L}{\partial n_i} \right). \]  

because \( n \cdot \text{adj}(L) = \text{adj}(L^*) \) resulting from \( L^* = nL \). In general, \( k \cdot \text{adj}(A) = \text{adj}(k \cdot A) \) where \( k \) is a constant. The derivative term arising from the unscaled matrix \( L \) is given by

\[ n^2 \frac{\partial L}{\partial n_i} = \begin{bmatrix} n^2 L_{11} & \ldots & n^2 L_{1N} \\ n^2 L_{21} & \ldots & n^2 L_{2N} \\ \vdots & \ddots & \vdots \\ n^2 L_{N1} & \ldots & n^2 L_{NN} \end{bmatrix} \]  

and a term of the form \( n^2 L_{ijk} \) is given by

\[ n^2 L_{ijk} = n^2 \left( \frac{\partial L_{ij}}{\partial n_k} \right) = n^2 \left( \frac{\partial \ln f_i}{\partial n_k} \right)_{T,V,n_i}. \]  

The analytic form of Eq. 18 is given in the supplemental material. It can be directly evaluated from the mixture model.

2.2 \( \tau \) and \( \delta \) derivatives of \( L^*_1 \)

For use in later analysis, the derivatives of \( L^* \) with respect to each of \( \tau \) and \( \delta \) are needed. For instance, the first and second partial derivatives of the \( L^* \) matrix with respect to \( \tau \) are given by

\[ \left( \frac{\partial L^*}{\partial \tau} \right)_{\delta,\bar{x}} = \begin{bmatrix} nL_{11\tau} & \ldots & nL_{1N\tau} \\ nL_{21\tau} & \ldots & nL_{2N\tau} \\ \vdots & \ddots & \vdots \\ nL_{N1\tau} & \ldots & nL_{NN\tau} \end{bmatrix} \]  

and

\[ \left( \frac{\partial^2 L^*}{\partial \tau^2} \right)_{\delta,\bar{x}} = \begin{bmatrix} nL_{11\tau \tau} & \ldots & nL_{1N\tau \tau} \\ nL_{21\tau \tau} & \ldots & nL_{2N\tau \tau} \\ \vdots & \ddots & \vdots \\ nL_{N1\tau \tau} & \ldots & nL_{NN\tau \tau} \end{bmatrix} \]  

where an entry in the first \( \tau \) derivative matrix is of the form

\[ nL_{ij\tau} = \frac{\partial}{\partial \tau} \left( n \left( \frac{\partial \ln f_i}{\partial n_j} \right)_{\delta,\bar{x}} \right) \]  

and an entry in the second \( \tau \) derivative matrix is of the form

\[ nL_{ij\tau \tau} = \frac{\partial^2}{\partial \tau^2} \left( n \left( \frac{\partial \ln f_i}{\partial n_j} \right)_{\delta,\bar{x}} \right). \]  

The analytic forms of these derivatives are given in the supplemental material.

Similarly, for the partial derivatives with respect to \( \delta \), entries in the \( \delta \) derivative matrices can be given in the form

\[ nL_{ij\delta} = \frac{\partial}{\partial \delta} \left( n \left( \frac{\partial \ln f_i}{\partial n_j} \right)_{\tau,\bar{x}} \right) \]  

and

\[ nL_{ij\delta \delta} = \frac{\partial^2}{\partial \delta^2} \left( n \left( \frac{\partial \ln f_i}{\partial n_j} \right)_{\tau,\bar{x}} \right), \]  

where, again, the form of these derivatives can be found in the supplemental material.
3 Algorithm for finding critical points

For a given mixture composition, the first and second criticality conditions \( \mathcal{L}_1^* = 0 \) and \( \mathcal{M}_1^* = 0 \) can each be expressed as functions of two state variables. In this case, the most readily understandable set of state variables would be temperature and volume (or density), though the mixture model is based on the use of \( \tau \) and \( \delta \) as independent variables. To limit the amount of additional work required, \( \tau \) and \( \delta \) are selected as the independent variables to be determined, and a post-processing step can be used to obtain the temperature and density.

The goal of the critical point solver is to iterate on \( \tau \) and \( \delta \) to find the pair of values that enforce \( \mathcal{L}_1^* = \mathcal{M}_1^* = 0 \). To that end, a classical Newton-Raphson iteration scheme is employed, leveraging the fact that the Jacobian matrix can be constructed analytically.

The challenge of the application of the Newton-Raphson method is that quite good estimates of the critical point are required, as noted by several authors in the literature [7, 11, 12]. Additionally, the mixture model is based on the use of \( \tau \) and \( \delta \) as independent variables, and \( \tau \) and \( \delta \) are selected as the independent variables to be determined, and a post-processing step can be used to obtain the temperature and density.

In this section, a description of the Newton-Raphson solver is presented (when a reasonably good guess value is already known for the critical point). Additionally, a method is presented that can find all the critical points for a mixture by first finding a point along the \( \mathcal{L}_1^* = 0 \) contour (the spinodal) at a low density and then tracing this contour to very high density, thereby finding all the relevant critical points along the \( \mathcal{L}_1^* = 0 \) contour.

3.1 Critical point solver

The Newton-Raphson system for the two-dimensional solver in \( \tau \) and \( \delta \) for the criticality conditions is given by

\[
J \Delta X = \begin{bmatrix}
\mathcal{L}_1^*(\tau, \delta) \\
\mathcal{M}_1^*(\tau, \delta)
\end{bmatrix}
\]

(25)

where \( X \) is given by \( X = [\tau \quad \delta]^T \) and the step \( \Delta X \) is given by \( \Delta X = [\Delta \tau \quad \Delta \delta]^T \). The Jacobian is given by

\[
J = \begin{bmatrix}
\frac{\partial \mathcal{L}_1^*}{\partial \tau} \\
\frac{\partial \mathcal{L}_1^*}{\partial \delta} \\
\frac{\partial \mathcal{M}_1^*}{\partial \tau} \\
\frac{\partial \mathcal{M}_1^*}{\partial \delta}
\end{bmatrix}
\]

(26)

The Newton-Raphson algorithm operates by solving Eq. 25 for \( \Delta X \), and updating \( X \) with

\[
X_{i+1} = X_i + \Delta X.
\]

(27)

Accurate initial values for \( X_0 \) are required to yield a good starting point for the method.

Jacobi’s formula (see Eq. 13) is again applied in order to evaluate the partial derivative terms in the Jacobian matrix. The derivative terms in Eq. 26 are expanded in terms of the matrices \( L^* \) and \( M^* \) (upon which the determinants are based). Thus the Jacobian can be given by

\[
J = \begin{bmatrix}
\text{tr} \left( \text{adj}(L^*) \frac{\partial L^*}{\partial \tau} \right) & \text{tr} \left( \text{adj}(L^*) \frac{\partial L^*}{\partial \delta} \right) \\
\text{tr} \left( \text{adj}(M^*) \frac{\partial M^*}{\partial \tau} \right) & \text{tr} \left( \text{adj}(M^*) \frac{\partial M^*}{\partial \delta} \right)
\end{bmatrix}.
\]

(28)

The derivatives of entries in the \( L^* \) matrix are given by equations 21 and 23; the analytic forms of these equations can be found in the supplemental material.

For \( M^* \), the first N-1 rows of the \( \frac{\partial M^*}{\partial \tau} \) matrix are exactly the same as those from the \( \frac{\partial L^*}{\partial \tau} \) matrix. The last row in the \( \frac{\partial M^*}{\partial \tau} \) matrix involves terms of the form

\[
\frac{\partial}{\partial \tau} (M_{Ni}^*) = \frac{\partial}{\partial \tau} \left[ \text{tr} \left( \text{adj}(L^*) \cdot \left( n^2 \frac{\partial L}{\partial n_i} \right) \right) \right].
\]

(29)

Trace and derivative operations are commutative, so this derivative can be expressed (after applying the product rule for matrices) as

\[
\frac{\partial}{\partial \tau} (M_{Ni}^*) = \text{tr} \left[ \left( n^2 \frac{\partial L}{\partial n_i} \right) \frac{\partial}{\partial \tau} \left( \text{adj}(L^*) \right) \right].
\]

(30)

The derivative term arising from the \( n^2 \cdot \frac{\partial L}{\partial n_i} \) term is given by

\[
\frac{\partial}{\partial \tau} \left( n^2 \frac{\partial L}{\partial n_i} \right) = \begin{bmatrix}
\frac{n^2}{\tau} L_{111} & \ldots & \frac{n^2}{\tau} L_{1N_11} \\
\frac{n^2}{\tau} L_{211} & \ldots & \frac{n^2}{\tau} L_{2N_11} \\
\vdots & \ddots & \vdots \\
\frac{n^2}{\tau} L_{N_111} & \ldots & \frac{n^2}{\tau} L_{N_1N_11}
\end{bmatrix},
\]

(31)

which involves terms of the form

\[
\frac{n^2}{\tau} L_{ijk}\tau = \frac{\partial}{\partial \tau} \left( n^2 L_{ijk} \right),
\]

(32)

with \( n^2 L_{ijk} \) from Eq. 18. The derivative in Eq. 32 can be found in the supplemental material. A similar set of derivatives is obtained for the partial derivatives taken with respect to \( \delta \), whose forms are also in the supplemental material.

The final derivative term \( \frac{\partial}{\partial \delta} [\text{adj}(L^*)] \) requires further discussion. The adjugate of a matrix \( A \) (with entries that are exclusively a function of \( t \)) is given by the operator \( A^\text{adj} = \text{adj}(A) \), and has elements given by

\[
A^\text{adj}_{ij} = (-1)^{i+j} M_{ji},
\]

(33)
where \( M_{ji} \) is the \( ji \) minor of the matrix \( A \).

The minor \( M_{ji} \) of a matrix \( A \) is obtained by taking the determinant of the sub-matrix \( A'_{ji} \) formed by removing row \( j \) and column \( i \) from \( A \). This can be expressed as

\[
M_{ji} = \det(A'_{ji}).
\] (34)

Thus, in general, the derivative of an entry in the adjugate matrix is given by

\[
\frac{d}{dt} (A^A_{ij}) = \frac{d}{dt} \left[ (-1)^{i+j} \det(A'_{ji}) \right],
\] (35)

which can be expanded through the use of Jacobi’s formula one final time to read

\[
\frac{d}{dt} (A^A_{ij}) = (-1)^{i+j} \text{tr} \left( \text{adj}(A'_{ji}) \frac{dA'_{ji}}{dt} \right).
\] (36)

The reader should be advised that the adjugate of a 1x1 matrix is equal to 1.

### 3.2 Critical point finder

While some authors have proposed methods to robustly find all the critical points [23, 17, 12], a subset of that analysis will be developed here. In practice, the critical points that are of interest are those that correspond to positive pressures, are stable, and lie along the highest-temperature branch of the \( \mathcal{L}^* \) = 0 contour.

As an introduction, we present the criticality contours from a well-behaved mixture model in order to explain some of the more important features. Figure 1 demonstrates the critical contours for an equimolar \( n \)-hexane+\( n \)-heptane mixture as calculated by the multi-fluid model, with the mixture parameters and pure fluid parameters as given in Table 2. A few other curves are also plotted in order to provide context for the critical contours. The phase envelope is shown in order to confirm that the calculated critical point is co-incident with the phase envelope. Furthermore, the “ghost” critical points (numerical artifacts described further in section 6.1) are entirely enclosed within the phase envelope (towards higher \( \tau \), or lower temperature). Critical points must lie along a phase envelope because the phase envelope is the locus of points that satisfies vapor-liquid equilibrium (equality of component fugacities, material balance, etc.).

Figure 1: Criticality contours (solid: \( \mathcal{L}_1^* = 0 \), dashed: \( \mathcal{M}_1^* = 0 \)) of an equimolar \( n \)-hexane+\( n \)-heptane mixture from the multi-fluid model, with the model parameters given by Table 2. The critical point is identified with a marker.

Figure 2: Criticality contours (solid: \( \mathcal{L}_1^* = 0 \), dashed: \( \mathcal{M}_1^* = 0 \)) of an equimolar nitrogen + methane mixture (red: multi-fluid model, black: SRK transformations of pure fluids in multi-fluid model), with the model parameters from Table 2.
As a counter-example of a poorly behaved mixture model, we overlay the criticality contours for an equimolar mixture of nitrogen and methane in Figure 2 as calculated with SRK transformations of the pure fluids in a multi-fluid model, and the multi-fluid model itself. The mixture parameters and pure fluid parameters are as given in Table 2. This mixture demonstrates challenging behavior; when the multi-fluid model is employed, the $L^*_1 = 0$ contour is not smooth, which causes significant challenges for the critical point finding routine. On the other hand, when SRK is used, either as a one-fluid model or in pure-fluid transformations in the multi-fluid model, the critical contours are much more smooth. Figure 2 demonstrates that criticality contour plots serve as a robust check of the physically-reasonable behavior of the pure-fluid equations of state when employed in multi-fluid mixture models.

### 3.2.1 Maximum temperature contour

To begin the critical point finding routine along the maximum temperature $L^*_1 = 0$ contour, the value of $\tau$ corresponding to $L^*_1 = 0$ is found at a low density value. This value of density should be selected such that all critical points (if they exist), are above this density value. In this work, we have found that selecting a density value of $0.5 \cdot \rho_{\text{red}}(x)$ was a good choice for a low-density starting value. A first guess for the temperature value that should be well above the temperature corresponding to the highest temperature $L^*_1 = 0$ contour, where we found that $1.5 \cdot T_{\text{red}}(x)$ was a good choice. In the case that the derivative $\partial(L^*_1)/\partial \tau$ is positive, the starting value of $\tau$ is increased so that the proper solution is found. Figure 1 shows the contour where the derivative $\partial(L^*_1)/\partial \tau$ is zero, and points towards higher values of $\tau$ are valid starting points. In practice, the user must be careful to select a temperature value that is not too high ($\tau$ value that is not too low), otherwise the solver might tend to overshoot and find a non-physical critical point (at the lowest $\tau$ value). A first and second derivatives are required, which can be given by

$$
\left( \frac{\partial^2 L^*_1}{\partial \tau^2} \right) = \text{tr} \left[ \begin{array}{c} \frac{\partial L^*_1}{\partial \tau} \delta_x \\
\frac{\partial^2 L^*_1}{\partial \tau^2} \delta_x 
\end{array} \right] (37)
$$

The next guess for $\tau$ can then be found by the iterative updating step

$$
\tau_{\text{new}} = \tau_{\text{old}} - \frac{2L^*_1 \left( \frac{\partial L^*_1}{\partial \tau} \right) \delta}{2 \left[ \left( \frac{\partial L^*_1}{\partial \tau} \right) \delta \right]^2 - L^*_1 \left( \frac{\partial^2 L^*_1}{\partial \tau^2} \right) \delta} (38)
$$

Eq. 38 is repetitively applied until the value of $|L^*_1|$ is sufficiently close to zero. This therefore defines the first point along the $L^*_1 = 0$ contour.

### 3.2.2 $L^*_1 = 0$ contour tracer

After the initial point along the $L^*_1 = 0$ contour has been found, the solver switches into a new mode where it traces along the $L^*_1 = 0$ contour. Along this contour, if critical points exist, they are points that satisfy $L^*_1 = M^*_1 = 0$. In order to trace along the contour, an angle variable $\theta$ is introduced that yields a vector pointing along the contour (in the direction of increasing density). At the current value of $(\tau_k, \delta_k)$, the newly predicted point in $\tau-\delta$ space is defined by

$$
\tau_{k+1} = \tau_k + R_x \cos(\theta) (39)$$

$$
\delta_{k+1} = \delta_k + R_\delta \sin(\theta) (40)
$$

The value for $\theta$ that yields $L^*_1 = 0$ is iteratively calculated. In the first step, $\theta$ is searched in the domain $(0, \pi)$ through the use of a bounded solver - here Brent’s method. Once the first value for $\theta$ is obtained, the next step begins with the guess value that $\theta$ equals its previous value. The $L^*_1 = 0$ contour is in general smooth (see Fig. 1, or as a counter-example, Fig. 2), therefore the values of $\theta$ also change slowly. After the first step, derivative-based methods can be used to obtain $\theta$. In particular, Newton’s method is used to iteratively update $\theta$; the derivative of $L^*_1$ with respect to the angle $\theta$ is required, which can be given by

$$
\frac{\partial L^*_1}{\partial \theta} = \left( \frac{\partial L^*_1}{\partial \tau} \right) \frac{d \tau}{d \theta} + \left( \frac{\partial L^*_1}{\partial \delta} \right) \frac{d \delta}{d \theta} (41)
$$

As a counter-example of a poorly behaved mixture model, we overlay the criticality contours for an equimolar mixture of nitrogen and methane in Figure 2 as calculated with SRK transformations of the pure fluids in a multi-fluid model, and the multi-fluid model itself. The mixture parameters and pure fluid parameters are as given in Table 2. This mixture demonstrates challenging behavior; when the multi-fluid model is employed, the $L^*_1 = 0$ contour is not smooth, which causes significant challenges for the critical point finding routine. On the other hand, when SRK is used, either as a one-fluid model or in pure-fluid transformations in the multi-fluid model, the critical contours are much more smooth. Figure 2 demonstrates that criticality contour plots serve as a robust check of the physically-reasonable behavior of the pure-fluid equations of state when employed in multi-fluid mixture models.
density is nearly co-incident with the true critical point.

because the guess value for the critical temperature and then efficiently refines the solution for the critical point calculation routine from section 3.1, which

\[ \frac{d\tau}{d\theta} = -R_\tau \sin \theta \]  

(42) and

\[ \frac{d\delta}{d\theta} = R_\delta \cos \theta, \]  

(43) and where \( \theta \) can be updated by repetitive applications of

\[ \theta_{new} = \theta_{old} - \frac{\mathcal{L}_1^*}{\partial \mathcal{L}_1^*/\partial \theta}. \]  

(44)

In practice, since the curvature of the \( \mathcal{L}_1^* = 0 \) contour is quite gentle for well-behaved mixture models, only one or two updates of the value of \( \theta \) are needed, making for a computationally efficient method of tracing the contour.

In spite of the generally reliable and robust behavior of this tracing methodology, there are times when the contour tracer would prefer to change direction and trace back towards lower \( \delta \) values. In order to avoid this, the obtained value of \( \theta \) and the previous value of \( \delta \) are compared. If their values differ by more than \( \pi/2 \) radians, the tracer has made a sharp change in direction. A bounded solver is then used (with a domain centered around the previous value of \( \theta \)) in order to ensure that the tracer continues in the same direction.

The values of the radii \( R_\tau \) and \( R_\delta \) were selected by manual iteration to be a compromise between speed (fewer steps are required for larger radii) and reliability (less likely to hit a “ghost” contour for smaller radii). For the multi-fluid model, the values of \( R_\tau = 0.1 \) and \( R_\delta = 0.025 \) were ultimately selected. Due to the generally more well behaved shapes of the criticality contours when using one-fluid SRK model is used (as well as when SRK transformations in the multi-fluid model are used), the search radii could be much larger. For the SRK models, multiplying the radii for the multi-fluid model by a factor of approximately 5 (after also applying the scaling of section 4.1), proved to be a fair compromise of speed and reliability.

In the process of tracing the \( \mathcal{L}_1^* = 0 \) contour, the value of \( M_1^* \) is calculated at each step. If the sign of \( M_1^* \) changes between the values of \( (\tau_k, \delta_k) \) and \( (\tau_{k+1}, \delta_{k+1}) \), these values for \( \tau \) and \( \delta \) must necessarily bound a critical point. A call is then made to the Newton-Raphson critical point calculation routine from section 3.1, which then efficiently refines the solution for the critical point because the guess value for the critical temperature and density is nearly co-incident with the true critical point.

**Stopping condition**  The tracer follows the spinodal from lower densities towards higher densities, locating all the critical points that it can, until it reaches the stopping condition, detailed in this section.

For the one-fluid SRK mixture model, there is a minimum specific volume that is physically allowed - the covolume \( b_m \). The one-fluid SRK models begin to show some undesirable behavior in approaching the covolume, and for the one-fluid models, the stopping condition is that the volume must be greater than \( 1.1b_m \). Stradi et al. [23] used the same bound of \( 1.1b_m \) in their work. If this condition is not fulfilled, the tracer terminates. There may be some critical points between \( 1.1b_m \) and \( b_m \), but they are mostly critical points that are of less interest, at negative pressures, unstable, or all of the above.

For the multi-fluid models, the stopping condition is somewhat more difficult to define. While the one-fluid SRK model has a physical bound on the allowed volume, the multi-fluid model is entirely empirical in nature, and less constrained by physical behavior. As such, the stopping conditions for the multi-fluid model (any of which terminate the tracer) are:

- The pressure exceeds 500 MPa.
- The reduced density \( \delta \) exceeds 5.
- The reciprocal reduced temperature \( \tau \) exceeds 5.
- The reduced density \( \delta \) exceeds 1.5 and the tracer has a sharp change in its direction (other than a U-turn). This can be caused by problems in the pure-fluid equation of state at low temperature (high \( \tau \)). As an example, see Fig. 2.

### 3.3 Stability of critical point

It is necessary to implement a full tangent plane distance analysis to evaluate whether a critical point is stable or not. The tangent plane distance analysis is a necessary and sufficient condition that can guarantee that the critical point is stable[11]. Unfortunately, this guarantee comes at a price. In principle, the tangent plane analysis requires a global search over the entire test composition domain, but we simplify the stability search by evaluating two trial compositions for heavy and light test phases.

---

1The true angle difference function should be used in order to properly handle the fact that \( \theta \) is 2\( \pi \) periodic. The difference between the angles of 0.01 radians and 2\( \pi – 0.01 \) radians should be 0.02 radians, not 2\( \pi – 0.02 \) radians.
In this work we applied the algorithm of Gernert et al. [38] as applied to the multi-fluid Helmholtz-energy-explicit mixture model. The algorithm is based on the work of Michelsen [41, 42] and was developed with an emphasis on multi-fluid Helmholtz models. These models pose significantly more challenging numerical behavior than less complex equations of state (like cubic equations of state), which are often used for critical point and phase equilibrium calculations. The applicability and reliability of this method will be discussed in section 5.

4 Implementation

A C++ implementation of the algorithm for identifying critical points and evaluating their stability is provided in the supplemental material; information is available in the supplemental material about how to compile the C++ sources. Following publication of this work, it is intended to implement this algorithm in the standard reference NIST REFPROP library, where the critical point calculation routines will be used in order to more efficiently construct phase envelopes for mixtures of fixed composition.

4.1 Considerations for one-fluid cubic equations of state

In the generalized transformation of pressure-explicit cubic equations of state to Helmholtz energy equations of state of Bell and Jäger [30], the reducing parameters $T_{\text{red}}$ and $\rho_{\text{red}}$ are positive numerical constants (not a function of composition). Unlike the multi-fluid model, in the one-fluid model there is no link between the critical densities and/or temperatures of the pure components and the reducing parameters. In the case that a calculation begins with a pair of $T, \rho$, a round-trip evaluation of $T, \rho \rightarrow \tau, \delta \rightarrow T, \rho$ poses no numerical problems as the (constant) reducing parameters cancel. On the other hand, when a calculation begins with a given value of $(\tau, \delta)$, the differences between the multi-fluid and one-fluid models become evident.

As an example, when determining the first point along $L_1^* = 0$ at low $\delta$, as described above we begin our one-dimensional search at a value of $\tau$ of approximately $2/3$ and a value of $\delta$ of approximately $1/2$. These values have a physical significance in the multi-fluid model. For the one-fluid model, due to the arbitrary nature of the reducing parameters, it is necessary to rescale $\tau$ and $\delta$ to put them on a more physical footing. In order to do this, we assume a linear mixing of the critical volume and critical temperature in the one-fluid model, and use these linear mixing pseudo-reducing parameters in order to yield similar values of $T$ and $\rho$. Mathematically, this is expressed as:

$$\delta_{\text{OF}} = \delta_{\text{MF}} \frac{1}{\rho_{\text{OF}} \left( \sum_i x_i v_{c,i} \right)}$$

$$\tau_{\text{OF}} = \tau_{\text{MF}} \frac{T_{\text{OF}} \left( \sum_i x_i T_{c,i} \right)}{\left( \sum_i x_i \right)}$$

where the subscript OF pertains to the one-fluid model, and MF to the multi-fluid model. It is generally the case that the critical volume $v_{c,i}$ is unknown for cubic equations of state. Therefore, $v_{c,i}$ must be estimated, either by applying the volume translation method of Péneloux [43] to critical volumes estimated based on the critical compressibility factor of the equation of state (a constant), or with the use of an approximate formulation, such as

$$v_{c,i} \approx 2.141 \left( \frac{T_{c,i}}{p_{c,i}} \right) + 7.773 \times 10^{-6}$$

where $v_{c,i}$ is in m$^3$·mol$^{-1}$ and $T_{c,i}/p_{c,i}$ is in K·Pa$^{-1}$. This equation was obtained by fitting the critical parameters for all the pure fluids with multi-parameter equations of state. This equation predicts 94% of the critical volumes within 10%, which is adequate for purposes of scaling the values for $\delta$. 


5 Validation of the implementation

In order to demonstrate that our implementations of the critical point routines as well as the stability calculations in the thermophysical property libraries CoolProp and TREND are correct, a comparison with the work of Stradi et al. [23] is given in Table 1. In this table, calculated critical points for different compositions of the binary mixture methane (CH$_4$) + hydrogen sulfide (H$_2$S) are given. The critical points indicated “Stradi et al. - SRK” are results of Stradi et al. [23], which were taken from their article and reprinted for comparison. The results indicated “This work - SRK” are the results for critical points in the binary mixture CH$_4$ + H$_2$S calculated with the implementation of the SRK in TREND [37].

In order to get comparable results, values of constants of the SRK equation were adjusted to match the values Stradi et al. [23] used. Unfortunately, Stradi et al. did not provide the value that they used for the gas constant $R$. Hence, we assumed that they used a value of $R = 8.31451 \text{ J mol}^{-1}\text{K}^{-1}$, which was the standard value at the time when they did their study. As in Stradi et al. [23], the values for the critical parameters andacentric factors of methane and hydrogen sulfide have been taken from Reid et al. [44]; they are: $T_{c,CH_4} = 190.4$ K, $p_{c,CH_4} = 4.6$ MPa, $\omega_{CH_4} = 0.011$, $T_{c,H_2S} = 373.2$ K, $p_{c,H_2S} = 8.94$ MPa, and $\omega_{H_2S} = 0.097$.

Table 1 shows that the calculated critical points and their stability are in very good agreement with the results of Stradi et al. If at certain overall compositions no values for the critical temperature, density, or pressure is given, then according to the equation of state no critical points exist for this overall composition, or they were not found. With the algorithm presented in this paper, some critical points at negative pressures for methane-rich mixtures have been found, which were not given by Stradi et al. The algorithm that was used for testing the stability [38] is $TP$-based and thus the stability of points at negative pressures could not be tested, which is indicated with “NA” in Table 1. The entries “-” in Table 1 indicate critical points that were not able to be calculated with the respective model. Furthermore, the possible formation of solid phases was not tested either, since no equation of state for the solid phases of CH$_4$ and H$_2$S was employed in this study.

The critical points in Table 1 indicated “This work - Helmholtz” are the predicted critical points from the multi-fluid Helmholtz energy equation of state for methane [45] in combination with the multiparameter Helmholtz energy equation of state for hydrogen sulfide [46] and mixing rules from GERG-2008 [25] ($\beta_T = 1.011090031$, $\gamma_T = 0.961155729$, $\beta_v = 1.012590087$, and $\gamma_v = 1.040161207$, with no departure function). Calculated critical temperatures, molar volumes, and pressures of the mixtures differ to some extent from the SRK results but are in good agreement, especially the temperatures and pressures, and less-so the volumes. However, some of the critical points that the one-fluid SRK model predicts to be unstable are stable according to the multi-fluid model. Furthermore, the multi-fluid model predicts the existence of critical points that are not predicted by the one-fluid model. This behavior, however, is not unique to the multi-fluid Helmholtz-energy-explicit models but it was found that the existence and also the stability of critical points is very sensitive to the model parameters for the binary mixture CH$_4$ + H$_2$S. For example, when changing the critical parameters andacentric factors of methane and hydrogen sulfide in the SRK to the values given by Poling et al. [47] ($T_{c,CH_4} = 190.56$ K, $p_{c,CH_4} = 4.599$ MPa, $\omega_{CH_4} = 0.011$, $T_{c,H_2S} = 373.4$ K, $p_{c,H_2S} = 8.963$ and $\omega_{H_2S} = 0.09$) additional critical points at $x_{CH_4} = 0.84$ can be found. Furthermore, the binary mixture of CH$_4$ + H$_2$S was not the primary focus of the development of the GERG-2008 equation of state, because these models were primarily designed to describe typical natural gas mixtures. This mixture was chosen in this work for validation of the proposed algorithms; more detailed results for will be discussed in the results section of this paper.
Table 1: Results for the critical point calculations with the proposed algorithm for the binary mixture \( \text{CH}_4 + \text{H}_2\text{S} \), calculated with the one-fluid SRK model with \( k_{ij} = 0.08 \), and with the multi-fluid Helmholtz-energy-explicit mixture model. The results are compared to the results of Stradi et al. [23]

<table>
<thead>
<tr>
<th>Mole frac. ( x_{\text{CH}_4} )</th>
<th>Stradi et al. - SRK</th>
<th></th>
<th>This work - SRK</th>
<th></th>
<th>This work - Helmholtz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( v_c ) cm(^3)-mol(^{-1})</td>
<td>( T_c ) K</td>
<td>( p_c ) MPa</td>
<td>Stability</td>
<td>( v_c ) cm(^3)-mol(^{-1})</td>
</tr>
<tr>
<td>0.998</td>
<td>114.26</td>
<td>190.82</td>
<td>4.63</td>
<td>Stable</td>
<td>114.26</td>
</tr>
<tr>
<td>0.998</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.97</td>
<td>107.70</td>
<td>196.74</td>
<td>5.04</td>
<td>Stable</td>
<td>107.70</td>
</tr>
<tr>
<td>0.97</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.9475</td>
<td>102.18</td>
<td>201.37</td>
<td>5.39</td>
<td>Stable</td>
<td>102.18</td>
</tr>
<tr>
<td>0.9475</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.94</td>
<td>100.30</td>
<td>202.86</td>
<td>5.51</td>
<td>Unstable</td>
<td>100.30</td>
</tr>
<tr>
<td>0.94</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.93</td>
<td>97.75</td>
<td>204.78</td>
<td>5.67</td>
<td>Unstable</td>
<td>97.75</td>
</tr>
<tr>
<td>0.93</td>
<td>44.72</td>
<td>114.77</td>
<td>-28.36</td>
<td>NA</td>
<td>44.72</td>
</tr>
<tr>
<td>0.86</td>
<td>77.95</td>
<td>213.71</td>
<td>6.55</td>
<td>Unstable</td>
<td>77.95</td>
</tr>
<tr>
<td>0.86</td>
<td>56.59</td>
<td>181.31</td>
<td>-1.70</td>
<td>NA</td>
<td>56.59</td>
</tr>
<tr>
<td>0.85</td>
<td>74.03</td>
<td>212.99</td>
<td>6.45</td>
<td>Unstable</td>
<td>74.03</td>
</tr>
<tr>
<td>0.85</td>
<td>59.41</td>
<td>190.98</td>
<td>2.25</td>
<td>Unstable</td>
<td>59.41</td>
</tr>
<tr>
<td>0.84</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.84</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.75</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.53</td>
<td>59.26</td>
<td>270.02</td>
<td>14.61</td>
<td>Stable</td>
<td>59.26</td>
</tr>
<tr>
<td>0.52</td>
<td>54.94</td>
<td>260.27</td>
<td>14.90</td>
<td>Stable</td>
<td>54.94</td>
</tr>
<tr>
<td>0.51</td>
<td>63.37</td>
<td>279.25</td>
<td>14.50</td>
<td>Stable</td>
<td>63.37</td>
</tr>
<tr>
<td>0.51</td>
<td>50.31</td>
<td>249.01</td>
<td>16.01</td>
<td>Stable</td>
<td>50.31</td>
</tr>
<tr>
<td>0.49</td>
<td>67.59</td>
<td>288.86</td>
<td>14.40</td>
<td>Stable</td>
<td>67.59</td>
</tr>
<tr>
<td>0.49</td>
<td>44.26</td>
<td>231.67</td>
<td>23.04</td>
<td>Stable</td>
<td>44.26</td>
</tr>
<tr>
<td>0.49</td>
<td>34.89</td>
<td>208.15</td>
<td>180.02</td>
<td>Stable</td>
<td>34.89</td>
</tr>
<tr>
<td>0.36</td>
<td>83.21</td>
<td>323.07</td>
<td>13.26</td>
<td>Stable</td>
<td>83.22</td>
</tr>
<tr>
<td>0.24</td>
<td>94.58</td>
<td>343.86</td>
<td>11.84</td>
<td>Stable</td>
<td>94.59</td>
</tr>
<tr>
<td>0.229</td>
<td>95.58</td>
<td>345.50</td>
<td>11.71</td>
<td>Stable</td>
<td>95.59</td>
</tr>
<tr>
<td>0.09</td>
<td>107.91</td>
<td>363.58</td>
<td>10.00</td>
<td>Stable</td>
<td>107.91</td>
</tr>
</tbody>
</table>

Note: Stability labels: Stable, Unstable, NA (Not Available)
6 Illustrative results

There is a practically infinite set of binary mixtures that can be constructed from the fluids for which \( T_c \), \( p_c \), and the acentric factor \( \omega \) are known. These binary mixtures can result in wildly varying phase equilibrium behavior. In this section we focus on a few families of fluids that have been studied by other authors in order to validate the methodology, to investigate some details of the algorithm, and further highlight some of the numerical challenges inherent in calculating critical points with multi-fluid models.

Table 2 provides the references for the pure fluids in the multi-fluid model, as well as the pure-component constants used in the cubic equations of state.

6.1 Methane + hydrogen sulfide

In this section, the binary mixture of methane and hydrogen sulfide is studied. This binary mixture is often selected for discussions of critical lines, phase diagrams, and related phenomena as it can yield zero, one, two, or even three critical points depending on the molar composition and the equation of state used.

Figure 3 shows the critical points calculated with both the multi-fluid model and the SRK model. The value of \( k_{ij} = 0.08 \) for the SRK model was selected for consistency with the work of Stradi et al. [23], who investigated the same system with the same equation of state (see section 5). With the selected value of \( k_{ij} \) for the SRK model, both models yield qualitatively similar results, demonstrating a single critical point up to a methane mole fraction of approximately 0.4, followed by two critical points up to a mole fraction of approximately 0.52, no critical points until a methane mole fraction of approximately 0.8, two critical points around a methane mole fraction of 0.8, and finally one critical point up to nearly pure methane.

Consideration of the criticality contours can provide some additional insight into the behavior of the critical point solving algorithm and some potential challenges. Figure 4 shows the criticality contours for three different molar compositions, demonstrating the range of behaviors that are possible. In this figure some undesirable behavior of the mixture model can be seen, caused by numerical artifacts of the pure-fluid equations of state. Each of the physical critical points along the \( \mathcal{L}_1^* = 0 \) contour are highlighted with a marker in the figure, while there are a number of spurious “ghost” critical points that fulfill the mathematical conditions for the existence of a critical point. These “ghost” critical points are all inside the \( \mathcal{L}_1^* = 0 \) spinodal, and are by definition non-physical and can be neglected.

In spite of their non-physical nature, the “ghost” critical points cause challenges for the critical point algorithm. These problems are manifested in two primary ways:

1. If the initial guess value for the one-dimensional solver for \( \mathcal{L}_1^* = 0 \) from section 3.2.1 causes the solver to overshoot and yield a value for \( \tau \) inside the spinodal, the presence of values fulfilling \( \mathcal{L}_1^* = 0 \) inside the spinodal can cause the solver to get stuck. Beginning the solver fairly close to the spinodal removes this potential trap. For instance, Fig. 4b demonstrates that for \( \delta = 0.5 \) and at a value of \( \tau \) of approximately 1.32, the criticality condition \( \mathcal{L}_1^* = 0 \) is satisfied, though the state is significantly inside the spinodal.

2. While tracing the \( \mathcal{L}_1^* = 0 \) contour as described in section 3.2.2, it is possible that there may be “ghost” critical points that are very near the spinodal. While the spinodal itself is quite smooth, and can generally be traversed without major challenges, if the search radius contains both the spinodal curve and a fragment of contour of \( \mathcal{L}_1^* = 0 \), the one-dimensional search for the angle \( \theta \) may result in the solver selecting the non-physical fragment as opposed to the desired point along the spinodal.

The difficulties caused by the “ghost” critical points are primarily caused by the pure-fluid equations of state. Figure 1 demonstrates that well-constructed high-accuracy pure-fluid equations of state can still yield reasonable behavior inside the spinodal. As evidence that the “ghost” critical points are caused by the pure-fluid equations of state, Fig. 5 presents the same contours as Fig. 4 except that each pure-fluid equation of state has been replaced with an SRK Helmholtz energy transformation as described in Bell and Jäger [30] (with the pure-fluid critical points from Table 2). In comparing Figs. 4 and 5, it can be seen that the cubic equations of state have eliminated the “ghost” critical points, while yielding similar qualitative locations for the critical points. Unfortunately, the use of the SRK equations of state in the multi-fluid model has eliminated the double critical point at a methane mole fraction of 0.49. The supplemental material includes a number of additional surface plots for this mixture (demonstrating that the majority of the “ghost” critical points are caused by the methane equation of state) and contour plots for the one-fluid SRK model.
Table 2: Pure-fluid and mixture models and critical values used in this study (EOS: reference for equation of state, BIP: reference for binary interaction parameters in the multi-fluid model)

<table>
<thead>
<tr>
<th>Fluid 1</th>
<th>Fluid 2</th>
<th>EOS 1</th>
<th>EOS 2</th>
<th>BIP</th>
<th>$T_{c,1}$ (K)</th>
<th>$T_{c,2}$ (K)</th>
<th>$p_{c,1}$ (MPa)</th>
<th>$p_{c,2}$ (MPa)</th>
<th>$\omega_1$</th>
<th>$\omega_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>n-Hexane</td>
<td>n-Heptane</td>
<td>[48]</td>
<td>[48]</td>
<td>[25]</td>
<td>507.820</td>
<td>540.130</td>
<td>3.034</td>
<td>2.736</td>
<td>0.299</td>
<td>0.349</td>
</tr>
<tr>
<td>Nitrogen</td>
<td>Methane</td>
<td>[49]</td>
<td>[45]</td>
<td>[25]</td>
<td>126.192</td>
<td>190.564</td>
<td>3.396</td>
<td>4.599</td>
<td>0.037</td>
<td>0.011</td>
</tr>
<tr>
<td>Methane</td>
<td>H₂S</td>
<td>[45]</td>
<td>[46]</td>
<td>[25]</td>
<td>190.564</td>
<td>373.100</td>
<td>4.599</td>
<td>9.000</td>
<td>0.011</td>
<td>0.101</td>
</tr>
<tr>
<td>Nitrogen</td>
<td>Ethane</td>
<td>[49]</td>
<td>[50]</td>
<td>[25]</td>
<td>126.192</td>
<td>305.322</td>
<td>3.396</td>
<td>4.872</td>
<td>0.037</td>
<td>0.099</td>
</tr>
<tr>
<td>CO₂</td>
<td>n-Propane</td>
<td>[51]</td>
<td>[52]</td>
<td>[25]</td>
<td>304.128</td>
<td>369.890</td>
<td>7.377</td>
<td>4.251</td>
<td>0.224</td>
<td>0.152</td>
</tr>
<tr>
<td>CO₂</td>
<td>n-Pentane</td>
<td>[51]</td>
<td>[48]</td>
<td>[25]</td>
<td>304.128</td>
<td>469.700</td>
<td>7.377</td>
<td>3.370</td>
<td>0.224</td>
<td>0.251</td>
</tr>
<tr>
<td>CO₂</td>
<td>n-Heptane</td>
<td>[51]</td>
<td>[48]</td>
<td>[25]</td>
<td>304.128</td>
<td>540.130</td>
<td>7.377</td>
<td>2.736</td>
<td>0.224</td>
<td>0.349</td>
</tr>
<tr>
<td>CO₂</td>
<td>n-Decane</td>
<td>[51]</td>
<td>[46]</td>
<td>[25]</td>
<td>304.128</td>
<td>617.700</td>
<td>7.377</td>
<td>2.103</td>
<td>0.224</td>
<td>0.488</td>
</tr>
</tbody>
</table>

Figure 3: Critical densities, temperatures, and pressures calculated for methane + hydrogen sulfide binary mixtures through the use of the multi-fluid Helmholtz-energy-explicit equation of state and the one-fluid SRK equation of state (crossed-out points are determined to be unstable according to the stability evaluation)
Figure 4: Plots of surfaces for $L^*_{1}$ and $M^*_{1}$ for a selection of methane/hydrogen sulfide mixtures (molar composition). The $L^*_{1} = 0$ (solid) and $M^*_{1} = 0$ (dashed) contours are plotted on each surface.
(a) Methane\(0.3\) & H\(_2\)S\(0.7\) demonstrating one critical point

(b) Methane\(0.49\) & H\(_2\)S\(0.51\) demonstrating zero critical points

(c) Methane\(0.65\) & H\(_2\)S\(0.35\) demonstrating zero critical points

Figure 5: Plots of surfaces for \(L^*_1\) and \(M^*_1\) for a methane + H\(_2\)S mixture when both fluids in the multi-fluid model are replaced with SRK transformations. See Fig. 4 for a description of the content.
6.2 Nitrogen + ethane

Figure 6 presents the critical points for the binary mixture of nitrogen and ethane. The value of the one-fluid SRK mixture model interaction parameter $k_{ij} = 0.0407$ is taken from Ramírez-Jiménez et al. [53]. This mixture is of interest because even though the constituent fluids are simple molecules, and form a relatively symmetric mixture, it is still possible to yield interesting critical point behavior. Over a range of nitrogen mole fractions between approximately 0.6 and 0.7, as many as three stable critical points can be found.

Figure 7 shows the criticality contours for a nitrogen + ethane mixture at a nitrogen mole fraction of 0.65. There are three crossings of the critical contours along the main branch of the $L_1^* = 0$ contour, demonstrating that three critical points are predicted. All three of the critical points are predicted to be stable, but the critical point finder does not find the highest pressure critical point because it is located at a pressure greater than 500 MPa, one of the stopping criteria for the spinodal tracer.

6.3 Carbon dioxide + linear alkanes

Another popular family of binary mixtures of technical relevance are the mixtures of carbon dioxide and the linear alkanes. These mixtures tend to be of Type I, with a continuous critical line between the critical points of the pure fluids, at least for the lower alkanes below a carbon number of approximately 10 or 11. For higher alkanes (for instance hexadecane), non-Type I phase behavior is seen for mixtures with carbon dioxide.

Figure 8 shows the critical lines calculated with the multi-fluid model and the one-fluid SRK model with $k_{ij} = 0$. For the higher alkanes, the predictions of the critical temperatures are excellent and the SRK model captures the shape of the critical line with high accuracy. Conversely, for the higher alkanes the multi-fluid model provides predictions of the critical temperatures that are significantly too high. This deviating behavior is a manifestation of the fact that when the binary interaction parameters were fit in the work of Kunz & Wagner [25], the critical points were not considered and therefore the binary interaction parameters were not constrained to yield the correct critical lines. Furthermore, the GERG model was not primarily designed for carbon dioxide rich mixtures. In general, as the mixture becomes more asymmetric, the deviations from the multi-fluid model increase.

For propane, the conclusions are exactly opposite those for the higher alkanes. The highest-accuracy predictions of the critical temperatures can be obtained from the multi-fluid model, and the one-fluid SRK model deviates more strongly from the experimental data. This is likely just a fortuitous behavior, as the critical points were not considered in the fitting of Kunz & Wagner [25].

7 Conclusions

In this work we have combined the methods of Heideman and Khalil [7] and Hicks and Young [17], and applied
Figure 6: Critical densities, temperatures, and pressures calculated for nitrogen + ethane binary mixtures through the use of the multi-fluid Helmholtz-energy-explicit equation of state and the one-fluid SRK equation of state (crossed-out points are determined to be unstable according to the stability evaluation).

Figure 7: Plots of surfaces for $L_1^*$ and $M_1^*$ for a nitrogen[0.65] + ethane[0.35] mixture demonstrating three critical points when using the multi-fluid mixture model. See Fig. 4 for a description of the content.
them to multi-fluid Helmholtz-energy-explicit mixture models. This new algorithm allows for the robust determination of the critical points of complex mixtures. It is demonstrated that unphysical behavior of the pure fluid equations of state in the multi-fluid mixture model is of great importance, and poorly behaving pure-fluid equations of state can cause significant challenges in terms of locating the critical points.

Supplemental Material

Included as supplementary material are:
* Additional analytic derivatives required to construct the determinants.
* Numerical values of the newly derived analytic derivatives for validation, accompanied by values calculated by numerical differentiation for additional verification.
* Sample code demonstrating how to obtain the critical points and critical contours.
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